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Abstract: A computationally efficient method for discriminating between
near- and far-field infrasound sources using array time-difference of arrival
(TDOA) information is described. Rather than assess wave-front curvature,
the discriminant quantifies the statistical departure of TDOA information
from that of a plane wave passing the array. Since the method constrains nei-
ther the functional form nor the amplitude characteristics of a signal it is
suited for discrimination of signals across large-aperture infrasound arrays.
Experimental results confirm theoretical predictions to a range of order ten
array apertures. The discriminant is applied to data from an Antarctic infra-
sound array.
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1. Introduction

At present, more than half of the 60 planned infrasound arrays of the International Monitoring
System (IMS) of the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO) are
operational.1 These large aperture—O(1 km)—arrays are designed to monitor and aid in the
detection of impulsive events at large distances. A major challenge facing analysts of IMS in-
frasound array data is the ubiquitous presence of natural and manmade near-field sources,
which are not generally of interest to the CTBTO. The presence of near-field signals exhibiting
high signal-to-noise and spatiotemporal correlation can effectively saturate event detection al-
gorithms with false alarms. There exists a distinct need for a discriminant between local and
regional sources within the infrasound band.

In an effort to ameliorate this situation, a theoretical method is developed for discrimi-
nating between near- and far-field sources using time-difference of arrival (TDOA) informa-
tion. The discriminant is coded in computationally efficient linear algebraic form, requiring
only knowledge of TDOA information and the array geometry for calculation. The curvature of
the wave front® need not be estimated. Since TDOA information is estimable via generalized
cross correlation in the time domain, the method constrains neither the functional form, nor the
amplitude characteristics of the signal present at the array. This is a distinct advantage for in-
frasound array data, as terrain and vegetation often cause significant departures from 1/ am-
plitude characteristics and infrasound signals are not often well represented by simple func-
tional forms.

Recent work® has shown that IMS-type arrays may be used to accurately localize geo-
physical and manmade sources at very close range, thus the discriminant may also be used to
eliminate long-range signals from consideration. Ice cliff avalanches and volcanic activity in
the vicinity of the IMS array (I55US) at Windless Bight, Antarctica during the 2002—2003 aus-
tral summer are used to validate the performance of the discriminant. Sources that lie within a
range of order ten times the array aperture are accurately characterized by the discriminant, as
predicted theoretically. As a result of this demonstration, the discriminant has been put into use
as a regular part of automated data processing for the infrasound arrays operated by the Univer-
sity of Alaska Fairbanks.

In this study the discriminant is applied to signals detected at the IMS array at Wind-
less Bight, Antarctica (I55US). I55US is an eight-sensor infrasound array comprising Chaparral
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Physics microphones at the vertices of a pentagon of 1-km radius and an inner triangle of 100-m
radius. This original geometry has been distorted slightly since the array was originally con-
structed owing to the movements of the Ross Ice Shelf. Pressure data are sampled at 20 Hz from
each of the microphones.

2. Near-field discriminant

The development of a near-field discriminant begins with the description of an idealized far-
field signal incident on a d-dimensional array of n sensors. Using Dirac’s bra-ket notation,
TDOA information for the array is described by the vector |7). This vector represents the N
=n(n—1)/2 unique intersensor time delays that comprise the TDOA information corresponding
to a planar signal’s passage across the array. The array coordinates are encoded in a [N,d]
matrix X. A plane-wave arrival at the array is described by the model

|7)=X]|s)+e,), (1)

where |s) is the slowness vector and |e,) is some error introduced by noise. The vector |7) is
estimated by generalized cross correlation and |s) is solved for by minimizing the quantity
(g,|&,) in the least squares sense. This solution of Eq. (1) via optimization is given by

sy =CIXT|7), (2)

where C=XTX. Under the assumption that the errors in the time delays are normally distributed
and uncorrelated, then Eq. (2) is the maximum likelihood estimator of |s) and exactly satisfies
the Cramér-Rao bound.*

A statistical measure of the variance associated with the TDOA information |7) has
been shown” to be

N (C (Y 5
N-r

where 1 is the identity matrix, R=XC"'X7, and r is the rank of the idempotent matrix R. Using
this, Szuberla and Olson® demonstrated two properties of o, for infrasound arrays. First, Eq. (3)
represents the degree to which |7) differs from a physically realizable plane wave, modeled by
Eq. (1), incident upon the array. Second, although o, appears to be strictly a function of the
TDOA information and the array geometry, the TDOA information in |7) is a function of azi-
muth, which leads to the correspondence o,=o(6).

The construction of a discriminant begins with an examination of the behavior of o, as
a function of range. These results are depicted in Fig. 1 for an ensemble of synthetic, noise-free
|7) at the IS5US array. When the array data are sampled at ;=20 Hz, the 95% confidence limits
of o, versus source range are shown as a light gray band. Similarly, the dark band represents the
limit of an infinite sampling rate. Dark lines indicate the ranges for which o.=1/f,. Note that as
the magnitude of o decreases from 1/f; the character of the finite and infinite sampling results
part company. The median value of o, for the finite sampling case is shown in the figure as a
white line.

The width of the band for continuous sampling in Fig. 1 is governed by spatial sam-
pling (array geometry). In contrast, the finite sampling band in Fig. 1 is governed by spatiotem-
poral sampling. At close range the spatial aspect dominates, while in the far-field the temporal
(sample rate) dominates. These characteristics are seen in Fig. 2, which depicts the behavior of
o, as a function of azimuth for an ensemble of synthetic, noise-free | 7) at the ISSUS array at a
set of fixed ranges. In each panel o,(6) is normalized by the mean of o across all angles at that
range. In the near-field (Fig. 2, left plot) the outer, fivefold, geometry of I55US dictates the
appearance of o . as a function of angle for both finite and infinite sampling. For more planar
signals, arising from far-field sources (Fig. 2, right plot), o is no longer a strong function of
angle in either sampling regime. Note that the “noise” in o (6) is not the result of a contami-
nated signal, since all the calculations were done in the noise-free case; rather, the effect is due
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Fig. 1. Theoretical plot of o, vs range for the I5SSUS array. The light gray band depicts the 95% confidence limits of
o, for the array sampled at f,=20 Hz; similarly, the dark band represents the limit of an infinite sampling rate. A
white line indicates the median value of o, for the array sampled at 20 Hz. Dark lines indicate the ranges for which
o,=1/f,. The width of the dark band is strictly governed by spatial sampling; whereas, the width of the light band
is the result of spatiotemporal sampling. For finite sampling, at close range (o,> 1/f,), array geometry dominates the
behavior of o ; in the far-field (o,<1/f,), the temporal sample rate dominates.

to finite sampling of the data, which leads to a truncated representation of | 7). Further, (o) for
finite sampling becomes greater than that for the infinite sampling case. For o~ 1/f; (center
plot) there is a transition between the effects of spatial and temporal sampling. It is in this
region, depicted by the dark lines of Fig. 1, that o, forms the basis of a discriminant between
near- and far-field sources.

For an array of sensors sampled at f; a dimensionless measure of the deviation from
signal planarity across the array can be constructed as

+180°

DR :
+180°
r=51km <0.>= 017 r=20km <6>= 0.05 r=81km <6 >= 0.02

Fig. 2. Normalized polar plots of magnitude o,(6) at ranges of 5, 20, and 80 km for the I55US array. In each panel
the values of o,(6)/(c,) are depicted at the given range, where (o) is the mean of o, at that range. The solid lines
represent the infinite sampling case, while the discrete dots represent ;=20 Hz sampling in 0.1° increments. At close
range (left plot) the outer, fivefold, geometry of I55US dictates the appearance of o,(6) for both finite and infinite
sampling. In the far-field (right plot), o, is no longer a strong function of angle in either sampling regime. For o,
=~ 1/f, (center plot) there is a transition between the effects of spatial and temporal sampling.
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Fig. 3. Superposition of actual O, data and theoretical noise-free predictions for the IS5US array. The data are drawn
from high signal-to-noise ratio signals detected during the 2002-2003 austral summer at Windless Bight, Antarctica.
The light band and dark lines depict the 20 Hz sampling case as in Fig. 1. Mt. Erebus signals are shown with the (X)
symbol and Ross Is. signals are shown with the (+) symbol.

0,=0.f;. (4)

It is this measure that forms a discriminant between near- and far-field sources. According to
the formulation, a noise-free planar arrival at the array will give, identically, Q,=0. For signal
sources close to an array Q> 1, while far-field sources will give Q. — 0.

3. Application and discussion

From November 2002 to January 2003, 76 signals exhibiting high signal-to-noise ratio (SNR
= 15 dB) were detected at the I53US array. The detections were all the result of an automated,
correlation-based algorithm that is continuously applied to the IS3US data. Follow-on analysis
showed that these signals were associated with Mt. Erebus (=25 km) volcanic activity, Vee
Cliffs (r €[8,30] km) ice and snow avalanches, and various glacial and sea ice sources (r
> 10 km). All of the high SNR events during the period of study were selected without regard to
frequency content or wave-form type in an effort to validate the theoretical predictions shown in
Fig. 1. The validation is depicted in Fig. 3, where each of the events is superposed with the
20-Hz band of Fig. 1. Each of the range estimates for the individual events in Fig. 3 are the result
of a source localization technique (distinct from the Q, approach of this study in that it repre-
sents a TDOA information optimization procedure to estimate source locations) and not ground
truth data. Subsequent experience with infrasound data from arrays in Alaska and Antarctica
has shown that O~ 1 is a robust discriminant, one which reliably defines the boundary between
near- and far-field for large-aperture infrasound arrays. For the I5S5US array 0.~ 1 when the
source is located roughly ten array apertures (rgouree € [15,20] km) distant (shown by the dark
lines in Fig. 3). Coincidentally, this is roughly the limit of reliable near-field localizations via the
algorithm used to estimate range in the ﬁgure.3
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For arbitrary arrays, the range at which Q=1 is trivially proportional to sample rate
and it can be shown that it is also proportional to the square of the maximum aperture of the
array parallel to the signal propagation path. Hence, the technique is ideally suited to the current
generation of large-aperture IMS arrays. The discriminant is also applicable to smaller, portable
arrays if the sample rate is increased appropriately.

The use of 0, as arange discriminant is not without limitations. While it is designed to
discriminate between near- and far-field sources, it is not useful as a precise localization tool. As
SNR decreases, the assumptions underlying the estimation of o, become suspect. Even in the
high SNR case there are several outliers shown in Fig. 3. The presence of the near-field outliers
is likely due to misestimation of source range from corrupt TDOA information. Such corruption
may arise from a variety of natural phenomena, including multipath, multiple signals and co-
herent noise fields; however, the exact cause for the near-field outliers of Fig. 3 is unknown. The
far-field outliers of Fig. 3 are the result of insufficient range resolution in the localization algo-
rithm for finite ﬁ Ground turbulence may affect the planarity of a signal across the array;
however, even if the Gaussian, uncorrelated noise assumed to exist in |7) is replaced by pink
noise, the results given here do not substantially change. As is often the case, simple bandpass
filtration is sufficient to restore a reasonable facsimile of the assumptions underlying the esti-
mation of 0'7.6

4. Conclusions

A method for discriminating between near- and far-field sources has been detailed. The calcu-
lations are straightforward linear algebraic forms which generate little additional computational
overhead. The bulk of the computational effort in arriving at Q. is spent estimating the TDOA
information, which is already required to determme source azimuth and speed in the far field,®
and also geographic location in the near-field.> While CTBTO-oriented analysts would prefer to
reduce near-field clutter (<< 100 km), experience with the two University of Alaska Fairbanks/
IMS arrays has shown that the O technique is most useful for discriminating sources at a range
of roughly ten array apertures (r € [15,20] km).

The technique has been put into use for all of the automatic data processing performed
at the IMS arrays I53US and I55US. Since [53US is located nearby a population center, Fair-
banks, Alaska, it has provided numerous events for which the ground truth is known. Unlike
155US, the sources for which ground truth is available at IS3US do not cluster around the criti-
cal range at which O~ 1. The sources are either on campus (»~ 2 km) or at larger distances
(e.g., mine signals at »= 25 km). While not conclusive, in these specific cases the I53US results
validate the extremes of Fig. 3. Further work is required to study the discriminant at different
IMS sites, each of which will have a different, characteristic noise field and topography. Pres-
ently, the discriminant is applied to infrasound data derived from large-aperture arrays; how-
ever, its development is quite general and a study of its utility in higher frequency, small-
aperture applications is underway.
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Abstract: Blast wave propagation measurements were conducted to inves-
tigate nonlinear propagation effects on blast waveform evolution with dis-
tance. Measurements were made with a wide-bandwidth capacitor micro-
phone for comparison with conventional 3.175-mm (1/8-in.) microphones
with and without baffles. It was found that the 3.175-mm microphone did not
have sufficient high-frequency response to capture the actual rise times in
some regions. For a source of 0.57 kg (1.25 Ib) of C-4 plastic explosive, the
trend observed is that nonlinear effects steepened the waveform, thereby de-
creasing the shock rise time, up to a range of 50 m. At 100 m, the rise times
had increased slightly.
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1. Introduction

Much work has been done on blast wave research in the past century, including structural re-
sponse to blasts and blast effects on human hearing. However, blast wave measurements con-
tinue to be important for assessing the impact on humans and wildlife. The finite-amplitude
pressure and the transient nature of blast waves pose challenges for obtaining accurate measure-
ments. In particular, resolving the shock structure requires special instrumentation.

Nonlinear steepening occurs in finite-amplitude waves generated by blasts because
local wave speed increases with wave amplitude, and thus peaks of the waveform travel faster
than troughs.' The interaction of nonlinearity and dissipation controls the rise portion of the
shocks.”™ In particular, the combined effects of dissipation and dispersion due to molecular
relaxation in air, which are more pronounced at higher frequencies, tend to increase shock rise
times. Rise time is defined in this paper as the time it takes for the pressure to rise from 10 to
90 % of the maximum amplitude.

Work by Ford ef al.” emphasized the importance of measuring blasts at medium dis-
tances to enhance understanding of blast waveform propagation in the transition area between
the close-range region of very high pressure and the linear acoustics zone much farther away.
Ford et al. acquired extensive data on blast wave propagation over concrete, grass, and water for
small unconfined charges of plastic explosive. However, the instrumentation was insufficient to
capture the short rise times of the waves. Another experimental study of blast noise that was
performed at the U.S. Army’s Fort Drum facility in New York was recently documented in a
series of articles, but no high-frequency equipment was used.® In other research, wide-
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bandwidth capacitor microphones have been used to measure intense acoustic impulses from
sparks7_9 and ballistic shock waves,'” but no accounts of their use in measuring medium-range
blast waves from explosives have been reported previously.

This paper describes blast wave propagation experiments conducted jointly by the U.S.
Army and Penn State in November 2005. The main goal of the experiments was to capture the
shock structure accurately using high-frequency instrumentation.

2. Microphone Equipment

Commercial 3.175-mm (1/8-in.) pressure microphones and a wide-bandwidth capacitor micro-
phone were used to measure the blast wave. In addition, microphone baffles were used with
some of the 3.175-mm microphones.

2.1 3.175-mm (1/8-in.) microphones

The 3.175-mm pressure microphones have a low sensitivity which allows for their use in finite-
amplitude measurements. The dynamic range extends to 178 dB re 20 uPa with 3%
distortion.'" In addition, the nominal frequency response extends to 140 kHz. These micro-
phones were chosen because their size is small compared to a wavelength for frequencies up to
100 kHz. They therefore have superior high-frequency response compared to 6.35-mm (1/4-in.)
and 12.7-mm (1/2-in.) microphones. Typical preamplifiers 2B and power supplies14 compatible
with these condenser microphones were used in the blast experiments.

2.1.1 Unbaffled configuration

Unbaffled microphones were oriented with the microphone axis perpendicular to the blast wave
direction; this will be referred to as the 90° orientation. This orientation gives a more accurate
pressure measurement than a 0° orientation (microphone axis parallel to wave direction) be-
cause it minimizes diffraction effects." All protection grids were removed to avoid any undes-
ired acoustic resonances."

2.1.2 Baffled configuration

Microphone baffles were also used to reduce diffraction artifacts of the microphone housing on
the rise portion of the blast waves. The baffles used in the experiments were 20.32-cm (8-in.)
squares, and the microphones fit flush with the front of the baffle. The microphones and baffles
were oriented at 0° from the blast. Assuming a plane wave, a rigid circular baffle, and measure-
ment at a point, there is pressure doubling at the microphone due to the superposition of the
incident and reflected waves. The diffracted wave is delayed according to the radius, out of
phase, and half the ampli‘rude.16 For the square baffles used in the experiments, the travel time
from the midpoint of the baffle edge to the center is associated with the first arrival of the
diffracted wave. The diffracted wave would first arrive with a delay of approximately 296 us.
Therefore, even though the blast waveform was distorted due to the finite size and square shape
of the baffle, the rise portion was unaffected.

2.2 Wide-band microphone

The wide-band microphone and preamplifier”'”'® used in this study has a high-resonance fre-

quency and therefore has a better high-frequency response than a conventional 3.175-mm mi-
crophone. This type of broadband electrostatic transducer, or “solid-dielectric,” generally has a
flat frequency response to above 500 kHz and can measure a rise time of less than 0.5 us under
ideal laboratory conditions. With the particular microphone used in the experiments, rise times
of less than 1 us were recorded for an acoustic impulse from a spark source in the laboratory.
The particular microphone used in the experiments had an active area diameter of
1.27 ¢m (0.5 in.) embedded in an insulator with a diameter of 3.81 ¢m (1.5 in.). This insulator
acted as a built-in baffle when the microphone was oriented at 0° from the blast. Therefore a
wave diffracted from the edge would arrive with a delay of 55.5 us. Because this was outside
the range of expected shock rise times, the rise portion of the waveform was not affected, and an
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Fig. 1. (Color online) Experimental setup detailing relative locations of blast source and microphones. The 50 m
baffled microphone is omitted because its measurements were unusable.

additional exterior baffle was not needed.
3. Experimental setup

Experiments were performed with the U.S. Army at the Edgewood site of Aberdeen Proving
Grounds in Maryland. The explosive used was 0.57 kg (1.25 1b) of unconfined C-4 plastic ex-
plosive. Charges were detonated by a blasting cap at a height of 3 m. The experimental setup is
shown in Fig. 1 . The 3.175-mm microphones were mounted on poles at distances of 25, 50, and
100 m from the blast. The baffled 3.175-mm microphones were colocated at the same distances
of 25, 50, and 100 m; however, the 50 m baffled microphone failed. The single wide-band
microphone was placed at 50 m. The microphones were mounted nominally 5 m above ground
to minimize contamination from ground reflections. At this height, the time delay of the
ground-reflected wave associated with the path length difference between the direct and re-
flected waves was sufficiently long to not affect the shock.

Blast waveforms were recorded on a digital oscilloscope at a sampling rate of | MHz.
This high sampling frequency was chosen to give good resolution at the shock. Recording
equipment was situated so that cable" lengths were minimized where possible. For example,
the shortest cable lengths, approximately 22 m, were connected to the 50-m site. Minimizing
cable lengths was a precaution taken to avoid any undesired signal distortion due to possible
reflections in the cable.

The experiment was conducted over two days, during which time the weather condi-
tions varied. However no correlation was evident between the measured rise times and the mea-
sured local meteorological conditions.

4. Results

The measured waveforms for all 12 blasts were consistent for the 25 and 50 m sites. However,
the waveforms measured at 100 m varied considerably. The shape of some peaks and the exis-
tence of double peaks in some waveforms suggest that turbulence likely affected these wave-
forms recorded at 100 m.”’

Typical blast waveforms measured at 25, 50, and 100 m are presented in Figs. 24 .
The asterisks denote the 10 and 90 % amplitude points used to calculate the rise time ;.. The
waveforms were measured at 1 us intervals, and an additional 0.1 us precision in the rise por-
tion was deduced from interpolation.

For the particular blast shown in Fig. 2, the first 50 us of the baffled and unbaffled
waveforms are compared. The baffled rise time of 19.6 us is nearly the same as the unbaffled
rise time of 21.1 us. Because of the pressure doubling at the baffled microphone, explained
above in Sec. 2.1.2, the baffled response was halved. However, the peak amplitude does not
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Fig. 2. (Color online) Typical waveforms measured at 25 m with unbaffled and baffled microphones. Asterisks
denote the 10 and 90 % amplitude points used to calculate the rise time 7.

match that of the unbaffled microphone because the pressure doubling assumption is approxi-
mate. The experiments involved a square baffle of finite area. As a result, pressure doubling
occurs only for frequencies with wavelengths that are small compared to the baffie size.

Because nonlinear steepening leads to decreased rise times, a decrease in rise times at
50 m was expected. The rise times of the waveforms at 50 m were indeed shorter. The experi-
ment was designed to compare all three microphone types at 50 m. Unfortunately, as mentioned
earlier, the baffled microphone at 50 m failed, and the only useful comparison at this location is
between the unbaffled microphone and the wide-band microphone. Figure 3 shows that the
wide-band response is clearly steeper than the unbaffied response. The rise time from the wide-
band microphone was 4.5 us, shorter than the unbaffled rise time of 6.1 us.

1600 |
]

1200 F i
g |
o ]
2 800 r I
0 1
A I

400 | :

1 Unbaffledt. =6.1us
T1S¢
= = = Wide-bandt. =4.5us
T1SC
0
-10 0 10 20 30 40 50

Time (us)

Fig. 3. (Color online) Typical waveforms measured at 50 m with unbaffled and wide-band microphones. Asterisks
denote the 10 and 90 % amplitude points used to calculate the rise time #;,. The maximum amplitude from the
wide-band microphone is set to be the same as the maximum amplitude of the unbaffled response.
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Fig. 4. (Color online) Typical waveforms measured at 100 m with unbaffled and baffled microphones. Asterisks
denote the 10 and 90 % amplitude points used to calculate the rise time 7.

In Fig. 4, the 100 m unbaffled and baffled waveforms are similar, and the rise times
were 12.4 and 11.6 us. These rise times are longer than at 50 m. It is interesting to note that the
difference in peak values observed at 25 m due to the pressure doubling approximation is not
present in the 100 m measurement. The cause of this difference at 100 m is unknown.

So far, results for one representative waveform have been presented. Figure 5 presents
the rise times as a function of range for all measurements. The rise times of the waveforms
measured with unbaffled 3.175-mm microphones at 25 m varied from 17.5 to 21.3 us. The
baffled responses at 25 m had nominally the same rise times, ranging from 17.9 to 21.9 us. The
average shock overpressure was 3328.4 Pa.

The rise times of the waveforms measured with unbaffled microphones at 50 m were
shorter, varying from 5.9 to 6.2 us. At 50 m, the average shock overpressure was 1481.9 Pa.

25 25
—6
20 20
@
=15 15
)
£
210 10
=
5 5 O  Unbaffled
%*  Wide—band
O  Baffled
0 0
25 50 ) 100 25 100
(a) Range (m) (b) Range (m)

Fig. 5. (Color online) Comparison of rise times as a function of range computed for blast waves measured with
different microphone types. (a) Rise times for unbaffled (25, 50, 100 m) and wide-band (50 m) microphones. At
50 m the square markers are located at the intersection of the solid lines. For clarity, the measured rise times at 50 m
for the unbaffled microphone were 5.9, 6.2, 6.2, 6.0, 6.1, 5.9, 6.0, 6.1, 6.1, 6.0, 6.1, and 6.1 us, and the wide-band
microphone measured rise times of 4.4, 4.5, 3.2, 42, 4.8, 4.5, 4.9, 4.5,4.5,7.5, 4.0, and 5.7 us. (b) Rise times for
baffled microphones (25, 100 m). In both (a) and (b) the solid lines merely connect measurement points for indi-
vidual blast events and do not represent additional data. For (b), there were no useful measurements obtained at
50 m.
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The small variations in measured rise times at 50 m seem to indicate that a 6 us rise time was
the limit of the 3.175-mm microphone system in the current configuration. Therefore one can-
not be sure if the true rise time of the wave was recorded.

It is because of this microphone limitation that a wide-band microphone was also used.
At 50 m, the wide-band microphone measured rise times of 3.2 to 7.5 us. As shown in Fig. 5,
rise times from the wide-band microphone were less than 6 us for all blasts except one. These
rise times are within the capabilities of the microphone, so it is likely that these were the true
rise times of the blast waves.

At 100 m, the rise times of the recorded waveforms were longer, with the unbaffled
rise time measurements ranging from 7.1 to 16.3 us and the baffled rise time measurements
ranging from 8.6 to 21 us. The average shock overpressure was 680.5 Pa. The differences be-
tween the unbaffled and baffled rise times at 100 m are probably due to some combination of
the microphone housing diffraction effect and localized atmospheric turbulence. Overall, the
experimental results show that between 50 and 100 m nonlinearity began to lose strength, and
losses began to dominate. However, at 100 m the rise time was still shorter than at 25 m.

5. Conclusions

The blast wave measurements confirm that out to a distance of 50 m, where the sound pressure
level (SPL) was around 154 dB, nonlinear effects had steepened the initial rise of the blast
waveform. This resulted in a decrease in shock rise time and therefore an increase in high-
frequency energy relative to low-frequency energy. Measurements with a wide-bandwidth mi-
crophone gave shorter rise times than measurements with conventional 3.175-mm micro-
phones. Because of its extended high-frequency response, a wide-band microphone gives more
confidence that one is observing true pressure variation and not the effect of the transducer.
Therefore the results of this test suggest that wide-band microphones should be used for mea-
suring rise times of finite-amplitude blast waves.
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Abstract: Previous investigations have shown that one mechanism of ir-
regular vocal fold vibration may be a desynchronization of two or more vi-
bratory modes of the vocal fold tissues. In the current investigation, mecha-
nisms of irregular vibration were further examined using a self-oscillating,
physical model of vocal fold vibration, a hemi-model methodology, and high-
speed, stereoscopic, digital imaging. Using the method of empirical eigen-
functions, a spatiotemporal analysis revealed mechanisms of irregular vibra-
tion in subharmonic phonation and biphonation, which were not disclosed in
a standard acoustic spectrum.
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1. Introduction

Over the past decade, the method of empirical eigenfunctions (EEFs) has been used to examine
spatiotemporal structures in vocal fold vibration (Berry ef al., 1994; Alipour et al., 2000; Svec
et al.,2000; Berry et al., 2001; Neubauer ef al., 2001; Zhang and Jiang, 2005; Doellinger et al.,
2005). Herzel et al. (1994) hypothesized that “normal phonation corresponds to an essentially
synchronized motion of all vibratory modes. A change of parameters ... may lead to a desyn-
chronization of certain modes resulting in bifurcations and chaos.” Berry ef al. (1994) con-
firmed this hypothesis using a finite element simulation of vocal fold vibration. In that study, the
spatial EEFs (derived from the nodal displacements of the finite element model) were similar
for both simple and complex vibrations patterns, and the desynchronization of the EEFs was the
primary mechanism of irregular vibration. Neubauer et al. (2001) further substantiated this
hypothesis using high-speed digital imaging of vocal fold vibration in human subjects. Desyn-
chronization of anterior-posterior EEFs (derived from glottal contours) distinguished two
classes of biphonation: one based on left-right asymmetries, and one based on anterior-
posterior asymmetries. In the current study, this desynchronization hypothesis will be subjected
to more stringent testing through the use of a self-oscillating, physical model of vocal fold
vibration. That is, the laboratory investigations will not be limited by the mathematical simpli-
fications of the previous theoretical studies. Moreover, in contrast to the clinical study which
only permitted vocal fold imaging from a superior aspect, the laboratory investigations will
yield a systematic study of the medial surface dynamics of the vocal folds. In particular, medial
surface dynamics will be extracted from the model using a hemi-model methodology and high-
speed, stereoscopic, digital imaging. As a function of subglottal pressure, both simple and com-
plex oscillatory regimes will be imaged, and medial surface coordinates will be extracted. Us-
ing the method of EEFs, a spatiotemporal analysis of the medial surface dynamics will evaluate
the desynchronization hypothesis.

2. Methods

A physical replica of the human vocal system was constructed using a rubber model of the vocal
folds and a uniform (PVC) tracheal tube (with an inner diameter of 2.54 cm and a length of
approximately 60 cm) connected upstream to an expansion chamber, simulating the subglottal
system. The expansion chamber had an inner cross-section of 23.5 X 25.4 ¢cm and was 50.8 cm
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long. The inside of the expansion chamber was lined with a 2.54-cm-thick layer of fiberglass.
The expansion chamber was connected to the air flow supply through a 15.2-m-long rubber
hose, reducing possible flow noise from the air supply. Because the isotropic, single-layered,
physical model of the vocal fold has been described previously (Thomson et al., 2005), few
details will be given here. However, in the current study, the Young’s modulus was approxi-
mately 3 kPa for strains in the range of 0-20%, as compared to 13.7 kPa in the previous study.
As described elsewhere (Berry et al., 2001; Doellinger et al., 2005), the medial surface dynam-
ics of the folds were imaged using a hemi-model methodology, stereoscopic imaging (through
means of a glass prism), and a high-speed digital camera (Fastcam-Ultima APX, Photron Un-
limited, Inc.). A frame rate of 2000 Hz was used with a spatial resolution of 1024 X 1024 pixels
per image.

Prior to imaging, graphite powder was sprinkled on the medial surface of the vocal
fold to form random dot patterns. In the post-processing stage, a multipass, time-series cross-
correlation analysis was performed on the medial surface images using the image-processing
package DaVis (LaVision Inc.). In contrast to previous methods for tracking vocal fold dis-
placements which were semiautomatic (Berry ef al., 2001; Doellinger ef al., 2005), the DaVis
software package was fully automated. The lack of automation in previous imaging studies
precluded the study of irregular vibrations.

The subglottal acoustic pressure in the tracheal tube was monitored using a probe
microphone (B&K 4182), which was mounted flush with the inner wall of the tracheal tube,
5 cm upstream from the vocal fold plates. The mean transglottal pressure was measured using a
pressure transducer (Baratron type 220D), which was also mounted flush with the inner wall of
the tracheal tube, 2 cm upstream from the vocal fold plates. Analog-to-digital conversion of the
signal was performed using a United Electronic Industries Powerdaq board (model no. PD2-
MFS-8-500/16), with 16 bit resolution over a +10 V measurement range at a sampling rate of
50 kHz.

3. Results and discussion

During the experiment, the subglottal pressure was increased from zero to a maximum value in
discrete increments, and then decreased back to zero in discrete decrements. At each step, mea-
surement was delayed for an interval of approximately 4—5 s after the subglottal pressure
changed, allowing the flow field to stabilize. The power spectra of the microphone signal at each
of these constant subglottal pressure values are summarized in Fig. 1 . Inspection of this figure
suggests that several distinct oscillatory regimes appeared in the physical model: “1” denotes
biphonation at a subglottal pressure of approximately 2.1 kPa, “2” denotes a quintupling bifur-
cation (creating a period-5 subharmonic) at a subglottal pressure of approximately 1.8 kPa, and
“3” denotes periodic phonation, or a limit cycle, at a subglottal pressure of approximately
0.8 kPa.

The acoustic spectra for each of these vibratory regimes are shown in Fig. 2 . In Fig.
2(a), the acoustic spectrum for periodic phonation is shown with a fundamental frequency of
approximately 200 Hz, and two overtones. In Fig. 2(b), the acoustic spectrum of a subharmonic
phonation is shown, with a fundamental frequency of approximately 231 Hz, and subharmonics
occurring at integer multiples of approximately 46.2 Hz, corresponding to a period-5 or quin-
tupling of the fundamental frequency. The entrainment, or integer ratio, of these two dominant
frequencies is captured by the discrete, finite number of spectral lines in Fig. 2(b). On the other
hand, the dense spectral line structure in Fig. 2(c) suggests a lack of entrainment, or a noninte-
ger ratio, of two independent frequencies.

Using the method of EEFs, a spatiotemporal analysis was performed on the three dis-
tinct phonatory regimes. The EEFs were computed from high-speed recordings over a time
window of 150 ms, centered at the three time locations shown in Fig. 1. The EEFs for periodic
phonation are illustrated in the two left-most columns of Fig. 3 . The first column illustrates the
spatial EEFs (only the medial-lateral component is shown for comparison with lateral modes of
vibration introduced previously in the literature). The second column illustrates the spectra of
the corresponding temporal EEFs. Spatial EEFs are often considered the buildings blocks of
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Fig. 1. (Color online) A spectral bifurcation diagram produced by the physical model of vocal fold vibration [in SPL
(dB)]. The numbers 1, 2, and 3, denote the instances at which biphonation, subharmonic phonation (quintupling), and
periodic phonation occurred, respectively.

vibration. For example, for a linear system, the spatial EEFs would correspond to the normal
modes of the system. In column 1, the first spatial EEF (e.g., illustrated in the top subplot)
appears to be qualitatively similar to a x-11 mode (according to nomenclature used previously
by Titze and Strong (1975), and Berry and Titze (1996)), in which superior and inferior portions
of the medial surface vibrate 180 deg out-of-phase with each other. These out-of-phase regions
are illustrated by the adjacent red and blue regions found between 0 and 5 mm along the x axis
(anterior-posterior direction) and near 0 mm along the y axis (inferior-superior direction). The
second spatial EEF (e.g., the subplot directly below EEF1) appears qualitatively similar to a
x-10 mode, which captures the in-phase lateral vibrations of the fold (as marked by the blue
region, between 0 and 5 mm on the x axis). As shown in the second column, the corresponding
temporal EEFs entrained at a fundamental frequency of 200 Hz. As shown in Table 1 these first
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Fig. 2. (Color online) Acoustic spectra corresponding to the numbers 3, 2, and 1 in Fig. 1, which represent the
following phonation types, respectively: (a) periodic phonation; (b) subharmonic phonation (quintupling); and (c)
biphonation.
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Fig. 3. (Color online) Columns (1), (3), and (5): the normalized medial-lateral components of the first six spatial
EEFs for periodic phonation (limit cycle); subharmonic phonation (quintupling); and biphonation, respectively. As
shown to the left of the figure, the y axis spans the “inferior-superior” direction. Columns (2), (4), and (6): the
acoustic spectra of the first six temporal EEFs for periodic phonation (limit cycle); subharmonic phonation (quin-
tupling); and biphonation, respectively. As shown to the right of the figure, the y axis captures the “spectral
amplitude” (arbitrary units).

two EEFs captured 96.2% of the variance of the medial surface data. Spatial EFFs 3—6 captured
higher-order modes in both the anterior-posterior and inferior-superior directions. These
higher-order EEFs exhibited both harmonic and nonharmonic frequency components, with re-
spect to the fundamental frequency of 200 Hz.

The EEFs extracted from the subharmonic (quintupling) regime are illustrated in the
two central columns of Fig. 3. The first two spatial EEFs entrain at a fundamental frequency
f1=231 Hz, and are qualitatively similar to the first two EEFs from periodic phonation (the
switching of blue and red from superior to inferior positions, as compared to column one, is not
significant: Either case demonstrates that the inferior and superior regions are 180 deg out-of-
phase with each other). Spatial EEFs 3—6 capture higher-order modes.

Table 1. Percentage variances (or weights) of the first six EEFs.

Limit cycle Quintupling Biphonation

weight (%) weight (%) weight (%)
EEF1 58.6 60.5 45.6
EEF2 37.6 27.7 30.1
EEF3 0.76 33 6.1
EEF4 0.71 2.3 4.4
EEF5 0.54 1.6 3.9
EEF6 0.42 0.7 1.7
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Table 2. Dot products to compare the spatial correlation of the first six EEFs of periodic phonation (P), quintupling
(Q), and biphonation (B).

EEF1 EEF2 EEF3 EEF4 EEF5 EEF6
P..Q) 91.2 787 4.6 7.6 4.7 417
(P,.B)) 72.5 66.6 9.0 50.7 235 14.6
(Q,.B) 76.8 79.6 414 42.1 58.0 19.4

While the EEFs 1-2 entrained with each other, the higher-order EEFs also entrained
with the subglottal acoustic resonance f;, of approximately 138 Hz, as estimated by the quarter-
length resonance of the subglottal tube. For example, EEF3 (which possessed a dominant fre-
quency component at f,=277 Hz), exhibited 2:1 entrainment with f,,. EEF4 had significant
frequency components at approximately 46, 93, 139, 185, 231, and 277 Hz, etc. All these fre-
quency components were linear combinations of the two primary frequencies, /| and f, [i.e.,
fln,m)=nf,+mf,, where m and n are integers, e.g., {—1,1)=-231 Hz+277 Hz=46 Hz].

From Table 1, the first two EEFs capture 88.2% of the variance, in comparison to
96.1% of the variance captured by the first two EEFs of periodic phonation. Six EEFs from this
quintupling regime were required to capture 96.1% of the variance. In Table 2 , the spatial EEFs
from periodic phonation and the quintupling regime are compared using the dot product (the
Euclidean scalar product of two vectors). A value of 100% corresponds to identical vectors, or
to identical spatial EEFs. A value of 0% corresponds to perpendicular vectors, or to EEFs which
are spatially uncorrelated. The dot products of the first three EEFs of the periodic and quintu-
pling regimes were 91.2, 78.7, and 4.6%, denoting a relatively high-spatial correlation between
the first two EEFs of the two vibratory regimes. Because EEFs 3 and higher were only weakly
excited in the periodic regime, the higher-order EEFs may have captured noise patterns rather
than physically meaningful information. Thus, one would not necessarily expect to see a corre-
spondence between the higher-order EEFs of these two oscillation types.

The EEFs extracted from the example of biphonation are illustrated in the two right-
most columns of Fig. 3. The first two spatial EEFs entrain at a fundamental frequency of f;
=296 Hz, and are qualitatively similar to the first two EEFs from periodic phonation. Spatial
EEFs 3—6 capture higher-order modes. EEFs 3—4 have two dominant frequency components at
/>,=69 Hz (which exhibited a 1:2 entrainment with the subglottal acoustic resonance of
138 Hz), and 365 Hz. EEF5 also has a frequency component at 365 Hz, and EEF6 has a fre-
quency component at 592 Hz. Thus, again, the higher-order EEFs entrained not only with other
tissue modes, but also with the subglottal acoustic resonance. Also, similar to the quintupling
regime, all frequency components were linear combinations of f; and f;. Thus, while the central
importance of these two frequencies was not apparent in the corresponding acoustic spectra of
Fig. 2(c) the spatiotemporal decomposition using EEFs revealed considerable information re-
garding mechanisms of irregular vibration.

From Table 1, the first two EEFs captured 75.7% of the variance, in comparison to
88.2% for the quintupling regime, and 96.1% for periodic phonation. Six EEFs from this quin-
tupling regime were required to capture 91.8% of the variance. In Table 2, the spatial EEFs from
periodic phonation, quintupling, and biphonation regime were compared. For the first spatial
EEF, the dot product across the three regimes ranged between 72.5 and 91.2%; and for the
second EEF, the dot produced ranged between 66.6 and 79.6%. For the higher-order EEFs the
dot products continued to decrease. However, the dot products between the quintupling regime
and biphonation (Q;, B;) did not diminish as quickly for the higher-order EEFs, perhaps because
the higher-order modes were relatively strong and thus essential descriptors of these more com-
plex phonation types, and less significant for periodic phonation.

Dynamical complexity of the vocal fold system not only complicated the entrainment
patterns of the EEFs, but also increased the effective number of spatial EEFs more dramatically
than observed in a previous theoretical study (Berry ef al., 1994). In part, this may have been
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because the parameter variation implemented in the current study was subglottal pressure,
which naturally excites additional modes when increased. In contrast, the previous study varied
mucosal stiffness.

One may argue that the bifurcations observed in this paper may not be related to hu-
man phonation because of the relatively long subglottal tube length of 60 cm. However, the
entrainment of the vocal folds to acoustic resonances of the supraglottal tract in human subjects
has been reported previously (Mergell and Herzel, 1997). Moreover, previous investigators
have observed an intimate connection between subglottal acoustic resonances and vocal regis-
ters (Austin and Titze, 1997). Also, given the range of first resonances of the human subglottal
system reported in the literature (approximately 400—500 Hz, see Ishizaka et al., 1976), some
of the frequency components of the EEFs for irregular phonation reported by Neubauer ef al.,
(2001, e.g., in the range of 197—338 Hz), may have been exhibiting 1:2 entrainment patterns
with sub- or supra-glottal acoustic resonances. Thus, while future laboratory studies which
more accurately model the human subglottal system may be needed to further investigate
mechanisms of irregular vibration, the entrainment patterns observed between tissue modes and
acoustic resonances in this study appear to be characteristic of source-resonator systems, and
are consistent with previous observations in voice literature.

4. Conclusions

Mechanisms of irregular vibrations were explored in a self-oscillating, physical model of vocal
fold vibration. Medial surface dynamics of a vocal fold were obtained using a hemi-model
methodology together with high-speed, stereoscopic, digital imaging. Using the method of
EEFs, a spatiotemporal analysis was performed on the medial surface vibrations of the folds.
Mechanisms of irregular vibration for subharmonic phonation (quintupling) and biphonation
were revealed by the entrainment patterns of the spatial EEFs. While stronger, lower-order
EEFs tended to entrain with each other, weaker, higher-order EEFs also sometimes entrained
with subglottal acoustic resonances. These mechanisms of irregular vibration were not dis-
closed by a spectral analysis of the acoustic signal, but were revealed through a spatiotemporal
analysis of vocal fold oscillations using the method of EEFs. Using these same laboratory tech-
niques, future studies are envisioned which will investigate mechanisms of irregular vibration
across many phonatory conditions of both the normal and pathological voice. Such studies may
employ the following models: multilayered physical models, excised animal larynges, excised
human larynges, and in vivo animal larynges. While high-speed observation of the medial sur-
face of the vocal folds is not currently available in the clinic, as the temporal and spatial reso-
lution of ultrasonic imaging methods continues to increase, at some point in the future it may be
possible to have clinical access to the medial surface of the vocal folds in order to assess mecha-
nisms of irregular vibration. Already, Neubauer et al. (2001) have demonstrated that some
mechanisms of irregular vocal fold vibration may be investigated clinically using a spatiotem-
poral decomposition of the superior view provided by high-speed, digital, endoscopic imaging.
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Imaging marine geophysical environments
with vector acoustics
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Abstract: Using vector acoustic sensors for marine geoacoustic surveys
instead of the usual scalar hydrophones enables one to acquire three-
dimensional (3D) survey data with instrumentation and logistics similar to
current 2D surveys. Vector acoustic sensors measure the sound wave direc-
tion directly without the cumbersome arrays that hydrophones require. This
concept was tested by a scaled experiment in an acoustic water tank that had
a well-controlled environment with a few targets. Using vector acoustic data
from a single line of sources, the three-dimensional tank environment was
imaged by directly locating the source and all reflectors.
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Vector acoustic sensors, sometimes called acoustic 1ntens1ty sensors, are compact devices
that measure the direction of motion of an acoustic wave.' > They generally measure either the
particle motion or the pressure gradient caused by the passing waves and produce data as a
three-component vector. Three-dimensional vector acoustic data does not have the axisymmet-
ric directional amblgulty of hydrophone array data. Vector sensors have been used to study the
directional nature of noise in the ocean as well as to track whales.* Usmg a vector sensor with
a controlled pulse source, one can determine both range and bearing for the sound source as
well as scattering and reflection points. In the case of nonoverlapping reflections, the vector
time series from a single source pulse recorded at a single position can provide a three-
dimensional acoustic picture of the local environment. In practice, much of the data has over-
lapping signals from two or more reflections or scattering targets. Identification of reflecting
surfaces requires multiple source or receiver positions. If multiple reflections are strong
enough, they will appear as ghosts behind the real reflectors.

Data from linear hydrophone arrays used for geoacoustic surveys or seismic profiling are
mapped onto half planes that are either the (usually flat) seafloor on one side of the ship track or
vertically below the ship track. Three-dimensional (3D) structures in the environment that can
be correctly imaged with vector sensor data will be incorrectly located in a hydrophone-based
2D image. This paper presents how a vector acoustic sensor may be used for marine geoacoustic
applications and shows that vector acoustic data can be acquired with existing sensors. This is
verified by an experiment using an accelerometer-based vector acoustic sensor in a water tank
with a short-pulse source and passive scattering targets.

Vector sensing seismometers have been used to measure local particle motion in the solid
earth since the start of observational seismology. These seismometers usually measure displace-
ment or acceleration and with three sensors arranged orthogonally, produced a vector descrip-
tion of the local motion. One significant practical difficulty with selsmometers is the couplmg
between the solid earth and the sensors as well as the device resonance. Usmg seismometers in
water posses even more difficult coupling problems but new developments in miniature accel-
erometers have solved the largest part of this problem by designing a small, rigid, neutrally
buoyant sensor. Moving an accelerometer-based sensor through the water would require a more
practical suspension solution while minimizing the flow noise.

Pressure gradient sensors have been around for many years, particularly in air acoustics'
but there have been few demonstrations in water acoustics and they have never been used for
geoacoustic survey applications. A typical pressure gradient sensor consists of six hydrophones
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Fig. 1. (Color online) Time-series offset plot of the x-axis accelerometer. This display is in the seismic sense with
time increasing downward and red and blue colors denoting positive and negative amplitudes. The direct arrival from
the source is the most prominent signal and is hyperbolic with the x-axis node and its phase shift at the hyperbola’s
apex. The main pulse of the signal has a delay of 15 ms from the time break. The sandy bottom of the tank and the
water surface reflections are visible as hyperbolic reflections with their apexes at the same offset as the direct arrival
and times of 3.9 and 4.5 ms. The scattered waves from target floats in the tank show up as similar hyperbolic
reflections with apexes that are offset to the sides and beginning times of about 3.5 s and having about 0.01 the
amplitude of the direct wave.

arranged in three orthogonal pairs or four hydrophones on the vertices of a tetrahedron. The
hydrophones must be exactly matched in phase but may result in a more robust package than a
three-axis accelerometer.

We used an accelerometer-based vector sensor designed specifically for use in water by
Roger Richards and others of the NAVSEA division of the Naval Underwater Warfare Center in
conjunction with Wilcoxon Research Inc. This sensor is called the TV-001 Miniature Vector
Sensor, has a sensitivity of 1.0 V/g and a frequency response of about 3 to 9 kHz, has the shape
of a cylinder with two hemispherical end caps, and is 71 mm long and 41 mm in diameter with
a mass of 54 g. This sensor is neutrally buoyant in water to produce the best motion coupling
with the acoustic waves in the water. The sensor was suspended near the center of a pool of
water with five, thin, elastic strands. This allowed the sensor to move freely in all directions and
had a resonant frequency of approximately one hertz. The electrical cables were left slack so as
to minimize their motion influence on the sensor. The sound source was a single transducer
using a single cycle sine wave at 8 kHz. The vector sensor remained stationary and the source
transducer was moved along several lines so as to cover multiple directions and distances from
the sensor and targets. After shooting several reference lines, we placed two medium-sized
floats and two small floats in the water as highly reflective targets.

Figure 1 is a time-series offset plot of the x-axis accelerometer. The reflections from objects
that are broadside to the source line appear as hyperbolas and the reflections from objects be-
yond the ends of the source line appear as straight lines. The gain on this display is very high,
clipping the direct wave, so that the much weaker reflections are visible. The weak precursor to
the main signal pulse, which is one of the noise sources, is also visible. The coherency of the
main pulse as well as the precursor across all source positions is some indication of the consis-
tent receiver response over a wide range of angles.
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Fig. 2. (Color online) Hodogram of the x and y components of the accelerations from direct waves from the source.
Two of the signals are aligned with the x and y axes and two are at 45-deg angles from the axies. The y-axis
accelerometer of this sensor is about twice as sensitive as the x-axis accelerometer. The 45-deg off-axis signals
appear to be about 30 deg from the y axis because there have been no amplitude corrections applied to these data.

Figure 2 illustrates the directional sensitivity of our accelerometer-based vector sensor and
also shows some of the inaccuracies of the sensor and of the experimental setup. This is a
hodogram of the raw data from the x and y components of the accelerations from direct source
signals at four different locations. Two of the signals are aligned with the x and y axes and two
are at 45-deg angles from the axes. The y-axis accelerometer of this sensor is about twice as
sensitive as the x-axis accelerometer. The sensor motion from the source in the y-axis direction
was aligned well with the y axis but the sensor motion from the source in the x direction devi-
ated substantially from the axis. We speculate that the x-component deviations were caused
either by an internal defect in the sensor or by motion restrictions from the electrical cables. The
45-deg off-axis signals however do not show such interference and indicate a direction of about
30 deg from the y axis because they have not been corrected for the lower sensitivity of the
x-axis accelerometer. The principle of vector acoustic surveys can still be demonstrated with
these data in spite of the different sensitivities and the nonlinear x-direction response.

A controlled source can be located with a single vector sensor measuring the bearing and
the delay time. The source position vector .S is

S=G+drc, (1)

where G is the receiver position vector. The direction vector d is the unit vector in the direction
of the accelerometer response, ¢ is the travel time, and c is the sound speed. Locating a single
scattering target with a single vector sensor can be done if the source location and pulse timings
are known. Even if the source timings are unknown, the target bearings are known and there is
a linear relation for the source and target ranges. Multiple scattering targets can be located with
a single vector sensor provided that the individual scattered pulses are separated in time at the
sensor. The target position vector 7 is calculated by
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Fig. 3. (Color online) Hodogram of the x and y components of the accelerations due to waves scattered from the
target floats. The signals were time windowed and selected from a position that had the best separation from other
signals.
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r is the range to the target, b is the source to receiver range, d is the target vector, 6 is the angle
between the receiver-source and the receiver-target vectors, and || denotes the norm, or length,
of the vector. The large dot denotes the vector dot product.

A hodogram of the motions in the x-y plane of the scattered signals from two target floats
graphically illustrates that an acoustic environment and not just the sources can be directly
sensed with vector acoustic data (Fig. 3). The signals were time windowed and from a source
location that gave the best separation from other signals. These data have not been corrected for
the different sensitivity of the x and y axes accelerometers.

If scattered signals from several targets or surfaces overlap, such as in our data, then they
cannot always be located with a single source and receiver location. Locating each target within
a field of scattering targets depends on target spacing relative to the signal wavelength. For most
cases, a single line of either source or vector receiver locations is sufficient.

The data from our acoustic tank experiment were mapped into a volume image by binning
the target vectors and summing the signal amplitudes in each bin. Figure 4 shows three slices
through the z axis of the volume map showing the two float targets as well as more distant walls.
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Fig. 4. (Color online) Horizontal slices of the volume image of the tank environment from three different source
lines. The sensor is at the red dot in the center, the sources are every 5 cm along the red line, and the targets are
located at the centers of the black circles. The source lines have a minimum distance of one meter from the source.
These images ware made by calculating the range and bearing for each time sample using Eq. (2) and adding the
magnitude of the signal to the corresponding grid point. The ghosts are due to the unrectified signals.

Since the scattered target position vector is calculated with a different equation than the source
position vector, a time window was applied that eliminated most of the direct wave. The targets
and walls are well positioned except for the wall in the top figure. Most of the targets and walls
have ghosts caused by the unrectified negative parts of the signals. The noise causes uncertainty
in the direction to the targets but not for most of the ranges. The data were corrected for different
sensitivities of the axies before imaging.

The imaging of these vector sensor data can probably be improved substantially by incor-
porating existing techniques such as migration and phase coherence. These existing processing
techniques can reduce the noise and may be able to separate overlapping arrivals from different
targets such as seen in Fig. 1.

J. Acoust. Soc. Am. 120 (3), September 2006 © 2006 Acoustical Society of America EL47



Dennis A. Lindwall: JASA Express Letters [DOI: 10.1121/1.2266023] Published Online 17 August 2006

In conclusion, this work demonstrates the application of a vector acoustic sensor to marine
geoacoustic surveys. The accelerometer data show the direct source wave as well as the target
scattered waves and reflections from the nearby water surface, tank bottom, and sides. Vector
data from single shots show that the wave motion direction can be readily determined for both
direct waves and scattered waves. Without resorting to the usual methods of imaging used in
seismic exploration, which in this case would have only been two dimensional and relied en-
tirely on the use of a synthetic source aperture, the three-dimensional volume of the tank envi-
ronment was imaged. Vector acoustics in marine environments may be applicable to a wide
range of problems ranging from long-range ocean acoustics to subseafloor seismic exploration
surveys.
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Report of the Auditor

Published herewith is a condensed version of our auditor’s report for calendar year ended 31 December 2005.

Independent Auditors’ Report

To the Executive Council
Acoustical Society of America

We have audited the accompanying statements of financial position of the Acoustical Society of America as of 31 December 2005 and 2004 and the
related statements of activities and cash flows for the years then ended. These financial statements are the responsibility of the Society’s management. Our
responsibility is to express an opinion on the financial statements based on our audits.

We conducted our audits in accordance with auditing standards generally accepted in the United States of America. Those standards require that we plan
and perform the audit to obtain reasonable assurance about whether the financial statements are free of material misstatement. An audit includes consideration
of internal control over financial reporting as a basis for designing audit procedures that are appropriate in the circumstances, but not for the purpose of
expressing an opinion on the effectiveness of the Company’s internal control over financial reporting. Accordingly we express no such opinion. An audit
includes examining, on a test basis, evidence supporting the amounts and disclosures in the financial statements. An audit also includes assessing the
accounting principles used and significant estimates made by management, as well as evaluating the overall financial statement presentation. We believe that
our audits provide a reasonable basis for our opinion.

In our opinion, the financial statements referred to above present fairly, in all material respects, the financial position of the Acoustical Society of
America as of 31 December 2005 and 2004 and the changes in its net assets and its cash flows for the years then ended in conformity with accounting
principles generally accepted in the United States of America.

O’CONNOR DAVIES MUNNS & DOBBINS, LLP
April, 24, 2006
New York, NY

ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF FINANCIAL POSITION
31 DECEMBER 2005 AND 2004

2005 2004
Assets
Cash and cash equivalents.......c..cccooverecnciemnenernesnenrenee $1,658,462 $1,654,787
Accounts receivable...... ..o 412,950 337,150
Marketable securities. 6,872,236 6,458,334
Furniture, fixtures, and equipment—net.........cccoccevveerrecrennen 71,962 44,792
OLRET ASSELS....eviieieeiiieiietie ettt et e st s eatseesbeesssasesesreasianes 403,516 451,527
$9,419,126 $8,946,590
Liabilities
Accounts payable and accrued expenses . $ 332,808 $ 315,778
Deferred reVENUE.......covvvivrrveieceir et cereee e eereeesraeeeaes 1,513,580 1,604,183
Total liabilities.......ccccovvvevemrerrsccecrrn s $1,846,388 $1,919,961
Net assets
URNIESTICIEA. 1eevrve vt eeeeeee et st s et s s sbests e saeabseasonesseons $6,536,395 $5,993,687
Temporarily restricted. .......ooieimerineireeirereneenei et 669,084 666,043
Permanently restricted..........ooooiirririoeeenieee e 367,259 366,899
Total net assets......ccccevveirrcrnssrnseersns s scerscsnsenaes $7,572,738 $7,026,629

$9,419,126 $8,946.590
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENT OF ACTIVITIES
FOR THE YEARS ENDED 31 DECEMBER 2005 AND 2004

2005 2004
Changes in Unrestricted Net Assets
Revenues:
Dues....... $ 664,866 $ 629,000
Publishing —JASA......ccoiiiiirienrcrit et enenenaene 2,285,814 2,156,994
StANAATAS...cverveereieecre e sae e eseaee 360,312 303,051
SPIING MEELIZ. c.eveiiniiriitereinieietieter ettt et et sr e ees 264,622 414,755
Fall MEEHNE. ....ovceeerevirceiricrcreerreetereereerereereaeseeneseseseeesesesneneacs 272,659 223,959
Other member ServiCes IeVENUE. ......ooivecvvieeieeeeeeeeeeeeeeeeeeeees 14,733 12,715
ORET ettt ettt et ete st s et eresbe st antessenesuessesansansons 121,436 101,708
Net assets released from restrictions.......cceeveeveeeeveeeeeereereereeneenns 71,371 69,970
$4,055,813 $3,912,152
Expenses:
Publishing....... ettt n ettt eneneannn $1,817,053 $1,531,446
STANAATAS. ...vevevieriree ettt eresre e ere st sensene s 388,934 411,942
Spring Meeting...... . 300,916 467,159
Fall MEELNG......ceoeieriereieniceireceererreetnesierentees e eeenetescserseseneses 302,798 227,258
Member Services. 215,866 246,391
Other.......... 438,758 648,521
AdMINISTIALION. ...eetiieicrireeeerrecrreeeereeeeereeeenreeeeraeeeenreeesrareeeernees 485,329 484,939
$3,949,654 $4,017,656
Net (loss) income from operations $ 106,159 ($ 105,504)
Non-operating activities:
Interest and dividends.... $177,702 $ 124,903
Realized gain (10ss) ON INVESLMENLS.....cvivieveireerieeiienereeeeene 106,985 69,697
Unrealized gain on inVeStMeNtS........oveeereerveereruerrecrcererencrnersecreess 151,862 264,511
$ 436,549 $ 459,111
Increase in unrestricted net assets.......ccccminisccriinnnnnne. $ 542,708 $ 353,607
Changes in Temporarily Restricted Net Assets
Contributions e et e nr e e e e e er e e n e e e neeneeneenerneenaene $ 2800 % 21,855
Interest and divIAENndS.......ooovveviviveieiieeiiie e 25,682 20,708
Realized Gain ..occoe veevciereecte et et 18,983 12,368
Unrealized gain ......ccccoenevevenenne 26,947 46,934
Net assets released from restriCtions......cvecveveveriverrierevenresseescseenreens ( 71,371) ( 69,970)
Increase in temporarily restricted net assets........ccccvuues $ 3,041 $ 31,895
Changes in Permanently Restricted Net Assets
Contributions et eeteaeeataetetetaraetetasaesenatreesetassesenas s s e s nansesenesansenaes $ 360 5 -
Increase in permanently restricted net assets.......cccovrrrreraeeas $ 360 I
Increase in net assets $ 546,109 $ 385,502
Net assets at beginning of year 7,026,629 6,641,127
Net assets at end of year. $7,572,738 $7,026,629
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Annual Reports of Technical Committees
(See October issue for additional report)
Acoustical Oceanography

Fall 2005 Meeting (Minneapolis, MN). The Technical Committee on
Acoustical Oceanography (AO) sponsored two special sessions: (1) “Inver-
sion Using Ambient Noise Sources,” organized by Peter Gerstoft (Marine
Physical Laboratory, Scripps); and (2) “Ocean Ecosystem Measurements,”
cosponsored by Animal Bioacoustics (AB) and organized by Whit Au (Ha-
waii Inst. of Marine Biology) and Van Holliday (BAE Systems). The Best
Student Paper Awards in Acoustical Oceanography went to Michael Morley
from the University of Victoria (First Prize winner) for his paper: “Estimat-
ing geoacoustic properties of marine sediments by matched field inversion
using ship noise as a sound source,” and Julie Oswald from Scripps (Second
Prize winner), for her paper: “New tool for real-time acoustic species iden-
tification of delphinid whistles.” Martin Siderius (HLS, San Diego) repre-
sented AO at the Technical Program Organizing Meeting.

Spring 2006 Meeting (Providence, RI). The 2006 Medwin Prize in
Acoustical Oceanography was awarded to John Horne of the University of
the Washington School of Aquatic and Fishery Science, Seattle, “for re-
search on the acoustic identification of fish species and applications to fish-
eries resource management.” Dr. Horne presented a highly entertaining
Medwin Prize Lecture entitled “Acoustic species identification: When biol-
ogy collides with physics.” AO sponsored two special sessions, and contrib-
uted a paper in the Hot Topics in Acoustics special session. Ralph Stephen
(Woods Hole Oceanographic Institution) organized a special session entitled
“Ultra-Low and Low Frequency Marine Seismo-Acoustics.” David Bradley
(Penn State) and Whit Au (Hawaii Inst. of Marine Biology) organized a
special session jointly with Animal Bioacoustics entitled “Exploitation of
Sound by Marine Mammals.” Karim Sabra of the Marine Physical Labora-
tory presented the AO Hot Topics lecture: “Extracting coherent information
from cross correlations of random wave fields.” Matthias Meyer (Free Uni-
versity of Brussels) won first prize in the competition for the Best Student
Paper Award in Acoustical Oceanography for his paper entitled “Adjoint
approach to the physical characterization of a shallow water environment,”
and Jason Holmes (Boston University) was awarded second prize for his
paper entitled “Low frequency sound reflection and conversion to Darcy-
type diffusion waves at bottom interfaces with marine sediments.” Andone
Lavery (Woods Hole Oceanographic Institution) and Mohsen Badiey (Uni-
versity of Delaware) represented AO at the Technical Program Organizing
Meeting. AO also arranged for the speaker for the Tutorial Lecture at the
Providence Meeting. The lecture, “The 2004 Sumatra earthquake and tsu-
nami: Multidisciplinary lessons from an ocean monster,” was given by geo-
physicist Emil Okal of Northwestern University.

Information on these and related matters is available on the new
Acoustical Oceanography Technical Committee website, for which we are
indebted to Kate Brooks of the Centre for Earth and Ocean Research at the
University of Victoria. It can be reached through the ASA web page by
clicking on “Committees.” Please e-mail any material for or comments on
the web site directly to chapman@uvic.ca.

I want to close by thanking all the volunteers who have contributed to
the success of the activities of the AO Technical Committee during this past
year. All of the AO members were greatly saddened by the passing of Hank
Medwin earlier this year. Hank was one of the founding members of the AO
technical committee, and his advice and encouragement have been impor-
tant to all of us.

N. ROSS CHAPMAN
Chair

Animal Bioacoustics

The Animal Bioacoustics (AB) Technical Committee (TC) had a busy
and productive year. Members of the TC as well as Acoustical Society of
America (ASA) members citing animal bioacoustics as either a primary or a
secondary interest were well represented at both the fall (Minneapolis) and
spring (Providence) meetings.

We take special pride in acknowledging our most recent award recipi-
ents. At the Minneapolis meeting, James A. Simmons of Brown University
received the Silver Medal in Animal Bioacoustics ‘““for his contributions to
understanding bat echolocation.”” Also at this meeting, Alison Stimpert, from
the Hawaii Institute of Marine Biology, received the Best Student Paper
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Award in Animal Bioacoustics for her paper “Sound production patterns
from humpback whales in a high latitude foraging area.” In Providence, we
had two student paper award winners, Charlotte Kotas (Georgia Institute of
Technology) for her paper “Are acoustically induced flows relevant in fish
hearing?” and Anthony Petrites (Brown University) for his paper “Echolo-
cating big brown bats shorten interpulse intervals when flying in high-clutter
environments.” Lee Miller (University of Southern Denmark) and Bertel
Mpghl (Aarhus University) were both elevated to Fellow status.

AB sponsored or cosponsored three special sessions at the Minneapo-
lis meeting. These include Cognition in the Acoustic Behavior of Animals
organized by Caroline Delong and cosponsored with Psychological and
Physiological Acoustics (P&P); Ocean Ecosystem Measurements organized
by Whitlow Au and Vance Holliday with Acoustical Oceanography (AO) as
the primary sponsor; Temporal Patterns of Sounds by Marine Mammals
organized by Jeanette Thomas; and Frequency Weighting for Animal Spe-
cies organized by Larry Pater and Ann Bowles and cosponsored by P&P and
Standards. A full session of contributed papers, chaired by Michael Fer-
ragamo, was also held. The TC meeting attracted over 30 attendees, with
most discussion centering around issues arising from the session on Fre-
quency Weighting and Associated Standards topics.

The Providence meeting was very heavily attended, with so many AB
sessions that overlap in scheduling could not be avoided. Joshua Schwartz
organized a day-long session on Acoustic Interactions in Animal Groups that
attracted many non-ASA members. Along with AO and Underwater Acous-
tics (UW), AB cosponsored the Joe Blue Memorial Session on Shallow
Water and Marine Animal Acoustics, chaired by Ed Gerstein and George
Frisk. Arthur Popper and Richard Fay organized and cochaired a session on
Effects of Anthropogenic Sounds on Fishes, also cosponsored with AO and
UW. Jim Simmons organized a session on Mechanisms of Biosonar, cospon-
sored with SP and EA. Whit Au and David Bradley organized and cochaired
a day-long session on Exploitation of Sound by Marine Mammals, cospon-
sored by AO. Neil Todd organized a session titled Is Hearing All Cochlear,
cosponsored by P&P. In addition, there were three contributed paper ses-
sions, chaired by Peter Scheifele, John Buck, and Jennifer Miksis-Olds. AB
organized a special art/soundscape performance by the local artist China
Blue that explored urban bioacoustics. This performance was also heavily
attended. Approximately 50 people participated in the ABTC meeting,
where discussion centered on publication issues.

Planning continues for the Second International Workshop on Acoustic
Communication by Animals, to be held in Oregon in summer 2008, under
the leadership of David Mellinger.

AB owes a great debt to our members for their efforts in making our
meetings successful and for their participation in the overall affairs of our
Society. Whitlow Au finished his year as Vice President-Elect and now will
serve as Vice President. Whit and Jim Simmons continue as section editors
for AB for JASA, and Cynthia Moss continues as AB editor for JASA Ex-
press Letters. Ann Bowles serves as the AB representative to ASACOS and
Dave Mellinger continues to keep our website (http://cetus.pmel.noaa.gov/
Bioacoustics.html) up to date. Michael Ferragamo volunteered as our TPOM
for the Minneapolis meeting, while John Buck and Andrea Simmons shared
Technical Program Organizing Meeting duties for the Providence meeting.
John, Jim Simmons, Peter Scheifele and Andrea Simmons all participated on
the Local Organizing Committee for this meeting. We also acknowledge
Mardi Hastings (Executive Council), Charles Greene (Medals and Awards),
and Darlene Ketten (Membership) for the completion of their outstanding
service on these important committees. We congratulate Marla Holt, our
outgoing student representative, on the award of her Ph.D. Alison Stimpert
will be replacing Marla on the Student Council. The terms of the following
ABTC members ended at the Providence meeting: Ann Bowles, John Buck,
Charles Greene, Mardi Hastings, Van Holliday, David Mann and Sam Ridg-
way. Their participation and assistance on the TC are much appreciated. We
welcome our new ABTC members, Robert Dooling, Dave Mellinger, Arthur
Popper and Annemarie Surlykke, and we are grateful to Whit Au, Christo-
pher Clark, and William Cummings for agreeing to continue for another
term.

Finally, this is my last report as ABTC chair. I thank AB members and
members of the Technical Council for their support and encouragement
during my term. It has been an honor to work with all of you. My successor
is Richard Fay (Loyola University).

ANDREA M. SIMMONS
Chair 2003-2006
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Biomedical Ultrasound/Bioresponse to Vibration

The Biomedical Ultrasound/Bioresponse to Vibration Technical Com-
mittee (BBTC) has been very active for the period of this report—Fall 2005
(Minneapolis) and Spring 2006 (Providence) meetings. Meetings have been
well attended with many special sessions, awards, and Fellowship promo-
tions.

Special sessions (and organizers) at the Minneapolis meeting included:
Topical Meeting on Imaging and Control of High Intensity Focused
Ultrasound-induced Lesions (Emad Ebbini), Medical Applications of Time
Reversal Acoustics (Armen Sarvazyan), and Acoustic Radiation Force
Methods for Medical Imaging and Tissue Evaluation (Mostafa Fatemi).
Contributed sessions (and chairs) included: Ultrasound Contrast Agents
(John Allen), Transducers and Imaging (Robert McGough). A sampling of
topics covered was surgery through the skull with ultrasound, a 40 MHz
array that has improved eye imaging, and preliminary investigations of tis-
sue engineering of vocal-fold tissue.

Two other people put special effort in on behalf of the BBTC. Carr
Everbach gave the hot topics presentation on ultrasound therapy and its
integration with ultrasonic imaging, and presented a well-attended tutorial
lecture on diagnostic imaging in biomedical ultrasound. Emad Ebbini served
as the Technical Program Organizing Meeting representative.

For several years, the BBTC has tried to emphasize the spring meet-
ing. Special sessions (and organizers) at the Providence meeting included
Brown Tadpoles and Red Herrings: Boiling, Inertial Cavitation and Nonlin-
earity in High Intensity Focused Ultrasound Lesion Formation (Glynn Holt
and Peter Kaczkowski), Memorial Session for Frederic Lizzi (Jeff Ketterling
and Emest Feleppa) Sensing and Imaging Using Light and Sound (Todd
Murray and Ron Roy), Targeted Contrast Agents (Tyrone Porter and Christy
Holland), and Celebration Session for Edwin Carstensen (Diane Dalecki,
Lawrence Crum, Leon Frizzell, and Fred Kremkau). The contributed session
was Imaging and Wave Propagation (Yuri Pishchalnikov). The tadpole ses-
sion was an extended debate and discussion to explain how thermal necrosis
of tissue (e.g., of cancer tumors) occurs, can be accelerated, is monitored,
and may be controlled. Talks highlighted Dr. Lizzi’s diverse and influential
career by discussing for example, the use of ultrasound to differentiate can-
cerous from healthy tissue, development of a therapeutic ultrasound system
used clinically to treat the eye, and adding ultrasound to enhance the deliv-
ery of drugs. Targeted agents, primarily tiny stabilized bubbles, are used to
deliver drugs to a tissue region where ultrasound then activates the drug’s
release. Dr. Carstensen has led many in the ASA to help establish safe
guidelines for diagnostic ultrasound, has brought nonlinear acoustics to the
field of medical ultrasound, and established bioeffects, particularly near gas
pockets in the body. Robin Cleveland and Glynn Holt were the TPOM
representatives.

Several members of the BBTC received awards at the Providence
meeting. Lawrence Crum received the Student Council Mentoring Award.
Purnima Ratilal received the R. Bruce Lindsay Award “for contributions to
the theory of wave propagation and scattering through a waveguide, and to
the acoustic remote sensing of marine life.” Some of this work has been
applied to medical imaging. Mathias Fink received the Helmholtz-Rayleigh
Interdisciplinary Silver Medal “for contributions to the understanding of
time reversal acoustics.” His work has led to many new medical imaging
and therapy techniques, including a really gee-whiz way of supersonically
generating shear waves used to image the stiffness of a tumor. Jamie Collin
of Oxford University and Matthew Urban, working at the Mayo Clinic, were
the BBTC Student Paper Award winners in a competition that included 20
excellent presentations by students. At both meetings, several people from
the BBTC were promoted to Fellow.

On the whole, the BBTC is growing and membership has been very
active. Technical committee meetings have been attended by over 50 people
and long lists of special sessions and invited speakers are developed each
time. Shira Broschat continues to maintain the BBTC website (http:/
moab.eecs.wsu.edu/~shira/asa/bubv.html). As evidenced by the list of
awards and Fellows, Lawrence Crum, as representative to the Medals and
Awards Committee, and Carr Everbach, who succeeded Tony Brammer as
representative to the Membership Committee, have kept busy. This year,
Paul Barbone took over for Jeff Ketterling as the ASA representative to the
Biomedical Imaging Research Opportunities Workshop (BIROW). Neil
Owen finished his term as the BBTC representative to the ASA Student
Council at the Minneapolis meeting, and Michael Canney of the University
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of Washington was elected to succeed him. All are looking forward to a full
meeting of at least six special sessions with our Japanese colleagues in
Honolulu in the Fall of 2006 and to a special session on bioresponse to
vibration at the Salt Lake meeting in Spring 2007.

MICHAEL R. BAILEY
Chair

Engineering Acoustics

The Engineering Acoustics Technical Committee (EATC) met at each
of the two meetings of the Society, Minneapolis, MN in the Fall, and Provi-
dence, RI in the Spring.

In Minneapolis, the EATC sponsored one special session and one ses-
sion of contributed papers. The title of the special session and organizer
was: An ANSI standard for measuring in-situ directivity of hearing aids in
3-dimensions—Steve Thompson. In addition, EATC cosponsored several
other sessions with the various technical committees. The Committee offers
many thanks to Steve Thompson, who served as the representative to the
Minneapolis Technical Program Organizing Meeting. The EATC met in
Minneapolis on the evening of Tuesday, October 18.

In Providence, the EATC sponsored two special sessions and one ses-
sion of contributed papers. The special session topics and organizers were as
follows:

¢ Joe Blue Memorial Session II: Transduction, Linear and Nonlinear—
Thomas G. Muir and Joseph F. Zalesak

e Joe Blue Memorial Session III: Transducers—David A. Brown and Ed-
mund R. Gerstein.

The Committee offers many thanks to David A. Brown, Jeffrey E.
Boisvert, and Thomas R. Howarth who served as EATC representatives to
the Providence TPOM.

The EATC met in Providence on the evening of Tuesday, June 6.

At the Providence meeting, James E. West, a longstanding member of
the Engineering Acoustics Technical Committee received the Society’s Gold
Medal award. His citation reads “for the development of polymer electret
transducers, and for leadership in acoustics and the Society.” A well de-
served congratulations to Jim!

The recipients of the Best Student Paper awards for Engineering
Acoustics were: in Minneapolis—Miguel A. Horta, “Sonic gas analyzer for
microbiological metabolic measurements,” (3aEA9), and in Providence—
Aaron M. Kyle, “Wave propagation in fluid-filled tubes: measurements and
model predictions,” (4pEAS).

Prior to the Providence meeting, Dennis Jones was elected as the new
Chair of EATC. Also, many thanks to our past student representative, Alex-
andra Loubeau, who was an integral member of the EATC. Her replacement
will be Doug Wilcox, also from Pennsylvania State University.

The outgoing Chair of EATC would like to thank all the people who
have worked to make the activities of EATC successful this year, and to
invite all interested parties to attend EATC meetings to be held at future
meetings of the Society.

KIM C. BENJAMIN
Chair 2003-2006

Musical Acoustics

During 2005-2006 the Technical Committee on Musical Acoustics
(TCMU) was chaired by James Beauchamp, although Peter L. Hoekje sub-
stituted for him at the Providence meeting in June 2006. Representatives to
ASA committees were as follows: James P. Cottingham, Membership; Uwe
Hansen, Medals and Awards; Ian M. Lindevald, ASACOS; and James W.
Beauchamp, Technical Council. Associate Editors were Diana Deutsch and
Neville H. Fletcher. Technical Program Organizing Meeting (TPOM) repre-
sentatives were Ian M. Lindevald (Minneapolis) and Courtney B. Burroughs
(Providence). Those appointed or reappointed for 2006—2009 terms as mem-
bers of TCMU are Rolf Bader, Xavier Boutillon, Jonas Braasch, Murray D.
Campbell, Rene E. Causse, Antoine J. Chaigne, Neville H. Fletcher, Nicho-
las J. Giordano, J. M. Harrison, William M. Hartmann, William L. Martens,
James M. Pyne, Daniel A. Russell, Punita G. Singh, Sten O. Ternstrom, Paul
A. Wheeler, and Shigeru Yoshikawa. Also, two TCMU members were re-
cently elected Fellows of the ASA: Anders G. Askenfelt, a musical acousti-



cian with the Royal Institute of Technology in Stockholm, and James Cot-
tingham, previous TCMU Chair and professor of physics at Coe College,
Cedar Rapids, Iowa.

TCMU presented four special sessions at the Minneapolis meeting in
October, 2005: “Patents in Musical Acoustics,” organized and cochaired by
George Brock-Nannestand and George Augspurger; “Nonlinear Vibrations
of Strings,” organized and chaired by Antoine Chaigne; “Acoustics of Choir
Singing I & II”” (cosponsored by the Technical Committee on Architectural
Acoustics), organized and cochaired by Sten Ternstrom, Thomas Rossing,
and Anthony Hoover; and “Music Information Retrieval,” organized and
chaired by James Beauchamp. In addition, Ian Lindevald chaired the session
“General Topics in Musical Acoustics,” which consisted of contributed pa-
pers not related to the special sessions. The “Acoustics of Choir Singing”
session was split into morning and afternoon sessions, and the afternoon
session was followed by a panel discussion and choir concert at the Central
Lutheran Church in Minneapolis. The panel, consisting of the session orga-
nizers and Dr. John Ferguson of St. Olaf College, Northfield, MN, discussed
“Acoustical issues relevant to choral singing.” This was followed by a ser-
vice especially designed for the Acoustical Society with “Reflections” given
by Pastor Bruce Benson and a choir concert by the St. Olaf Cantorei di-
rected from the organ by John Ferguson. The concert, a definite highlight of
the Minneapolis meeting for TCMU, featured “Magnificat,” an original
composition by Dr. Ferguson.

Three special sessions were presented at the Providence meeting in
June, 2006: “Scaling of Musical Instrument Families,” organized and
chaired by George Bissinger; “Finite Element and Finite Difference Meth-
ods in Musical Acoustics I & II,” organized and chaired by Rolf Bader and
Uwe Hansen; and “Human-Computer Interfaces,” organized and chaired by
Jonas Braasch and William Martens. Also, Peter Hoekje chaired “Topics in
Musical Acoustics,” consisting of contributed papers. In addition, TCMU
was a cosponsor of the special sessions “Surround Sound Essentials I & II,”
organized and chaired by Alexander Case and Anthony Hoover of the
TCAA; and “Composed Spaces” and “Composed Spaces Loudspeaker Con-
cert I & II,” both organized and chaired by Alexander Case.

TCMU continues to promote student involvement in musical acous-
tics. Since the Vancouver (May 2005) meeting Brian Monson has been
TCMU's representative to the Student Council, and he also has been chair of
that group. Also, we have continued to sponsor ASA Best Student Paper
Awards in Musical Acoustics. There were six entries for the competition at
the Minneapolis meeting and nine entries for the Providence meeting. The
winners were Harald Jers (Germany), first place at Minneapolis for “Multi-
track analysis of amateur and professional choirs;” Jyri Pakarinen (Finland),
second place at Minneapolis for “Modeling of tension-modulated strings
using finite difference and digital waveguide techniques;” Andrey Ricardo
da Silva (Canada), first place at Providence for “Benchmarking the lattice
Boltzmann method for the determination of acoustic impedance of axisym-
metric waveguides;” and Jacob Skubal (U.S.), second place at Providence
for “Tuning parameters of a Nigerian slit gong.”

Recently, new subject classifications (PACS) for Musical Acoustics
replaced ones, which had been in place for many years. The new classifica-
tions incorporate suggestions provided by a subcommittee of TCMU. These
are scales, intonation, vibrato, composition; music perception and cognition;
bowed stringed instruments; woodwinds; brass instruments and other lip-
vibrated instruments; plucked string instruments; drums; bells, gongs, cym-
bals, mallet percussion, and similar instruments; free reed instruments; pi-
anos and other struck string instruments; pipe organs; reed woodwind
instruments; flutes and similar wind instruments; singing; musical perfor-
mance, training, and analysis; electroacoustic and electronic instruments;
electronic and computer music; automatic music recognition, classification,
and information retrieval; instrumentation and measurement methods for
musical acoustics; analysis, synthesis, and processing of musical sounds.

A good number of papers on musical acoustics topics were published
in JASA during 2005-2006. There were papers on such topics as timbre
spaces, wind instrument and pipe organ analysis/synthesis, piano acoustics
and modeling, vocal and choral acoustics, meter induction, music perfor-
mance expression, and analysis of ethnic instruments and singing. Also,
James Beauchamp recently published an article on brass acoustics in Acous-
tics Today (April, 2006), ASA’s popular acoustics magazine.

TCMU sometimes supports extra-society events. Last year, ASA, in
response to a request from James Cottingham, the previous TCMU Chair,
cosponsored “Octet 2005,” the First International Convention of the New
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Violin Family Association. The convention was held in Ithaca, New York in
November 2005 with Carleen Hutchins, inventor of the string octet family,
former TCMU member, and 1981 recipient of ASA’s Silver Medal in Mu-
sical Acoustics, as the ASA contact person.

JAMES W. BEAUCHAMP
Chair

Noise

The Fall 2005 meeting of the ASA in Minneapolis was a special oc-
casion for the Technical Committee on Noise: This meeting was held jointly
with the NOISE-CON 2005 conference, organized by the Institute of Noise
Control Engineering (INCE). Many members of TC-Noise are also members
of INCE. It was a time to showcase all aspects of noise and its control.
Forty-one special sessions included both Noise and NOISE-CON as spon-
sors. TC-Noise took the lead on five of these special sessions. These were
“Special Session in Honor of William W. Lang” (organized by Paul Schomer
and George Maling), “Workshop on Methods for Community Noise and
Noise Policy” (Brigitte Schulte-Fortkamp and Bennett Brooks), “Specifying
Uncertainties in Acoustic Measurements, I and II” (William Murphy and
Ralph Muehleisen), and “Hospital Interior Noise Control” (Ilene Busch-
Vishniac and James West). Mike Stinson was the Noise representative at the
Technical Program Organizing Meeting.

The Spring 2006 Providence ASA meeting was not as noise-centric but
was still host to an interesting array of special sessions. TC-Noise was lead
organizer for “Audio-Visual Design in Soundscapes, I and II” (Brigitte
Schulte-Fortkamp and Bennett Brooks), “Essential Acoustical Curriculum
for Noise Control Techniques for Engineers, Industrial Hygienists, and Ar-
chitects” (William Murphy), “New Loudness Standard” (Rhona Hellman),
“Fifty Years of Speech Privacy, I and II” (Greg Tocci), and “Heating, Ven-
tilation and Air-Conditioning Noise Control” (Dan Raichel and Bennett
Brooks). Nancy Timmerman was the Noise representative at the Technical
Program Organizing Meeting.

On the classroom acoustics front, the ASA has been having construc-
tive discussions with the Director of the Modular Building Institute. The
Collaborative for High Performance Schools (CHPS) has been convinced of
the need for good acoustics in schools—they are promoting ANSI S12.60
and their actions are being held as an example for schools elsewhere in the
US. ASA President Bill Yost issued a position statement stressing that sound
amplification should not routinely be used in the classroom.

The contributions of several Noise people were recognized at these
two meetings. For the Minneapolis meeting, we had two winners of the
Noise Young Presenter award, Courtney McGinnes for her talk “An envi-
ronmental and economical solution to sound absorption using straw” and
Steven Ryherd for his talk “Acoustical prediction methods for heating, ven-
tilating, and air-conditioning (HVAC) systems.” In Providence, the Noise
Young Presenter award went to Kent Gee for his talk “Analysis of high-
amplitude jet noise using nonlinearity indicators.” We have a new Fellow of
the ASA, Samir Gerges. And in Providence, James West was presented with
the ASA Gold Medal “for development of polymer electret transducers, and
for leadership in acoustics and the Society.”

The efforts of several volunteers should be recognized. Nancy Tim-
merman is the Noise representative on the Medals & Awards Committee,
John Erdreich is our representative on the Membership Committee, and
Richard Peppin is our representative on the ASA Committee on Standards.
Connor Duke is our Student Council representative and, following the prac-
tice initiated a few meetings ago, the secretary for the TC-Noise meetings.
(Connor was unable to attend Providence due to his recent marriage; we
thank Matt Green for ably substituting.) The Noise web page (http:/
www.nonoise.org/quietnet/tcn/) is maintained by Les Blomberg. Ralph Mue-
hleisen is coordinator for the Noise Young Presenter Awards. Serving as
Associate Editor for JASA Express Letters is Mike Stinson and as JASA
Associate Editors are Keith Attenborough, Kenneth Cunefare, Vladimir
Ostashev, and Brigitte Schulte-Fortkamp.

My term as Chair of TC-Noise is complete. It has been a fun three
years, in large part because of the dedication, cooperation, and good cheer
that exists within the Technical Committee on Noise. I am pleased to wel-
come our incoming Chair, Brigitte Schulte-Fortkamp.

MICHAEL R. STINSON
Chair 2003-2006
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Physical Acoustics

It is truly an honor and a privilege for me to have the opportunity to
serve the Physical Acoustics (PA) community as your new Chair of the
Physical Acoustics Technical Committee of the ASA. Tom Matula, our past
Chair (from 2003-2005), has provided the committee with excellent leader-
ship, blending past success with new initiatives in the long-range planning
of special sessions among other activities. It is the hope of the new chair to
provide good leadership, move forward with new initiatives, and most im-
portantly to get PA committee members, along with other Society members,
involved.

To quote Tom from his 2004-2005 Annual Report, “We’ve been rede-
fining ourselves over the past few years ... .” This is very evident at both the
150th Minneapolis and 151st Providence meetings.

While funding in sonoluminescence and thermoacoustics might have
leveled, new avenues of interest are emerging in thermoacoustics, infra-
sound, nonlinear acoustics including (a) nonlinear techniques in biomedical
ultrasonic imaging and therapy (along with acoustic radiation force meth-
ods), (b) high intensity focused ultrasound (HIFU) and boiling cavitation,
and (c) nonlinear and time reversal techniques in acoustic-seismic landmine
detection, atmospheric acoustics, and nanoacoustics.

The tutorial lectures “Diagnostic imaging in biomedical ultrasound,”
by E. Carr Everbach (Minneapolis) and “The 2004 Sumatra earthquake and
tsunami: Multidisciplinary lessons from an ocean monster,” by Emile Okal
(Providence) were excellent and highly attended.

The Minneapolis ASA Meeting was held jointly with NOISE-CON
2005. PA planned one large (two part) special session entitled: “Thermoa-
coustics: What Our Customers Want and Why They Want It,” organized by
David Gardner and cosponsored by Engineering Acoustics which featured
invited papers by Swift, Corey, Garrett (et al.), Spoor, Poese, Mozurkewich,
Backhaus, and Kotsubo. There was standing room only for all of the 16 total
papers. Physical Acoustics and Biomedical Ultrasound/Bioresponse to Vi-
bration had participation in Hot Topics in Acoustics. Carr Everbach spoke
on biomedical ultrasonic therapy, imaging, and therapeutic applications of
High Intensity Focused Ultrasound. Thanks again, Carr.

Physical Acoustics cosponsored two special sessions: (a) NOISE-
CON’s, “Advances in Military Jet Noise Modeling,” (co-organizers Sparrow
and Downing) featuring nonlinear propagation; and (b) BB’s “Acoustic Ra-
diation Force Methods for Medical Imaging and Tissue Evaluation,” (orga-
nized by Fatemi) featuring Rudenko’s “Principles of radiation force,” and
radiation pressure papers by Marston, Ostrovsky, and Silva. Other PA ses-
sions were “Topics in Atmospheric Acoustics” and “Topics in Seismic
Acoustics.” “Atmospheric Acoustics” papers featured shock propagation,
volcanic infrasound, high altitude propagation, scattering, windscreen ef-
fects, ground impedance, and phased-array antennas. The “Seismic Acous-
tics” papers appeared to have roots going back to Sabatier’s research, Na-
tional Center for Physical Acoustics workshops, or his outreach and covered
impedance, signature human footsteps, soil and landmine nonlinearity, reso-
nances, granular-plate interaction and acoustic vibrometry.

Education in Acoustics had PA representation with Korman, Keolian,
and Loubeau’s “Acts of Sound”—Hands-on Workshop for High School Stu-
dents,” and “Acoustics Demonstrations,” by Poese (demo apparatus work-
shop), Garrett, “Hey kid! Wanna build a loudspeaker?” and Korman and
Bond’s (landmine detection demo).

PA had two special sessions in Providence (with ~1400 registered).
Joseph Turner and Donna Hurley organized an excellent session entitled
“Acoustic Microscopy at the Nanoscale,” with invited papers from Ger-
many, Switzerland and Japan. The “Celebration of the Work of Brown Uni-
versity” (organizers Letcher, Maris and Korman) featured Robert Beyer
(who received a standing ovation), Nyborg, Chick, Muir, Elder, Butler, Rog-
ers, Foote, Brown, among talks by the organizers. Works of Lindsay, Will-
iams, Beyer, and Westervelt were admired.

PA cosponsored the following special sessions: (a) Architectural
Acoustics, Noise and Engineering Acoustics:” “Microperforated Acoustical
Absorbing Materials,” co-organizers Nocke and Xiang; (b) Biomedical
Ultrasound/Bioresponse to Vibration and Signal Processing: “Sensing and
Imaging Light and Sound,” (co-organizers Roy and Murray); (c) Engineer-
ing Acoustics: “Joe Blue Memorial Session II: Transduction, Linear and
Nonlinear,” (co-organizers Gerstein, Muir, and Zalesak), featuring Joe’s col-
leagues from Office of Naval Research, Naval Sea Systems Command, Na-
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val Undersea Warfare Center, Georgia Tech, US Naval Academy, Boston
University, Woods Hole, National Center for Physical Acoustics, and U. of
Del., along with talks by the organizers; (d) Biomedical Ultrasound/
Bioresponse to Vibration: “Celebration Session for Edwin Carstensen, Parts
I and II (co-organizers Crum, Dalecki, Kremkau, and Frizzell), highlighted
HIFU therapy, sound-induced lung hemorrhage, Carstensen’s nonlinear con-
tributions, medical imaging, and thermal effects. Part II included bubble
phenomenon in cavitation and lithotripsy.

PA had four other sessions, (e) “Outdoor Sound Propagation,” cover-
ing propagation under cloud cover, over irregular terrain, by turbulence,
nonlinear and magnetic sound in the atmosphere, seismic pulses, blast
waves, aeroacoustics, and sound absorption on Mars; (f) “Nonlinear Acous-
tics, Flow and Miscellaneous Topics,” involving material damage, elastody-
namic field resonances, interactions in elastic media, finite-amplitude and
thermal gradient effects, time reversal, oscillations of a bias-flow aperture,
flow around a porous screen, diffraction effects and transient evanescent
waves; (g) “Landmine Detection; Scattering Phenomena,” included aspects
of linear and nonlinear acoustic detection, time reversal, and ultrasonic vi-
brometry, scattering problems included a wedge, a cylinder over an absorb-
ing boundary, cluster of rigid rods, super-radiant modes in distorted hexago-
nal clusters, caustics from backscattering and coherent backscattering; and
(h) “Thermoacoustics and Resonating Systems,” discussing the ultrasonic
analog for a laser, time reversal focusing, periodic binary systems and band-
gap effects (engineering, transmission through periodic arrays of hollow
cylinders, and bubbly media), particle history in fields, thin film resonators
as mass sensors, thermoacoustic topics (infrasonic engines, miniature cool-
ers and hot wire anemometry temperature measurements). This session had
papers from Belgium, France, Mexico and Spain. All said, the Minneapolis
and Providence meetings were big successes for PA.

Technical Program Organizing Meeting representatives were Joseph
Turner, (Minneapolis) and Ron Roy, Tom Muir and Charles Thomas (Provi-
dence). Thank you all for a great job! At Minneapolis, Charlie Church and
Paul Johnson became new fellows. Congratulations!

After Providence, Anthony Atchley became our new President and
Gilles A. Daigle our new President-Elect. Outstanding and congratulations!
Anthony and Gilles are flanked by our own PATC members Vic Sparrow
and Wayne Wright who serve on the Executive Council.

In Minneapolis Wheeler Howard passed the torch to Todd Hay, our
new student council rep. Thanks Wheeler and good luck to Todd.

It is time to acknowledge members of PA who volunteer their services
on various committees: Robert Keolian who has served on the Medals and
Awards Committee for over three years, will pass the baton to Tom Matula,
who will officially start in Honolulu. Jim Sabatier was Robert’s predecessor
and both have worked hard to do a great job for the Society. Steve Garrett
serves on the Membership Committee; Phil Marston serves on the Books ™
Committee, and Sameer Madanshetty serves on ASACOS. This year Mack
Breazeale, Logan Hargrove, and James Miller reached 50 years of ASA
service. Wow!

Other items: David Blackstock is extremely active in the Student
Council and the program involving “Take a Student to Lunch.” Ron Roy’s
tenure at ARLO is now over and Keith Wilson takes over as editor of JASA
Express Letters. Ron also received the Eastman Fellowship. His one year
sabbatical is in Oxford. The 2006 Physical Acoustics Summer School, PASS
2006, took place from 18-25 June 2006, at Sunrise Springs, La Cienega,
New Mexico. The program is jointly run by NCPA (Hank Bass) and Penn
State (Anthony Atchley), with strong ASA ties.

The 4th Joint Meeting of the ASA and Acoustical Society of Japan
(ASJ) will take place in Honolulu, 28 November—2 December 2006. There
are five excellent special sessions (see the most recent call for papers) that
were planned during Tom Matula’s reign. Your new Chair has met with Dr.
Yoiti Suzuki (current President of ASJ and the ASJ Chair of the Technical
Program) along with Dr. Hiroshi Sato (Secretary of the ASJ Technical Pro-
gram Committee) in Minneapolis to develop a well thought out program
involving all the Technical Committees.

Tom, I am grateful for all your help and guidance. Those are big shoes
to fill. Thank you very much. You have been an inspiration to us all and an
excellent Chair.

MURRAY S. KORMAN
Chair



Psychological and Physiological Acoustics

Reflecting Psychological and Physiological’s (P&P’s) strategy of em-
phasizing participation at ASA’s spring meetings, the 150th Meeting of the
Acoustical Society of America—the fall meeting in Minneapolis—was
sparsely attended by the members of P&P. P&P sponsored one session, and
was a cosponsor on four special sessions. We thank Magda Wojtczak for
organizing the sessions for this meeting. Although P&P policy is to deem-
phasize fall meetings, the meeting in Hawaii next fall will be something of
an exception, due to it being a joint meeting with the Acoustical Society of
Japan.

The spring meeting in Providence was buzzing with activity. There
were six sessions sponsored by P&P, one of which was cosponsored by the
ASA Committee on Standards and by Noise. Of the six sessions, two were
special sessions. We extend our thanks to the organizers of the special ses-
sions: Sharon Kujawa and Lynne Marshall (Individual Susceptibility to
Noise-Induced Hearing Loss) and Frederick J. Gallun (Characterizing Au-
ditory Attention). P&P also contributed as the cosponsor of three additional
special sessions. We thank Laurie Heller for accomplishing the challenge of
organizing the P&P sessions for the Providence meeting.

The P&P open meeting included an update of the Student Council
report by student representative Suzy Carr. Brenda Lonsbury-Martin in-
formed the group about JASA Express Letters, the replacement for ARLO.
Most of the discussion in the open meeting centered on the relatively low
impact factor of JASA, the negative effect this is having on some members
of the Society, and ways for trying to deal with this problem. The P&P
Associate Editors provided an overview of their efforts, and encouraged the
members of ASA to agree to review papers, and complete the reviews in a
timely manner. We thank the P&P Associate Editors, Brenda L. Lonsbury-
Martin, William P. Shofner, John H. Grose, Gerald D. Kidd, Armin Kohl-
rausch, Robert A. Lutfi, and Andrew J. Oxenham, for their efforts on our
behalf. We express our thanks to Lynne Marshall, Don Sinex, and Magda
Wojtczak for organizing the ballot for election to the Technical Committee,
and, thanks to members of the P&P community who so willingly added their
names to the ballot. The newly elected members of the Technical Committee
are Sid Bacon, Qian-Jie Fu, Kim Schairer, Chris Shera, Ed Walsh, and
Beverly Wright. We thank our outgoing members, Michelle Hicks, Lynne
Marshall, Chris Plack, Don Sinex, and Magda Wojtczak.

Two of P&Ps Associate Editors, Gerald D. Kidd and Armin Kohl-
rausch, completed successful terms this year. Their efforts on our behalf are
greatly appreciated; the work of our associate editors is important but also
time consuming and difficult. Their willingness to contribute, and the con-
tributions of the other associate editors, is highly valued by the community.
Our two new Associate Editors are Rich Freyman and Ruth Litovsky. We
also thank Joe Hall, III, our outgoing representative to the Medals and
Awards Committee, and Les Bernstein, our outgoing representative to the
Membership Committee.

The P&P Technical Initiatives continue unchanged. The initiatives in-
clude travel support for invited speakers, student receptions, and homepage
maintenance. Suggestions for uses of funds, including innovations such as
workshops, satellite meetings, etc., are welcome (estrick@purdue.edu).

ELIZABETH A. STRICKLAND
Chair

Speech Communication

The Speech Communication Technical Committee (SCTC) supports
the activities, meetings, publications, etc. for the largest technical area in the
Society. This report covers the meetings in Minneapolis, MN, and Provi-
dence, RI. The current members of the Committee are Jean Andruski,
Norma Barroso, Patrice Beddor, Lynne Bernstein, Ocke-Schwen Bohn, Su-
zanne E. Boyce, Ann Bradlow, Dani Byrd, Roger Chan, Robert Fox, Alex-
ander Francis, Bruce Gerratt, Kenneth Grant, Helen Hanson, Diane Kewley-
Port, Jody E. Kreiman, Anders Lofqvist, Andrew Lotto, Benjamin Munson,
Terrence Nearey, Peggy Nelson, Douglas O’Shaughnessy, Dwayne Paschall,
Joseph Perkell, Astrid Schmidt-Nielsen, and Gary G. Weismer. Ex-officio
members include Abeer Alwan (Membership Committee), Shrikanth Naray-
anan (ASACOS), Fredericka Bell-Bert (Medals and Awards Committee),
and Jennell Vick (Student Council). The continuing Associate Editors for
speech production are Anders Lofqvist and Brad Story; for speech percep-
tion they are Ann Bradlow, Kenneth Grant, Paul Iverson, Mitchell Sommers,
and Joan Sussman. The continuing Associate editor for Speech Processing is
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Douglas O’Shaughnessy. Christine Shadle is the newly appointed Associate
Editor for Speech Production.

We are grateful for the help of our members this year: (1) Our paper
sorters, who arranged the technical programs at meetings: Ben Munson and
Arlene Carney in Minneapolis; and Doug Whalen and Harriet Magen in
Providence and (2) Coordinator for student judging: Khalil Iskarous. We
also are very happy to welcome four new fellows to the ASA from the
speech communication TC: Peggy Nelson, Kenneth Grant, Carole Espy-
Wilson, Shri Narayanan,

The Klatt Award has been awarded to Rajka Smiljanic at the Univer-
sity of Minnesota.

Student Activities

The Committee sponsored two student activities at each meeting in-
cluding a competition with a cash award for best student presentation and an
evening reception. The evening reception, which is sponsored jointly with
other technical committees, is intended to allow students to meet more se-
nior ASA members informally. The reception was well attended. The student
papers were judged by SCTC members and the winners were awarded $300
for first prize and $200 for second prize. In Vancouver the first- and second-
place winners were Asaf Bacharach of Massachusetts Institute of Technol-
ogy and Amanda Miller of Advanced Technological Research, Japan. In
Minneapolis the first and second place winners were Tarun Pruthi of the
University of Maryland, and Byron Erath of Purdue University. In Provi-
dence, a student ice-breaker social was initiated and was very well received.

Special Sessions, Special Talks and Workshops

Speech Communication has sponsored many interesting special ses-
sions during the past year. In Minneapolis Pat Keating organized a special
session “In honor of the 80th birthday of Peter Ladefoged,” who passed
away shortly thereafter. In Providence Yi Xu and Carlos Gussenhaven orga-
nized a special session entitled “Phonetic Enhancement in Speech: Evidence
and Mechanisms.”

MAUREEN L. STONE
Chair

Structural Acoustics and Vibration

Although structural acoustics and vibration play an important part in
many areas of acoustics and noise, many of those involved with the Acous-
tical Society of America (ASA) through the Structural Acoustics and Vibra-
tion Technical Committee (SAVTC) have been historically involved in re-
search for the US Navy. As Navy research funding in structural acoustics
has decreased, so has the activities of SAVTC in ASA. From July 2005 to
June 2006, there were two special technical sessions in the two ASA meet-
ings, and 28 papers in structural acoustics published in JASA. During the
same period ten years ago, there were six special technical sessions at the
two ASA meetings and 63 structural acoustics papers published in JASA.
Although this indicates that structural acoustics and vibration remain active,
it also implies that challenges remain if the level of activities of SAVTC in
ASA is to rise to the level it once enjoyed.

During the year from July 2005 to June 2006, there was one new
Fellow elected from the SAVTC, Greg McDaniel. Jerry Ginsberg was pre-
sented the Trent-Crede award at the Minneapolis meeting in October 2005.
The two special technical sessions were Experimental Modal Analysis, or-
ganized by Jerry Ginsberg at the Minneapolis meeting, and Ultrasonic
Waveguides for Structural Monitoring, organized by Joel Garrelick at the
Providence meeting in June 2006. Two student paper awards were presented
at each of the ASA meetings. In Minneapolis, Noah Schiller won first place
and Benjamin Doty, second place. In Providence, Michael Pedrick won first
place and Christopher Dudley, second place. Two Associate Editors for
structural acoustics were appointed; David Feit and Linda Franzoni. There
are now six JASA Associate Editors in structural acoustics. The TPOM
representative for SAVTC for the Minneapolis meeting was Courtney Bur-
roughs and for the Providence meeting, Jeff Boisvert.

Courtney Burroughs completed his three-year term as chair of the
SAVTC at the end of the Providence meeting. Sean Wu was elected as the
new chair of SAVTC.

COURTNEY B. BURROUGHS
Chair 2003-2006
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Underwater Acoustics

The year began with preparation for the Fall 2005 meeting in Minne-
apolis, for which we thank Dave Dowling and Dezhang Chu for represent-
ing the Underwater Acoustics Technical Committee (UWTC) at the Techni-
cal Program Organizing Meeting. In Minneapolis the UWTC sponsored
special sessions entitled “Head waves and interface waves,” organized by
Peter Dahl, and “Sonar performance and signal processing in uncertain en-
vironments” organized by Lisa Zurk and David Dowling. We are also
pleased to report that Henrik Schmidt received the Pioneers of Underwater
Acoustics Medal in Minneapolis and we congratulate UWTC members
Ralph Stephen and Dajun Tang on the occasion of their election to Fellow-
ship in the ASA at the Minneapolis meeting and Jixun Zhou who was
elected in Vancouver.

As always, there was healthy number of papers submitted to the stu-
dent paper competition for the Minneapolis meeting under the auspices of
the UWTC. The first prize went to Weichang Li (Massachusetts Institute of
Technology) for the paper entitled: “Identification of rapidly time-varying
acoustic communication channels.” The second prize went to Jason Holmes
(Boston University) for his paper entitled: “An autonomous underwater ve-
hicle technique for in-situ waveguide characterization.”

Finally, the period between the Minneapolis meeting and Providence
meeting was marked by the sad passing in January of Prof. Hank Medwin,
a pioneer in underwater acoustics and the founder of our allied Technical
Committee on Acoustical Oceanography.

The spring 2006 meeting in Providence had special significance for
Underwater Acoustics given the long standing involvement of local New
England, and Navy institutions, in the field of underwater sound. A special
thanks is given to Jim Miller (meeting chair) and Jim Lynch (technical
chair), and to Kathleen Wage and Gopu Potty for representing the UWTC at
the Technical Program Organizing Meeting.

In Providence, the UWTC sponsored sessions entitled “High-
Frequency ambient noise,” organized by Juan Arvelo, “Scattering of sound
at the sea surface,” organized by Duncan Williams, and “High frequency
acoustic propagation and applications,” organized by James Preisig and
Mohsen Badiey. Paul Hines gave the Hot Topic presentation on behalf of the
UWTC on the subject of vector sensors. In Providence the first prize for the
student paper competition went to Kevin R. James (University of Michigan)
for his paper entitled “Approximating acoustic field uncertainty in underwa-
ter sound channels.” The second prize went to Jason Holmes (Boston Uni-
versity) for his paper entitled: “Shallow water waveguide characterization
using an autonomous underwater vehicle towed hydrophone array.”

We are very pleased to announce that UWTC member Purnima Ratilal
of Northeastern University was the recipient of the R. Bruce Lindsay Award
in Providence. We also congratulate UWTC members Charles Holland,
Kevin LePage, and AOTC members Mark Trevorrow, David Palmer and
Peter Rona, who were elected Fellows in Providence.

Shortly into 2006, the UWTC held its election for Chair and I am
pleased to announce that Kevin LePage takes over from me. It has been a
pleasure and honor to serve as Chair of the UWTC.

PETER H. DAHL
Chair 2003-2006

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2006
17-21 Sept. INTERSPEECH 2006 (ICSLP 2006), Pittsburgh,
PA[Web: www.interspeech2006.org]
28 Nov.-2 Dec. 152nd Meeting of the Acoustical Society of America

joint with the Acoustical Society of Japan, Honolulu,
Hawaii [Acoustical Society of America, Suite INOI,
2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377;

E-mail: asa@aip.org; Web: http://asa.aip.org].

1140 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

2007

153rd Meeting of the Acoustical Society of America,
Salt Lake City, Utah [Acoustical Society of
America, Suite INOI1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; E-mail: asa@aip.org; Web: http:/
asa.aip.org].

154th Meeting of the Acoustical Society of America,
New Orleans, Louisiana (note Tuesday through Sat-
urday) [Acoustical Society of America, Suite INO1,
2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377;

E-mail: asa@aip.org; Web: http://asa.aip.org].

2008

9th International Congress on Noise as a Public
Health Problem (Quintennial meeting of ICBEN, the
International Commission on Biological Effects of
Noise), Foxwoods Resort, Mashantucket, CT [Jerry
V. Tobias, ICBEN 9, Post Office Box 1609, Groton
CT 06340-1609, Tel.; 860-572-0680; Web:
www.icben.org. E-mail. icben2008 @att.net.

4-8 June

27 Nov.-2 Dec.

28 July—1 Aug.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite INOI, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937—
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.

Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.

Volumes 3644, 1964—-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.

Volumes 36—44, 1964-1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 (paper-
bound); Nonmembers $75 (clothbound).

Volumes 75-84, 1984—-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound).

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound).

Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 (paper-
bound); Nonmembers $90 (clothbound).

Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616, Price: ASA members $50;
Nonmembers $90 (paperbound).



Members of Technical and Administrative
Committees of the Acoustical Society
of America

The Technical and Administrative Committees listed below have been
appointed by the Executive Council. These appointments, with such changes
as may be made by the President from time to time, will be in effect until the
Spring meeting of the Society in 2007.

Technical Committees 2006—2007
Acoustical Oceanography

N. Ross Chapman, Chair to 2007
Term to 2009

Mohsen Badiey

Michael J. Buckingham
Dezhang Chu

John A. Colosi

Christian de Moustier
Stan E. Dosso

Kenneth G. Foote

D. Vance Holliday
Andone C. Lavery
Zoi-Heleni Michalopoulou
Jeffrey A. Nystuen

David R. Palmer

Simon D. Richards
Martin Siderius

Aaron M. Thode

Term to 2008

Daniela Di Iorio

Gerald L. D’Spain Gary J. Heald
Jean-Pierre Hermand
David P. Knobles
Timothy G. Leighton
James H. Miller

Daniel Rouseff
Emmanuel K. Skarsoulis
Jerome A. Smith

Dajun Tang

Term to 2007
Kyle M. Becker
Grant B. Deane
Christopher Feuillade
Peter Gerstoft
Oleg A. Godin
John K. Horne
Bruce M. Howe
Anthony P. Lyons
Ralph A. Stephen
Kathleen E. Wage
Peter F. Worcester

Ex officio:

James F. Lynch, member of Medals and Awards Committee
Mohsen Badiey, member of Membership Committee
Anthony P. Lyons, member of ASACOS

Lora J. Van Uffelen, member of Student Council
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Animal Bioacoustics
Richard R. Fay, Chair to 2009

Term to 2009
Christopher W. Clark
William C. Cummings
Robert R. Dooling
David K. Mellinger
Arthur H. Popper
Annemarie Surlykke

Term to 2008
Whitlow W.L. Au
Kelly J. Benoit-Bird
W. Tecumseh Fitch
Dorian S. Houser
Lee A. Miller

Larry L. Pater
Hiroshi Riquimaroux
Peter M. Scheifele
James A. Simmons
Edward J. Walsh

Term to 2007
Sheryl L. Coombs
Edmund R. Gerstein
Seth S. Horowitz
Cynthia F. Moss
Jeannette A. Thomas

Ex officio:

James A. Simmons, member of Medals and Awards Committee
Andrea M. Simmons, member of Membership Committee

Ann E. Bowles, member of ASACOS

Marla M. Holt, member of Student Council

Architectural Acoustics
Lily M. Wang, Chair to 2007

Term to 2009
Nils-Ake Andersson
C. Walter Beamer, IV
Leo L. Beranek
Sergio Beristain

Jim X. Borzym

Erica E. Bowden
David T. Bradley
David Braslau

Todd L. Brooks
Courtney B. Burroughs
Paul T. Calamia
Alexander U. Case
William J. Cavanaugh
Dan Clayton

Jessica S. Clements
Elizabeth A. Cohen
David A. Conant
Damian Doria

John Erdreich
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Robin S. Glosemeyer
Timothy E. Gulsrud
Byron W. Harrison
Robert D. Hellweg
Murray R. Hodgson
Tan B. Hoffman

Jin Jeon

James A. Johnson
Jian Kiang

Bertram Y. Kinzey, Jr.
Mendel Kleiner
Alexis D. Kurtz
Timothy W. Leishman
Jerry G. Lilly
Edward L. Logsdon
Peter A. Mapp

David E. Marsh
Gregory A. Miller
Hideo Miyazaki
Matthew A. Nobile
Christian Nocke
Bruce C. Olson
Cornelius H. Overweg
Richard J. Peppin
Stephen D. Pettyjohn
Scott D. Pfeiffer
Norman H. Philipp
James E. Phillips
Joseph Pope

Jens Holger Rindel
Carl J. Rosenberg
Kenneth P. Roy
Hiroshi Sato

Melvin L. Saunders
Ron Sauro

Paul D. Schomer
Kevin P. Shepherd
Yasushi Shimizu
Gary W. Siebein
Abigail E. Stefaniw
Christopher A. Storch
Jason E. Summers
Louis C. Sutherland
Jiri Tichy

Nancy S. Timmerman
Brandon D. Tinianov
Gregory C. Tocci
Rendell R. Torres
Alfred C.C. Warnock
George P. Wilson
Ning Xiang

Term to 2008
Wolfgang Ahnert
Christopher N. Blair
John S. Bradley
Christopher N. Brooks
Angelo J. Campanella
Quinsan Ciao

Robert C. Coffeen
Peter D’ Antonio
Felicia M. Doggett
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William Dohn
Timothy J. Foulkes
Richard D. Godfrey
Tyrone Hunter
Clare M. Hurtgen
J. Christopher Jaffe
Mendel Kleiner
Jeff P. Kwolkoski
Brad W. Lewis
Stephen J. Lind
David Lubman
Ralph T. Muehleisen
Michael T. Nixon
Boaz Rafaely
Daniel R. Raichel
Jack E. Randorff
Jonathan Rathsam
H. Stanley Roller
Steven R. Ryherd
B. Schulte-Fortkamp
Noral D. Stewart
Michael Vorldnder
Ning Xiang

Term to 2007
Warren E. Blazier
Joseph F. Bridger
Norm Broner
Bennett M. Brooks
Steven M. Brown
Todd A. Busch
Richard H. Campbell
F. M. del Solar Dorrego
Erin L. Dugan

M. David Egan
Jesse J. Ehnert
Michael Ermann
Adam R. Foxwell
Ronald R. Freiheit
Klaus Genuit
Matthew V. Golden
Kenneth W. Good, Jr.
Brad N. Gover
Mark A. Holden

K. Anthony Hoover
Jerald R. Hyde
David W. Kahn
Martha M. Larson
Gary S. Madaras
Benjamin E. Markham
Charles T. Moritz
David L. Moyer
Edward T. Nykaza
Paul B. Ostergaard
Dennis A. Paoletti
Stephen W. Payne
Benjamin C. Seep
Neil A. Shaw

Ryan G. Sieler
Rose Mary Su

Jeff D. Szymanski
Richard H. Talaske
Michelle Vigeant



Ewart A. Wetherill
George E. Winzer
Michael R. Yantis

Ex officio:

Ewart A. Wetherill, member of Medals and Awards
Gregory C. Tocci, member of Membership Committee
George E. Winzer, member of ASACOS

Michelle C. Vigeant, member of Student Council

Biomedical Ultrasound/Bioresponse to Vibration

Michael R. Bailey, Chair to 2008

Term to 2009
Emmanuel Bossy
Anthony J. Brammer
Robin O. Cleveland
Paul A. Dayton
Mostafa Fatemi

Yuri A. Tlinskii

Peter J. Kaczkowski
Jeffrey A. Ketterling
Vera A. Khokhlova
Oliver D. Kripfgans
James C. Lacefield
James A. McAteer
Yuri A. Pishchalnikov
Tyrone M. Porter

Term to 2008
John S. Allen
Whitlow W.L. Au
Paul E. Barbone
Charles C. Church
Gregory Clement
Floyd Dunn

E. Carr Everbach
Mark S. Hamilton
Christy K. Holland
R. Glynn Holt
Elisa E. Konofagou
Subha Maruvada
Wesley L. Nyborg
James A. Simmons
Andrew J. Szeri

Term to 2007
Constantin-C. Coussios
Diane Dalecki

J. Brian Fowlkes
Kullervo H. Hynynen
T. Douglas Mast
Thomas J. Matula
Robert J. McGough
Douglas L. Miller
Ronald A. Roy
Thomas J. Royston
Kendall R. Waters
Pei Zhong
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Ex officio:
Lawrence A. Crum, member of the Medals and Awards Committee

E. Carr Everbach, member of the Membership Committee and member of
ASACOS

Neil R. Owen, member of Student Council

Engineering Acoustics
Dennis F. Jones, Chair to 2009

Term to 2009
Stanley L. Ehrlich
Gary W. Elko

Robert D. Finch
Guillermo C. Gaunaurd
Thomas R. Howarth
Dehua Huang

Sung Hwan Ko
Victor Nedzelnitsky
James M. Powers

P. K. Raju

Stephen C. Thompson
James E. West
George S. K. Wong

Term to 2008
Steven R. Baker
David A. Brown
Stephen C. Butler
Robert D. Corsaro
Stephen E. Forsythe
Brian H. Houston
W. Jack Hughes
Robert M. Koch

L. Dwight Luker
Arnie L. Van Buren
Kenneth M. Walsh
Daniel M. Warren
Joseph F. Zalesak

Term to 2007

Mahlon D. Burkhard
James Christoff
Fernando Garcia-Osuna
Charles S. Hayden

Jan F. Lindberg
Yushieh Ma

Elizabeth A. McLaughlin
Alan Powell

Roger T. Richards
Kenneth D. Rolt

Neil A. Shaw

James F. Tressler

Ex officio:

Mahlon D. Burkhard, member of Medals and Awards Committee and
member of ASACOS

Thomas R. Howarth, member of Membership Committee
Alexandra Loubeau, member of Student Council
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Musical Acoustics
James W. Beauchamp, Chair to 2008

Term to 2009

Rolf Bader

Xavier Boutillon
Jonas Braasch
Murray D. Campbell
Rene E. Causse
Antoine J. Chaigne
Neville H. Fletcher
Nicholas J. Giordano
J. M. Harrison
William M. Hartmann
William L. Martens
James M. Pyne
Daniel A. Russell
Punita G. Singh
Sten O. Ternstrom
Paul A. Wheeler
Shigeru Yoshikawa

Term to 2008
George A. Bissinger
Annabel J. Cohen
James P. Cottingham
Diana Deutsch
Neville H. Fletcher
Roger J. Hansen
Uwe J. Hansen
Peter L. Hoekje
James H. Irwin

Tan M. Lindevald
Stephen E. McAdams
Gary P. Scavone
Chris E. Waltham

Term to 2007

R. Dean Ayers

Judith C. Brown
Courtney B. Burroughs
John R. Buschert
Thomas M. Huber
Bozena Kostek
Barry Larkin

Daniel O. Ludwigsen
Thomas D. Rossing
David B. Sharp
Julius O. Smith
William J. Strong

Ex officio:

Uwe J. Hansen, member of Medals and Awards Committee
James P. Cottingham, member of Membership Committee

Tan M. Lindevald, member of ASACOS
Brian B. Monson, member of Student Council
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Noise
Brigitte Schulte-Fortkamp, Chair to 2009

Term to 2009

Sergio Beristain
Susan B. Blaeser
Erica E. Bowden
Bennett M. Brooks
Ilene J. Busch-Vishniac
Angelo J. Campanella
William J. Cavanaugh
Gilles A. Daigle
Patricia Davies
Damian J. Doria
Connor R. Duke
Jesse J. Ehnert

Tony F. W. Embleton
John Erdreich

David J. Evans
Bradford N. Gover
Robert D. Hellweg
Tyrone Hunter
William W. Lang
Richard H. Lyon
Alan H. Marsh

Ralph T. Muehleisen
William J. Murphy
Joseph Pope

Daniel R. Raichel
Kenneth P. Roy
Kevin P. Shepherd
Scott D. Sommerfeldt
Kerrie G. Standlee
George S.K. Wong

Term to 2008

Elliott H. Berger

Ann E. Bowles

Frank H. Brittain
Steven M. Brown
Mahlon D. Burkhard
Robert D. Collier
Lawrence S. Finegold
Samir N. Y. Gerges
Richard D. Godfrey
Matthew V. Golden
Murray R. Hodgson
Jerry G. Lilly
Stephen J. Lind
David Lubman
George A. Luz
Matthew A. Nobile
Richard J. Peppin
Robert A. Putnam
Jack E. Randorff
Stephen 1. Roth

Paul D. Schomer
Michelle E. Swearingen
Nancy S. Timmerman
Brandon D. Tinianov



Gregory C. Tocci
Lily M. Wang

Term to 2007
Martin Alexander
Brian E. Anderson
Keith Attenborough
John P. Barry

Leo L. Beranek
Arno S. Bommer
James O. Buntin
John C. Burgess
Jim R. Cummins
Kenneth A. Cunefare
Paul R. Donavan
Ronald R. Freiheit
Klaus Genuit
Michael L. Gross
David C. Haser
Gerald C. Lauchle
George C. Maling
Thomas R. Norris
John P. Seiler
Noral D. Stewart
Louis C. Sutherland
Jiri Tichy

D. Keith Wilson
Ning Xiang

Ex officio:

Nancy S. Timmerman, member of Medals and Awards Committee

John Erdreich, member of Membership Committee
Richard J. Peppin, member of ASACOS
Connor R. Duke, member of Student Council

Physical Acoustics
Murray S. Korman, Chair to 2008

Term to 2009
Anthony A. Atchley
Henry E. Bass

Yves H. Berthelot
James P. Chambers
Charles C. Church
Kenneth G. Foote
Mark F. Hamilton
David 1. Havelock
Philip L. Marston
Peter H. Rogers
Ronald A. Roy
James M. Sabatier
Philip S. Spoor
Larry A. Wilen

D. Keith Wilson
Evgenia A. Zabolotskaya

Term to 2008
Robert T. Beyer
Robin O. Cleveland
Lawrence A. Crum
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Kenneth E. Gilbert
Robert A. Hiller

R. Glynn Holt

Bart Lipkens
Thomas J. Matula
Ralph T. Muehleisen
Harry Simpson

John S. Stroud
Richard L. Weaver
Preston S. Wilson

Term to 2007

David T. Blackstock
David A. Brown
John A. Burkhardt
Kerry W. Commander
Bruce C. Denardo
Logan E. Hargrove
D. Kent Lewis

Julian D. Maynard
George Mozurkewich
Lev A. Ostrovsky
Andrea Prosperetti
Neil A. Shaw

Victor W. Sparrow
Richard Stern

Roger M. Waxler

Ex officio:

Thomas J. Matula, member of Medals and Awards Committee

Steven L. Garrett, member of Membership Committee
Sameer I. Madanshetty, member of ASACOS
Todd A. Hay, member of Student Council

Psychological and Physiological Acoustics
Elizabeth A. Strickland, Chair to 2008

Term to 2009

Katherine H. Aerhart
Amy R. Horwitz

Glenis R. Long

Enrique A. Lopez-Poveda
Robert S. Schlauch
Stanley E. Sheft

Term to 2008

Michael A. Akeroyd

Alain de Cheveigne

Brent W. Edwards

John H. Grose

Gerald D. Kidd, Jr.

Armin Kohlrausch

Brenda L. Lonsbury-Martin
William P. Shofner

Lynne A. Werner

Term to 2007
David A. Eddins
Lawrence L. Feth
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Hedwig E. Gockel
Jennifer Lentz
Mario A. Ruggero

Ex officio:

William M. Hartmann, member of the Medals and Awards Committee
Lynne A. Werner, member of Membership Committee

Brent W. Edwards, member of ASACOS

Suzanne P. Carr, member of Student Council

Signal Processing in Acoustics
David H. Chambers, Chair to 2009

Term to 2009
James V. Candy
William M. Carey
Leon Cohen
Geoffrey S. Edelson
Stanley L. Ehrlich
Brian Ferguson

Paul J. Gendron
Peter Gerstoft
William M. Hartmann
Kevin D. Heaney
William S. Hodgkiss
Paul D. Hursky
John M. Impagliazzo
Patrick J. Loughlin
Jens M. Meyer
Hassan Namarvar
Joe W. Posey

James C. Preisig
Brian D. Rapids
Edmund J. Sullivan

Term to 2008

Frank A. Boyle

Joe A. Clark

R. Lee Culver
David J. Evans
David M. Fromm
Howard A. Gaberson
David 1. Havelock
Jean-Pierre Hermand
George E. Ioup
Juliette Toup

Matti A. Karjalainen
Sean K. Lehman
Lance L. Locey
Zoi-Heleni Michalopoulou
Brian B. Monson
Joseph Pope

Leon H. Sibul
Randall W. Smith
Krykidos Tsiappoutas
James E. West

Gary R. Wilson
George S. K. Wong
Ning Xiang
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Term to 2007
Max Deffenbaugh
Alireza A. Dibazar
Gary W. Elko
Alan W. Meyer
Daniel J. Sinder
David C. Swanson
Robert C. Waag
Preston S. Wilson
Lixue Wu

Ex officio:

Leon H. Sibul, member of Medals and Awards Committee
David 1. Havelock, member of Membership Committee
Charles F. Gaumond, member of ASACOS

John H. Camin, member of Student Council

Speech Communication
Maureen L. Stone, Chair to 2007

Term to 2009

Jean E. Andruski
Lynne E. Bernstein
Ocke-Schwen Bohn
Suzanne E. Boyce
Ann R. Bradlow
Bruce R. Gerratt
Kenneth W. Grant
Paul E. Iverson
Benjamin R. Munson
Peggy B. Nelson
Mitchell S. Sommers
Brad H. Story

Joan E. Sussman

Term to 2008

Norma S. Barroso
Fredericka Bell-Berti
Ann R. Bradlow

Dani M. Byrd

Roger W. Chan
Alexander L. Francis
Kenneth W. Grant
Anders Lofqvist
Terrance M. Nearey
Douglas D. O’Shaughnessy
Joseph S. Perkell
Astrid Schmidt-Nielsen
Joan E. Sussman

Gary G. Weismer

Term to 2007
Patrice S. Beddor
Melissa A. Epstein
Robert Allen Fox
Helen M. Hanson
Diane Kewley-Port



Jody E. Kreiman
Andrew J. Lotto
Shrikanth S. Narayanan
Dwayne Paschall

Ex officio:

Fredericka Bell-Berti, member of Medals and Awards Committee

Abeer Alwan, member of Membership Committee
Shrikanth S. Narayanan, member of ASACOS
Jennell Vick, member of Student Council

Structural Acoustics and Vibration
Sean F. Wu, Chair to 2009

Term to 2009
Joseph M. Cuschieri
David Feit

Sabih 1. Hayek
Philip L. Marston
James E. Phillips
Earl G. Williams

Term to 2008

Dean E. Capone

Joel Garrelick

Peter C. Herdic

Teik C. Lim

Thomas J. Royston
Angie Sarkissian
Richard L. Weaver
Jeffrey S. Vipperman

Term to 2007
Jeffrey E. Boisvert
Stephen C. Conlon
Linda P. Franzoni
Robert C. Haberman
Rudolph Martinez
Koorosh Naghshineh
Carl Pray

Michael F. Shaw

Ex officio:

Courtney B. Burroughs, member of Membership Committee
Mauro Pierucci, member of Medals and Awards Committee
Sabih I. Hayek, member of ASACOS

Micah Shepherd, member of Student Council

Underwater Acoustics
Kevin LePage, Chair to 2009

Term to 2009
Ralph N. Baer
John R. Buck
Chi-Fan Cheng
David R. Dowling
Roger C. Gauss
Frank S. Henyey

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

Paul C. Hines
Chen-Fen Huang
Marcia J. Isakson
Finn B. Jensen
Sunwoong Lee
James H. Miller
John R. Preston
Purnima Ratilal
Karim G. Sabra
John B. Schneider
Ralph A. Stephen
Alexander G. Voronovich
Kevin L. Williams
Lisa M. Zurk

Term to 2008

Juan 1. Arvelo, Jr.
Pierre-Philippe Beaujean
Shira L. Broschat
Geoffrey F. Edelmann
Peter Gerstoft

John H. Glattetre
Brian T. Hefner
Jean-Pierre Hermand
Charles W. Holland
John C. Osler

Kevin B. Smith

Brian J. Sperry
Christopher T. Tindle
Alexandra I. Tolstoy

Term to 2007

David C. Calvo

Jee Woong Choi
Christian P. de Moustier
Stan E. Dosso

Nicholas C. Makris
Zoi-Heleni Michalopoulou
Tracianne B. Neilsen
Robert I. Odom
Marshall H. Orr
Gregory J. Orris

James C. Preisig

Martin Siderius
Kathleen E. Wage

Jixun Zhou

Ex officio:

Henrik Schmidt, member of Membership Committee

Eric I. Thorsos, member of Medals and Awards Committee
Joseph F. Zalesak, member of ASACOS

Andrew Ganse, member of Student Council

Administrative Committees 2006—2007

Archives and History
Julian D. Maynard, Chair to 2007

Term to 2009
Jont B. Allen
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Ralph R. Goodman
David I. Havelock
Wesley L. Nyborg
Richard J. Peppin
William J. Strong

Term to 2008
Anthony A. Atchley
Leo L. Beranek
William J. Cavanaugh
Steven L. Garrett
Logan E. Hargrove
Allan D. Pierce
Victor W. Sparrow

Term to 2007
Henry E. Bass
David T. Blackstock
E. Carr Everbach
William W. Lang
David L. Moyer
Richard Stern
Rosalie M. Uchanski

Audit Committee

George V. Frisk, Chair to 2006

Term to 2007
Judy R. Dubno

Term to 2008
Diane Kewley-Port

David L. Bradley, Chair to 2008

Term to 2009
Juan I. Arvelo
Jerry H. Ginsberg
Philip L. Marston

Term to 2008
James P. Cottingham
Nancy S. McGarr
Jeffrey A. Nystuen
Neil A. Shaw

Emily A. Tobey

Term to 2007
Stanley L. Chin-Bing
Robert C. Spindel

Ex officio:
Allan D. Pierce, Editor-in-Chief

College of Fellows
Janet M. Weisenberger, Chair to 2007

Term to 2009
Thomas J. Matula
Scott D. Sommerfeldt
Stephen C. Thompson
Beverly A. Wright

Term to 2008
Stanley L. Ehrlich
E. Carr Everbach
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Term to 2007
Peter G. Cable

M. David Egan
Uwe J. Hansen
Diane Kewley-Port
Thomas D. Rossing

Ex officio:
William J. Cavanaugh, past Chair
Richard H. Lyon, past Chair

Education in Acoustics

James M. Sabatier, Chair to 2009

Term to 2009
William A. Ahroon
Takayuki Arai
Anthony A. Atchley
Fredericka Bell-Berti
Suzanne E. Boyce
Robert D. Celmer
Annabel J. Cohen
E. Carr Everbach
Thomas B. Gabrielson
Steven L. Garrett
Kent L. Gee

Uwe J. Hansen
Katherine S. Harris
Elizabeth S. Ivey
Joie P. Jones

Maria B. Mody
Amy T. Neel

P. K. Raju

Deborah M. Rekart
Daniel A. Russell
M. Roman Serbyn
Victor W. Sparrow
Emily A. Tobey

Term to 2008

David T. Blackstock
Courtney B. Burroughs
Robin O. Cleveland
Kenneth A. Cunefare
D. Michael Daly
Mary Florentine
Logan E. Hargrove
Mardi C. Hastings
Peter L. Hoekje
Darrell R. Jackson
Michel T. T. Jackson
Murray S. Korman
Luc Mongeau

Neil A. Shaw

Kevin B. Smith
Ralph A. Stephen
James E. West
Wayne M.Wright

Term to 2007

George A. Bissinger
David A. Brown
Robert D. Collier
Corinne M. Darvennes



Margaritis S. Fourakis
Carole E. Gelfer
Daniel O. Ludwigsen
Sharon Y. Manuel
Philip L. Marston
Ralph T. Muehleisen
Andrew A. Piacsek
Daniel R. Raichel
Thomas D. Rossing
Ronald A. Roy

Dawn R. Schuette
Scott D. Sommerfeldt
William Thompson, Jr.
Robert A. Walkling
George S. K. Wong

Ethics and Grievances
Janet M. Weisenberger, Chair to 2008

Term to 2008
William J. Cavanaugh

Term to 2007

Uwe J. Hansen
Fredericka Bell-Berti
Mahlon D. Burkhard
James F. Lynch
Leon H. Sibul

Musical Acoustics

Speech Communication
Engineering Acoustics
Acoustical Oceanography
Signal Processing in Acoustics

Meetings—June 2006—November 2006
Clark S. Penrod, Chair to 2008

‘Whitlow W.L. Au, Fall 2006, Honolulu and ASA Vice President-Elect
Fred C. DeMetz, Fall 2007, New Orleans

George V. Frisk, Vice President

Murray S. Hodgson, Spring 2005, Vancouver

James H. Miller, Spring 2006, Providence

Elaine Moran, ASA Office Manager, ex officio

Peggy B. Nelson, Fall 2005, Minneapolis

Charles E. Schmid, Executive Director, ex officio

Scott D. Sommerfeldt, Spring 2007, Salt Lake City
Meetings—November 2006—June 2007

Gerald L. D’Spain

Barbara G. Shinn-Cunningham

International Research and Education

Gilles A. Daigle, Chair

Sergio Beristain
Lawrence A. Crum
Malcolm J. Crocker
Samir N. Y. Gerges
Vera A. Khokhlova
William M. Hartmann

Konstantin A. Naugolnykh

Oleg Sapozhnikov

Brigitte Schulte-Fortkamp

Michael Vorlander
Suk Wang Yoon

Investments

Ilene J. Busch-Vishnaic, Chair to 2007

Term to 2009
William A. Yost

Term to 2008
Lawrence A. Crum
Richard H. Lyon

Ex officio:
David Feit, Treasurer

Medals and Awards

David L. Bradley, Chair to 2007

Term to 2009
Lawrence A. Crum

William M. Hartmann
Thomas J. Matula
Nancy S. Timmerman

Term to 2008
James A. Simmons
Mauro Pierucci
Eric I. Thorsos
Ewart A. Wetherill

Biomedical Ultrasound/Bioresponse to
Vibration

Psychological and Physiological Acoustics
Physical Acoustics
Noise

Animal Bioacoustics

Structural Acoustics and Vibration
Underwater Acoustics
Architectural Acoustics
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Clark S. Penrod, Chair to 2008

Whitlow W.L. Au, Fall 2006, Honolulu and ASA Vice President-Elect
Fred C. DeMetz, Fall 2007, New Orleans

George V. Frisk, Vice President

Murray S. Hodgson, Spring 2005, Vancouver

James H. Miller, Spring 2006, Providence

Elaine Moran, ASA Office Manager, ex officio
Peggy B. Nelson, Fall 2005, Minneapolis

Charles E. Schmid, Executive Director, ex officio
Scott D. Sommerfeldt, Spring 2007, Salt Lake City
William A. Yost, Spring 2008, Paris

Membership

Peter H. Rogers, Chair to 2009

Term to 2009
Abeer Alwan

Lynne E. Werner
James P. Cottingham
Thomas R. Howarth
Andrea M. Simmons

Term to 2008
E. Carr Everbach

Courtney B. Burroughs
Burton G. Hurdle
John Erdreich

Term to 2007
Mohsen Badiey
Steven L. Garrett
David 1. Havelock
Henrik Schmidt
Gregory C. Tocci

Speech Communication

Psychological and Physiological Acoustics
Musical Acoustics

Engineering Acoustics

Animal Bioacoustics

Biomedical Ultrasound/Bioresponse to
Vibration

Structural Acoustics and Vibration
International Members
Noise

Acoustical Oceanography
Physical Acoustics

Signal Processing in Acoustics
Underwater Acoustics
Architectural Acoustics

Prizes and Special Fellowships
Wayne M. Wright, Chair to 2007

Term to 2009
Fredericka Bell-Berti
James E. West
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Term to 2008
Uwe J. Hansen

Term to 2007
Anthony A. Atchley
Constantine Trahiotis
Public Relations
Geoffrey E. Edelmann, Chair to 2009

Term to 2009

Paul A. Baxley
Ann E. Bowles
Paul D. Hursky
Jack E. Randorff
Barbara J. Sotirin
Lora J. Van Uffelen
Kathleen E. Wage

Term to 2008

Katherine H. Kim

Ellen S. Livingston
Andrew A. Piacsek
Brigitte Schulte-Fortkamp

Term to 2007

Kelly J. Benoit-Bird
E. Carr Everbach
Christy K. Holland
Joe W. Posey

Stephen C. Thompson

Ex officio:

Allan D. Pierce, Editor-in-Chief
Elaine Moran, ASA Office Manager
Charles E. Schmid, Executive Director
Thomas D. Rossing, Echoes Editor

Publication Policy
Mark F. Hamilton, Chair to 2009

Term to 2009

Jont B. Allen

David 1. Havelock

Brenda L. Lonsbury-Martin

Term to 2008
Diane Dalecki

James F. Lynch

Term to 2007

Charles C. Church
Mark F. Hamilton
Mardi C. Hastings

Ex officio:
Gilles A. Daigle, President-Elect
Allan D. Pierce, Editor-in-Chief

Regional Chapters
Juan 1. Arvelo, Cochair to 2008
Elizabeth A. McLaughlin, Cochair to 2008

Brian B. Monson Brigham Young Univ. Student Chapter
Angelo J. Campanella Central Ohio

Robert M. Keolian Central Pennsylvania

Ernest M. Weiler Cincinnati
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Rebecca Mercuri Delaware Valley
Gary W. Siebein Florida

Timothy J. Foulkes Greater Boston
Michael J. Anderson Inland Northwest
Neil A. Shaw Los Angeles

Hari S. Paul Madras, India
Sergio Beristain Mexico City
Roger T. Richards Narragansett
Jonathan Rathsam Univ. of Nebraska, Student Chapter
Richard F. Riedel New York

George A. Bissinger North Carolina
Peter F. Assmann North Texas
James R. Angerer Northwest

David Lubman Orange County
Paul A. Baxley San Diego

David Braslau Upper Midwest
Juan I. Arvelo Washington, D. C.
Thomas M. Disch Wisconsin

Ex officio:

James M. Sabatier, Chair, Education in Acoustics
David Feit, Treasurer
Connor Duke, Student Council representative

Rules and Governance
William M. Hartmann, Chair to 2008

Term to 2009
Elaine Moran
Charles E. Schmid

Term to 2008

Tlene J. Busch-Vishnaic
Tony F. W. Embleton
Richard H. Lyon

Term to 2007
William J. Cavanaugh
Floyd Dunn

Standards
Executive Committee
Paul D. Schomer, Chair (Standards Director)
Robert D. Hellweg, Vice Chair
Susan B. Blaeser, Standards Manager, ex officio

S1 Representation
John P. Sieler, Chair S1 and ASA rep. on S1

George S. K. Wong, Vice Chair S1 and ASA alternate rep. on S1

S2 Representation

Ronald L. Eshleman, Chair S2

Ali T. Herfat, Vice Chair

Sabih 1. Hayek, ASA rep. on S2

Bruce E. Douglas, ASA alternate rep. on S2

S3 Representation
Craig A. Champlin, Chair S3 and ASA rep. on S3

Robert F. Burkard, Vice Chair S3 and ASA alternate rep. on S3

S12 Representation

Robert D. Hellweg, Chair S12

William J. Murphy, Vice Chair S12
Bennett M. Brooks, ASA rep. on S12
David Lubman, ASA alternate rep. on S12



International TAGs (ex officio)

Paul D. Schomer, Chair, U. S. TAG for ISO/TC 43 and ISO/TC 43/SCI
David J. Evans, Chair, U. S. TAG for ISO/TC 108

Victor A. Nedzelnitsky, U. S. Technical Advisor for IEC/TC 29

ASA Technical Committee Representatives

Whitlow W. L. Au, Chair of ASA Technical Council, ex officio
Anthony P. Lyons, Acoustical Oceanography

Ann E. Bowles, Animal Bioacoustics

George E. Winzer, Architectural Acoustics

E. Carr Everbach, Biomedical Ultrasound/Bioresponse to Vibration
Mahlon D. Burkhard, Engineering Acoustics

Tan M. Lindevald, Musical Acoustics

Richard J. Peppin, Noise

Sameer I. Madanshetty, Physical Acoustics

Brent W. Edwards, Psychological and Physiological Acoustics
Charles F. Gaumond, Signal Processing in Acoustics

Shrikanth S. Narayanan, Speech Communication

Sabih I. Hayek, Structural Acoustics and Vibration

Joseph F. Zalesak, Underwater Acoustics

ASA Officers
David Feit, Treasurer, ex officio
Charles E. Schmid, Executive Director, ex officio

Past Chair of ASACOS (ex officio)

Tony F. W. Embleton

Associate Editors for Standards News—JASA (ex officio)
Susan B. Blaeser

George S. K. Wong

Student Council
Brian B. Monson Chair and Musical Acoustics
Jennell C. Vick
Suzanne P. Carr
Michelle C. Vigeant
Connor R. Duke
Andrew Ganse
Marla M. Holt
Todd A. Hay

Lora J. van Uffelen

Speech Communication

Psychological and Physiological Acoustics
Architectural Acoustics

Noise and Regional Chapters Com. Liaison
Underwater Acoustics

Animal Bioacoustics

Physical Acoustics

Acoustical Oceanography

Alexandra Loubeau Engineering Acoustics
John Camin Signal Processing in Acoustics
Biomedical/Bioresponse

Structural Acoustics and Vibration

Michael Canney
Micah Shepherd

Tutorials
Lily M. Wang, Chair to 2009

Term to 2009
Gerald D. Kidd

Term to 2008

Kenneth A. Cunefare

David R. Dowling

Barbara G. Shinn-Cunningham

Term to 2007
Ann R. Bradlow
James V. Candy
James P. Chambers

Ex officio:
Charles E. Schmid, Executive Director
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Women in Acoustics
Lisa M. Zurk, Chair to 2009

Term to 2009
Kathryn W. Hatlestad
Carolyn J. Richie

Term to 2008

Mardi C. Hastings
Brigitte Schulte-Fortkamp
Sophie Van Parijs

Lily M. Wang

Term to 2007

Sarah Hargus Ferguson
Benjamin R. Munson
Donna L. Neff

Nancy S. Timmerman

Ex officio:
George V. Frisk, Vice President-Elect

Acoustics Today Editorial Board
Richard Stern, Chair
Elliott H. Berger
Tlene J. Busch-Vishniac
Carol Espy-Wilson
K. Anthony Hoover
James F. Lynch
Allan D. Pierce
Thomas D. Rossing
Brigitte Schulte-Fortkamp

JASA Editorial Board
Term to June 2009
S. L. Broschat, Underwater Sound
J. A. Colosi, Underwater Sound
D. R. Dowling, Underwater Sound
R. F. Freyman, Psychological Acoustics
R. C. Gauss, Undewater Sound
M. C. Hastings, Bioacoustics—Animal
R. Y. Litovsky, Psychological Acoustics
A. Lofqvist, Speech Production
B. L. Lonsbury-Martin, Physiological Acoustics
T. D. Mast, Ultrasonics and Physical Acoustics
J. J. McCoy, Mathematical Acoustics
E. Moran, Acoustical News—USA
T. D. Rossing, Education in Acoustics
C. H. Shadle, Speech Production
V. W. Sparrow, Education in Acoustics
E. J. Sullivan, Acoustic Signal Processing
R. Stern, Electronic Archives
A. I Tolstoy, Underwater Sound
S. F. Wu, General Linear Acoustics

Term to June 2008

K. A. Attenborough, Noise

S. B. Blaeser, Acoustical News—Standards

D. S. Burnett, Computational Acoustics

W. M. Carey, Signal Processing in Acoustics
K. A. Cunefare, Noise, Its Effects and Control
D. Deutsch, Music and Musical Instruments
D. Feit, Structural Acoustics and Vibration

N. H. Fletcher, Music and Musical Instruments
K. G. Foote, Underwater Sound
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K. W. Grant, Speech Perception

P. E. Iverson, Speech Perception

G. C. Lauchle, Atmospheric Acoustics and Aeroacoustics
R. A. Lutfi, Psychological Acoustics

P. L. Marston, Acoustical Reviews-Books

W. G. Mayer, Acoustical News-International

V. E. Ostashev, Atmospheric Acoustics and Aeroacoustics
L. D. Rice, Acoustical Reviews-Patents

B. Schulte-Fortkamp, Noise: Effects and Control

W. P. Shofner, Physiological Acoustics

M. Sommers, Speech Perception

R. A. Stephen, Underwater Sound

B. H. Story, Speech Production

J. E. Sussman, Speech Perception

A. J. Szeri, Ultrasonics and Physical Effects of Sound
R. M. Waxler, General Linear Acoustics

G. S. K. Wong, Acoustical News—Standards

A. J. Zuckerwar, Applied Acoustics; Transduction; Acoustical
Measurements

Term to June 2007

W. W. L. Au, Bioacoustics-Animal

P. E. Barbone, Ultrasonics; Physical Effects of Sound
Y. H. Berthelot, Ultrasonics, Physical Effects of Sound
A. R. Bradlow, Speech Perception

C. C. Church, Bioacoustics-Biomedical

A. J. M. Davis, General Linear Acoustics

F. Dunn, Bioacoustics-Biomedical

L. P. Franzoni, Structural Acoustics andVibration

J. H. Grose, Psychological Acoustics

J. H. Ginsberg, Structural Acoustics and Vibration

M. F. Hamilton, Nonlinear Acoustics

M. S. Howe, Atmospheric Acoustics and Aeroacoustics
M. Kleiner, Architectural Acoustics

J. G. McDaniel, Structural Acoustics and Vibration

D. D. O’Shaughnessy, Speech Processing and Communication Systems

A. J. Oxenham, Psychological Acoustics

R. Raspet, Ultrasonics, Physical Effects of Sound

W. L. Siegmann, Underwater Acoustics

J. A. Simmons, Bioacoustics

L. C. Sutherland, Atmospheric Acoustics and Aeroacoustics
L. L. Thompson, General Linear Acoustics

R. L. Weaver, Structural Acoustics and Vibration

E. G. Williams, Structural Acoustics and Vibration

N. Xiang, Architectural Acoustics

Associate Editors of JASA Express Letters (JASA-EL)
Term to 30 June 2009
D. S. Burnett, Computational Acoustics
J. V. Candy, Acoustic Signal Processing
C. C. Church, Bioacoustics
M. F. Hamilton, Nonlinear Acoustics
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J. M. Hillenbrand, Speech Perception

A. Lofqvist, Speech Production

J. F. Lynch, Underwater Acoustics

B. L. Lonsbury-Martin, Physiological Acoustics

T. J. Matula, Ultrasonics, Quantum Acoustics and Physical Effects of
Sound

J. G. McDaniel, Structural Acoustics and Vibration
A. N. Norris, General Linear Acoustics

D. D. O’Shaughnessy, Speech Processing and Communication Systems
and Speech Perception

T. D. Rossing, Music and Musical Instruments
M. R. Stinson, Noise

R. M. Waxler, General Linear Acoustics

N. Xiang, Architectural Acoustics

Term to 30 June 2008

1. J. Busch-Vishniac, Transduction

D. Deutsch, Musical Acoustics

Q.-J. Fu, Psychological Acoustics

V. E. Ostashev, Aeroacoustics and Atmospheric Acoustics

Term to 30 June 2007

G. B. Deane, Underwater Sound

S. G. Kargl, Nonlinear Acoustics

C. F. Moss, Bioacoustics

J. Mobley, Ultrasonics, Quantum Acoustics and Physical Effects of Sound

Ad-Hoc Committees 20062007

JASA-EL Editorial Advisory
D. Keith Wilson, Chair
E. Carr Everbach
Anders Lofqvist
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Andrew N. Norris
Allan D. Pierce
Michael R. Stinson

Strategic Use of Investment Income
David Feit, Chair

Anthony A. Atchley

Charles E. Schmid

Education Outreach
Uwe J. Hansen
Jules S. Jaffe
Matthew E. Poese

ASA Webpage

Stephen C. Thompson, Chair
Susan Blaeser

Andrew Ganse
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ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager
ASA Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 [Tel.: (631) 390-0215; Fax: (631) 390-0217; e-mail: asastds @aip.org]

George S. K. Wong

Acoustical Standards, Institute for National Measurement Standards, National Research Council,
Ottawa, Ontario K1A 0R6, Canada [Tel.: (613) 993-6159; Fax: (613) 990-8765; e-mail:
george.wong@nrc.ca]

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
83, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes Catalogs of Acoustical Standards, both National and International. To receive copies of the
latest Standards Catalogs, please, contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar National

During the 152nd ASA Meeting, Honolulu, Hawaii, at the Sheraton Waikiki
Hotel, 28 November to 2 December 2006, the ASA Committee on Stan-
dards (ASACOS) and ASACOS STEERING Committees will meet as
follows:

* Tuesday, 28 November 2006, 7:00 p.m.
ASACOS Steering Committee
o Wednesday, 29 November 2006, 8:30 a.m.

ASA Committee on Standards (ASACOS). Meeting of the Committee that
directs the Standards Program of the Acoustical Society.

Photos from the Providence Meetings ) ;
The four Accredited Standards Committees and nine U.S. Technical Advi- o v
sory Groups held their annual administrative meetings in Providence, RI

f Ve

7 X _ Rhona Hellman’s plaque was for her work as Chair of S3/WG51, which

in June, along with 15 standards working groups. completed ANSI S3.4-2005 American National Standard Procedure for the
Computation of Loudness of Steady Sounds. Paul Schomer presented the

There are many opportunities to participate in the development of ANSI plaque at the S3 meeting.

Standards. Working group membership is open to individuals with exper-
tise in the subject and willingness to volunteer their time and knowledge.
There is no cost to participate in standards working groups. Contact the
Secretariat for details about the active working groups.

L { Martin Alexander was presented with a plaque for chairing S12/WG 43
Matthew Nobile received a plaque from S1 Chair John Seiler for Chairing which completed ANSI S12.652005 American National Standard for Rating
S1/WG 4 and completing ANSI S1.13-2005 American National Standard Noise with Respect to Speech Interference. William Murphy, Vice Chair of
Measurement of Sound Pressure Levels in Air. S12, presented the plaque.
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Changes in S2 Leadership

The Providence meeting of S2 represented the final meeting chaired by
Richard J. Peppin. Both Mr. Peppin and S2 Vice Chair David J. Evans
have completed their terms of office. ASACOS Chair Paul Schomer pre-
sented them each with a plaque and sincere thanks from S2 and from
ASACOS.

Paul Schomer presented a plaque to Richard Peppin in appreciation of his
six years of service as Chair of Accredited Standards Committee S2.

Paul Schomer presented a plaque to David J. Evans in appreciation of his six
years of service as Vice Chair of Accredited Standards Committee S2, pre-
ceded by six years as S2 Chair.

The new Chair of S2 is Ronald L. Eshleman, Director of the Vibration
Institute.

The new Vice Chair of S2 is Ali T. Herfat, Director of Global Technical
Services for the Copeland Corporation.
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Standards News from the United States

(Partially derived from ANSI Reporter, and ANSI Standards Action, with
appreciation)

American National Standards Call for
Comment on Proposals Listed

This section solicits comments on proposed new American National
Standards and on proposals to revise, reaffirm, or withdrawal approval of
existing standards. The dates listed in parenthesis are for information only.

ASA (ASC S3)

New Standards

BSR S3.47-200x, Specification of Hearing Assistance Devices/Systems
(new standard)

This standard describes definitions and measurements suitable for
the specification and evaluation of Hearing Assistance Devices/Systems
(HADS). HADS are a group of physically configured instruments that are
intended to facilitate hearing by providing amplification of an acoustic
signal and/or improving the signal-to-noise ratio by means of a nonacous-
tic signal transmission method. These include personal assistive listening
devices, auditory trainers, hearing aids, large area assistive listening sys-
tems, telephone amplifiers, alerting devices, and similar devices. (24 July
2006).

ASABE (American Society of Agricultural and

Biological Engineers)
New National Adoptions

ANSI/ASABE/ISO 5007-2003, Agricultural wheeled tractors—Operator’s
seat—Laboratory measurement of transmitted vibration (identical national
adoption): 5/25/2006.

ANSI/ASABE/ISO 5008-2002W/Cor.1-2006, Agricultural wheeled trac-
tors and field machinery—Measurement of whole-body vibration of the
operator (identical national adoption) (25 May 2006).

Project Initiation Notification System (PINS)

ANSI Procedures require notification of ANSI by ANSI-accredited stan-
dards developers of the initiation and scope of activities expected to result
in new or revised American National Standards. This information is a key
element in planning and coordinating American National Standards. The
following is a list of proposed new American National Standards or revi-
sions to existing American National Standards that have been received
from ANSI-accredited standards developers that utilize the periodic main-
tenance option in connection with their standards. Directly and materially
affected interests wishing to receive more information should contact the
standards developer directly.

ASA (ASC S2)

BSR S2.71-200x, Guide to the Evaluation of Human Exposure to Vibration
in Buildings [revision of ANSI S$2.71-1983 (R2006)]

Reactions of humans to vibrations of 1 to 80 Hz inside buildings are
assessed in this standard by use of degrees of perception and associated
vibration levels and durations. Accelerations or velocities inside buildings
may be measured to assess perceptibility and possible adverse reactions
from those inside. A variety of building types and situations are covered
by the use of multiplying factors applied to the basic curves. Responses
are related to the event durations, frequencies of vibration, and body ori-
entation with respect to the vibration. Project Need: To put this standard
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into alignment with related ISO standards, this version updates several
outdated normative references, frequency weightings, and exposure limits.

ASA (ASC S12)

BSR S12.9-Part 6-200x, Quantities and Procedures for Description and
Measurement of Environmental Sound-Part 6: Methods for Estimation of
Awakenings Associated with Aircraft Noise Events Heard in Homes [re-
vision of ANSI S12.9-Part 6-2000 (R2005)]

This Standard defines noise levels that are associated with sleep
disturbance in home settings in which people are familiar with the neigh-
borhood noise environment. Project Need: This type of measurement of
environmental sound is critical to the assessment of airport impacts at
night.

BSR/IEEE 1329-200x, Standard Method for Measuring Transmission Per-
formance of Handsfree Telephone Sets (revision of ANSI/IEEE
1329-1999)

This standard provides the techniques for objective measurement of
electroacoustic and voice switching characteristics of analog and digital
handsfree telephones (HFTs). Due to the various characteristics of HFTs
and the environments in which they operate, not all of the test procedures
in this standard are applicable to all HFTs. The application of the test
procedures to atypical HFTs should be determined on an individual basis.

NEMA (ASC C136) (National Electrical
Manufacturers Association)

BSR C136.30-200x, Roadway and Area Lighting Equipment—Pole Vibra-
tion Testing Procedure (new standard)

This standard covers the minimum vibration withstand requirements
and testing procedures for poles used in roadway and area lighting appli-
cations. Project Need: This standard would assure minimum product in-
tegrity for vibration under normal use.

ASTM (ASTM International)

BSR/ASTM WK8183/F2544-200x, Standard Test Method for Determining
A-Weighted Sound Power Level of Central Vacuum Power Units (new
standard)

This test method calculates the overall A-weighted sound power
level emitted by central vacuum power units, intended for operation in
domestic applications. This standard applies to the power unit only, at the
power unit location. To test the sound power level of a central vacuum at
the user’s location, refer to ASTM test standard F1334. Project Need: This
test method describes a procedure for determining the A-weighted sound
power level of small noise sources. This test method uses a nonspecial
semireverberant room.

Final actions on American National Standards

The standards actions listed below have been approved by the ANSI Board
of Standards Review (BSR) or by an ANSI-Audited Designator, as
applicable.

ASA (ASC S2)

Reaffirmations

ANSI S2.2-1959 (R2006), Standard Methods for the Calibration of Shock
and Vibration Pickups [reaffirmation of ANSI S2.2-1959 (R2001)] (19
May 2006)
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ANSI S2.16-1997 (R2006), Vibratory Noise Measurements and Acceptance
Requirements for Shipboard Equipment [reaffirmation of ANSI S2.16-
1997 (R2001)] (22 May 2006)

ANSI S2.26-2001 (R2006), Vibration Testing Requirements and Acceptance
Criteria for Shipboard Equipment (reaffirmation of ANSI S$2.26-2001) (22
May 2006)

ANSI S2.48-1993 (R2006), Servo-Hydraulic Test Equipment for Generating
Vibration—Methods of Describing Characteristics [reaffirmation of ANSI
$2.48-1993 (R2001)] (22 May 2006)

ANSI S2.71-1983 (R2006), Guide to the Evaluation of Human Exposure to
Vibration in Buildings [reaffirmation and redesignation of ANSI S3.29-
1983 (R2001)] (19 May 2006)

Revisions

ANSI S2.70-2006, Guide for the Measurement and Evaluation of Human
Exposure to Vibration Transmitted to the Hand [revision of ANSI S3.34-
1986 (R1997)] (19 May 2006)

Withdrawals

ANSI S2.47-1990, Vibration of Buildings—Guidelines for the Measurement
of Vibrations and Evaluation of Their Effects on Buildings [withdrawal of
ANSI S2.47-1990 (R2001)] (19 May 2006)

ASA (ASC S3)

Reaffirmations

ANSI S3.36-1985 (R2006), Manikin for Simulated in-situ Airborne Acous-
tic Measurements [reaffirmation of ANSI S3.36-1985 (R2001)] (27 April
2006)

ANSI S3.44-1996 (R2006), Determination of Occupational Noise Exposure
and Estimation of Noise-Induced Hearing Impairment [reaffirmation of
ANSI S3.44-1996 (R2001)] (27 April 2006)

ASA (ASC S12)

Reaffirmations

ANSI S12.1-1983 (R2006), Guidelines for the Preparation of Standard Pro-
cedures to Determine the Noise Emission from Sources [reaffirmation of
ANSI S12.1-1983 (R2001)] (3 May 2006)

ANSI S12.3-1985 (R2006), Statistical Methods for Determining and Veri-
fying Stated Noise Emission Values of Machinery and Equipment [reaffir-
mation of ANSI S12.3-1985 (R2001)] (3 May 2006)

ANSI S12.17-1996 (R2006), Impulse Sound Propagation for Environmental
Noise Assessment [reaffirmation of ANSI S12.17-1996 (R2001)] (3 May
2006)

ANSI S12.19-1996 (R2006), Measurement of Occupational Noise Exposure
[reaffirmation of ANSI $12.19-1996 (R2001)] (23 May 2006)

ANSI S12.23-1989 (R2006), Method for the Designation of Sound Power
Emitted by Machinery and Equipment [reaffirmation of ANSI S12.23-
1989 (R2001)] (3 May 2006)
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New National Adoptions

ANSI S12.55-2006/ISO 3745:2003, Acoustics—Determination of sound
power levels of noise sources using sound pressure—Precision methods
for anechoic and hemi-anechoic rooms [identical national adoption and
revision of ANSI S$12.35-1990 (R2001)] (27 April 2006)

ATIS (Alliance for Telecommunications

Industry Solutions)
New Standards

ANSI ATIS 0600005-200x, Acoustic Measurement (new standard) (16 May
2006)

U.S. Technical Advisory Groups Revised
Operating Procedures American Society of
Mechanical Engineers (ASME International)
The American Society of Mechanical Engineers (ASME Interna-
tional) has submitted a single set of revised operating procedures for the

U.S. Technical Advisory Groups to the following ISO Technical Commit-
tees and Subcommittees that it currently administers:

TC 39: Machine tools (includes SC 2, Test conditions for metal cutting
machine tools; SC 6, Noise of machine tools; SC 8, Work holding spindles
and chucks) (10 July 2006)

Newly Published ISO and IEC Standards

Listed here are new and revised standards recently approved and
promulgated by ISO—the International Organization for Standardization

ISO Standards

TRACTORS AND MACHINERY FOR
AGRICULTURE AND FORESTRY (TC 23)

ISO 22867/Cor1:2006, Forestry machinery—Vibration test code for por-
table hand-held machines with internal combustion engine—Vibration at
the handles

IEC Standards

WIND TURBINE GENERATOR SYSTEMS
(TC 88)

IEC 61400-11 Amd.1 Ed. 2.0 en: 2006, Amendment 1—Wind turbine gen-
erator systems—Part 11: Acoustic noise measurement techniques

ISO Draft Standard

1156 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

ACOUSTICS (TC 43)

ISO 3822-1/DAmd1, Acoustics—Laboratory tests on noise emission from
appliances and equipment used in water supply installations—Part 1:
Method of measurement—Amendment 1: Measurement uncertainty—(5
August 2006)

MECHANICAL VIBRATION AND SHOCK
(TC 108)

ISO/DIS 18436-4, Condition monitoring and diagnostics of machines—
Requirements for training and certification of personnel—Part 4: Field
lubricant analysis (23 July 2006)

ISO/DIS 18436-8, Condition monitoring and diagnostics of machines—
Requirements for training and certification of personnel—Part 8: Ther-
mography (23 July 2006)

SMALL CRAFT (TC 188)

ISO/DIS 14509-1, Small craft—Airborne sound emitted by powered recre-
ational craft—Part 1: Pass-by measurement procedures (26 August 2006)

IEC Draft Standard

29/600/FDIS, IEC 60318-5 Ed.1: Electroacoustics—Simulators of human
head and ear—Part 5: 2 cm 3 coupler for the measurement of hearing aids
and earphones coupled to the ear by means of ear inserts (30 June 2006)

International documents submitted to the U.S.

for vote and/or comment

Some of the documents processed recently by the ASA Standards Secre-
tariat. Dates in parenthesis are deadlines for submission of comments and
recommendation for vote, and they are for information only.

U.S. TAG ISO and IEC documents

S1 IEC/FDIS 60318-5 (29/600/FDIS) “Electroacoustics—
Simulators
of human head and ear—Part 5: 2 cm? coupler for the
measurement
of hearing aids and earphones coupled to the ear by
means of ear
inserts” (18 June 2006)
IEC 29/599/NP “Audio-frequency induction loop sys-
tems for assisted
hearing—Method of measuring and specifying the per-
formance of system
components” (9 June 2006)
IEC 29/598/NP “Audio-frequency induction loop sys-
tems for assisted
hearing—Method of measuring the low frequency mag-
netic field
emissions from the loop of assessing conformity with
guidelines on limits
for human exposure” (9 June 2006)

S12 ISO/FDIS 16832 “Acoustics—Loudness scaling by

means of
categories” (12 June 2006)

Acoustical Standards News



BOOK REVIEWS

P. L. Marston

Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust Soc. Am. 81, 1651 (May 1987).]

Vertebrate Hair Cells

Edited byRuth Anne Eatock,
Richard R. Fay, and Arthur N. Popper

Springer, New York, 2006, 454 pp. Price: $129.00 (hardcover).
ISBN: 0387952020

This book is the 27th of a series known as the “Springer Handbook of
Auditory Research,” which now constitutes the most comprehensive library
of information on the auditory system. Although the sensory receptor cells
of the inner ear—the hair cells—have been dealt with in other volumes of
this series, this is the first to concentrate exclusively on the hair cells them-
selves. Rather than present a dozen shorter chapters covering all aspects, the
editors chose to present 8 chapters, some of them quite extensive, on im-
portant features, most of which have been the subject of recent intense
research. The authors are among the best-known workers in the respective
research areas.

Put into perspective, hair cells are quite remarkable. Whereas our eyes
work with more than 100 million receptor cells each, each of our ears has
only about 30,000 hair cells at birth and, of these, only about one-quarter
actually transmit information to the brain—that is four orders of magnitude
fewer receptors than in the eye! Obviously, these are rather special cells that
are worthy of a lot of attention.

Most of the book concentrates on the cochlea, but a final chapter deals
with mammalian vestibular hair cells. The review of cochlear hair cells
includes their development, their structure, and their function, including the
physiology of the innervating afferent and efferent nerve fibers. Each of the
comprehensive chapters can be read as a unit, and the number of very recent
references demonstrates that they are up to date. Although the emphasis is
on mammalian hair cells, many studies have been carried out using non-
mammals, such as chickens, turtles and frogs, and these receive appropriate
attention.

Recent advances in molecular biology have made it possible to gain
much more insight into the processes guiding development, and a substantial
chapter by Goodyear, Kros, and Richardson not only covers the genetics and
the roles of many proteins in development but integrates it nicely into struc-
tural and electrophysiological development. This is accompanied by a num-
ber of new and very useful illustrations. It is refreshing to see authors take
the time to avoid recycling old figures!

The structural basis of mechanoelectrical transduction by the hair-cell
bundle is examined by Furness and Hackney. This chapter is mostly about
the nature and the spatial localization of a large number of proteins thought
to be involved in connecting bundle stereovilli, in the transduction channels
and the cytoskeleton. Recent findings indicate that the tip link itself is not
the so-called gating spring, but rather the ankyrin repeats that connect the
cytoplasmatic side of the channel to the cytoskeleton. Transduction exami-
nation using physiological techniques is discussed by Fettiplace and Ricci.
Here, the extensive work carried out on turtle auditory and frog vestibular
hair cells—using sophisticated micromechanical measurements, electro-
physiology, and chemical manipulation of channels and ionic
concentrations—is thoroughly discussed. There is a useful discussion of the
various aspects of channel adaptation, and this is particularly interesting
with respect to the apparent linkage between adaptational phenomena and
active processes involving hair-cell channels. Fewer data are available from
mammals, but those that are indicate a fundamentally similar situation but
with faster kinetics. Unfortunately, two recent important pieces of work on
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active movements in mammalian hair-cell bundles were obviously published
at a time permitting only a cursory mention in the very last sentence.

Electrical frequency tuning of hair cells has not been demonstrated in
mammals, but in many nonmammalian auditory and in vestibular hair cells.
Although much of the data discussed in a chapter by Art and Fettiplace is
not new, electrical tuning does present new challenges and opportunities for
the molecular study of hearing processes. Tuning to specific frequencies in
these cells is achieved by a particular combination of channel numbers,
kinetics, and accessory channel subunits, and some of the proteins involved
are known to have a number of regions of alternative splicing. This combi-
nation of factors apparently makes it possible to create thousands of differ-
ent combinations that permit a tonotopic arrangement of hair cells over a
wide frequency range. The challenge for the future will be to show how a
hair cell’s frequency response is determined, and how neighboring cells can
have just very slightly differing response ranges.

Fuchs and Parsons’ chapter on synaptic physiology emphasizes that the
afferent synapse of auditory hair cells is very interesting. Not only are some
capable of sustaining spontaneous firing rates of over 100/s in the nerve
fibers, many can sustain even higher response rates over long periods of
time, and some phase lock to auditory stimuli of nearly 10 kHz (in the barn
owl). These amazing feats require mechanisms that can recycle and replen-
ish synaptic vesicles extremely rapidly, and it appears that the enigmatic and
little-understood synaptic bodies and ribbons play an important role here.
This is an active field that will produce many interesting results in the
future. Curiously, the section on efferent synapses concentrates exclusively
on the effects acetylcholine receptors, and does not even mention that other
transmitters can be found, at least as co-transmitters.

I found the chapter by Brownell on piezoelectric effects of hair-cell
membranes difficult to follow, but this reflects my own lack of training in
physics. Brownell acknowledges the roles of bundle- and cell-membrane
prestin motors in cochlear amplification, but emphasizes that piezoelectric
effects are also necessary, especially to cope with extremely high frequen-
cies. However, I did understand some claims that Brownell makes regarding
the evolution of this system, and find them unacceptable. The fact that “the
spiral-shaped cochlea appeared with the OHC” (outer hair cells) is mani-
festly untrue, since OHC are found in egg-laying mammals that do not have
a coiled cochlea. In addition, the first mammals were not “rodentlike,” and
almost certainly were not capable of ultrasonic hearing. These minor details
do not, however, detract from the chapter’s thrust.

The longest chapter, by Eatock and Lysokowski on vestibular hair
cells, very nicely covers in the one chapter what the rest of the book covers
for auditory hair cells. It reviews all aspects of the structures and functions
of different types of vestibular hair cells, and is a joy to read. It includes a
number of very useful new illustrations, for example, summarizing the com-
plex molecular mechanisms of afferent and efferent synapses in type I and
type II vestibular hair cells.

This book will be a very useful reference work for all who work with
vertebrate hair cells, and for those who are looking for comprehensive re-
views of the most important aspects of the structure and function of these
amazing sensory cells.

GEOFFREY A. MANLEY
Technische Universitaet Muenchen
Lehrstuhl Fuer Zoologie
Lichtenbergstr. 4

85747 Garching, Germany
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Collected Works of Rohn Truell

Edited byC. F. Ying

Chinese Academy of Sciences, Beijing

This book has an interesting history. In 1948, Rohn Truell established
the Metals Research Laboratory in the Applied Mathematics Department at
Brown University. Under Truell’s direction, researchers in this laboratory
performed pioneering ultrasonic studies of solids in many areas. The effects
of point defects and dislocations on ultrasonic attenuation and velocity were
investigated. In 1956, the dislocation studies led to the development, by A.V.
Granato and K. Lucke, of the very successful Granato-Lucke string model of
dislocation damping. The theory of the scattering of ultrasonic waves by
point defects and by macroscopic obstacles was considered in a series of
papers by Ying, Einspruch, Waterman, and Truell. Later work investigated
nonlinear sound propagation in solids, and the anharmonic interaction be-
tween a sound wave and thermal phonons. A very important and lasting
contribution was made in the area of electronic instrumentation. B. B.
Chick, working together with G. P. Anderson, Truell, and others, developed
electronics that could be used to make accurate attenuation and velocity
measurements over the frequency range from 1 MHz up to several GHz.
This instrumentation was later made commercially available, and has since
been used in a large number of ultrasonics laboratories around the world.

Much of this work was summarized in the well-known text “Ultrasonic
Methods in Solid State Physics” by R. Truell, C. Elbaum, and B. B. Chick,
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published in 1969 by Academic Press. This book appeared shortly after the
death of Truell in 1968, and has since continued to be a valuable resource
for workers in the field.

C. F. Ying came from China in 1948 to work in the Metals Research
Laboratory soon after it was founded. During the Korean war, the U.S.
government did not allow him to return to China, since it was considered
that Chinese scientists might provide help to the North Korean war effort.
He finally returned to China in 1955. There, he founded a research group in
the Institute of Applied Sciences of the Chinese Academy of Sciences to
study ultrasonics, and concentrated on introducing ultrasonic techniques to
solve many practical problems in both industry and in medicine. Ying has
always maintained contact with Brown University, and has very good
memories of the time that he spent working with Truell. Last year, he de-
cided to organize a collection of Truell’s papers to distribute to interested
acousticians. Two hundred copies have been printed, and some of these have
already been delivered to former members of the Metals Research Labora-
tory, to acoustics institutes, and to other interested acousticians. Currently,
there remain a number of copies at Brown University and the author of this
review will be happy to send a copy to any reader who requests one.

HUMPHREY J. MARIS
Department of Physics,

Brown University, Providence,
Rhode island 02912
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OBITUARY

John W. Kopec®1936-2004

John W. Kopec, a long-time mem-
ber of the Acoustical Society of
America, died in Chicago, Illinois, on
October 14, 2004 at the age of 67. Ko-
pec passed away after a vigorous recur-
rence of leukemia, from which he had
enjoyed a lengthy sabbatical after his
original 1998 diagnosis.

John Kopec was born in Chicago,
on 5 November 1936, the first of two
children of the late John Sr. and Marie
Kopec. After graduation from high
school in Chicago, he served in the U.
S. Air Force where he received training
in radio, navigation, radar, and teletype
maintenance and repair, as well as in electronic detonation for demolition.
After 4 years of military service, Kopec studied electrical engineering and
computer science, and earned an Associates degree from the Illinois Institute
of Technology (IIT).

Kopec began working for IIT Research Institute (IITRI) (now Alion
Science and Technology) in 1961 as an Assistant Experimentalist, and be-
came a major contributor to the fire and explosives research being conducted
there. He was assigned to Riverbank Acoustical Laboratories in 1976 where
he served in a number of positions, finally being named laboratory manager
in 1993. He was the first three-time recipient of IITRI’s Commitment to
Excellence Award.

Kopec directed the execution of the various standard tests performed at
the Riverbank Acoustical Laboratories. His supervision covered client con-
tact, installation of materials, test procedures, and evaluation of results
through narrative reports that he augmented with design drawings and sche-
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matics. He participated in numerous community noise impact studies in-
volving highways, airports, railroads, automobiles, trucks, and various in-
dustrial complexes. His role as project engineer on noise control programs
centered on portable air compressors, heating, ventilation, and air condition-
ing equipment, diesel engines, generators, and line pull transformers. He
documented various performance specifications and calibration of specific
project-oriented acoustical equipment.

Kopec was the author or coauthor of more than 25 papers on acoustics.
Serving as Laboratory Supervisor and Laboratory Manager of the Riverbank
Acoustical Laboratories (RAL) for 26 years (1972-1998), no one knew the
history and capabilities of the unique laboratory better than John Kopec. In
1997, he published The Sabines at Riverbank in which he described the
history of RAL from the early 1900s beginning with its founder, Colonel
George Fabyan, and Professor Wallace C. Sabine, the father of the science
of architectural acoustics. Kopec was recognized worldwide for his under-
standing of architectural acoustics and its history. His contacts in the acous-
tics community have been very instrumental in building the business base at
RAL.

Kopec joined the Acoustical Society of America in 1977, was elected
to full Membership in 1979, and to Fellowship in 1994. He served on the
Committee on Architectural Acoustics (1982-2000), the Committee on Ar-
chives and History (1988-2000, Chair 1991-1994), and the Committee on
Regional Chapters (1984-2004). He was the Secretary and Chapter Repre-
sentative for the Chicago Regional Chapter (1983-2004), and served as
Technical Program Cochair for the Spring 2001 meeting of the Acoustical
Society. Kopec was a member of the Canadian Acoustical Association, the
American Society for Testing and Materials, and the New York Academy of
Sciences.

Kopec is survived by a son, Brian, daughter, Vaune Martens, and four
grandchildren, Melissa, Candice, Matthew, and Corey.

DAVID L. MOYER
WILLIAM J. CAVANAUGH
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7,021,560

43.10.Pr SYSTEM AND METHOD FOR AEROSOL
DELIVERY

Larry B. Gray and Richard J. Lanigan, assignors to DEKA
Products Limited Partnership
4 April 2006 (Class 239/303); filed 25 September 2003

Aerosolized delivery of drugs is often advantageous over other types
of drug delivery, but aerosol systems need to be able to deliver predeter-
mined doses reliably. The delivery system described in this patent employs
a variable acoustic source and a microphone, both acoustically coupled to a
volume consisting of a fluid region and an air region. A fluid valve allows an
amount of fluid to exit the fluid region, depending on the volume of the air
region, and aersolizes a portion of this amount of fluid. A processor deter-
mines the volume of the air region on the basis of a signal from the micro-
phone and controls the opening and closing of the fluid valve. A second
processor may be provided to determine the volume of the aerosolized
fluid.—EEU

7,017,424
43.35.Zc VIBRATORY TRANSDUCER

Alfred Rieder and Wolfgang Drahm, assignors to Endress
Endress+Hauser Flowtec AG
28 March 2006 (Class 73/861.355); filed in Germany 8 May 2002

The patent covers a torsionally vibrating tube 10 to measure the vis-
cosity of a fluid 12, surrounded by tuned damper frame 20. A transducer 40
excites the tube’s torsional eigenmode of vibration, which is diminished by

81 sy on1

5,h 62 100

61A
viscous fluid 12. In addition, a tube-bending eigenmode can be excited at
another frequency. The resulting Coriolis force on fluid 12 is proportional to
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fluid density. This result can also be detected by sensors 61, 62. These
sensors may be any of a number of types.—AJC

7,019,439

43.35.Zc HIGH POWER ULTRASONIC
TRANSDUCER WITH BROADBAND FREQUENCY
CHARACTERISTICS AT ALL OVERTONES

AND HARMONICS

Eugene A. DeCastro et al., assignors to Blackstone-Ney
Ultrasonics, Incorporated
28 March 2006 (Class 310/325); filed 30 July 2002

Longevan transducers for cleaning are described that operate at two or
more frequencies among 40, 80, 120, 170, 220, and 270 kHz when driven
with FM currents swept over a 10% bandwidth. An attached back mass (not
shown), a mirror image of the front mass 226, provides longitudinal

|

resonance. Longitudinal and radial modes are excited. One embodiment
employs a flapping mode where a thin face 224 over a void 222 in the front
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mass 226 gives rise to a high-power ultrasonic resonance that directs acous-
tic streaming for particle removal.—AJC

7,010,963
43.38.Ar LIQUID DETECTING APPARATUS

Shinsuke Miura, assignor to CBC Materials Company, Limited
14 March 2006 (Class 73/54.24); filed in Japan 20 November 2002

This patent describes a liquid density and viscosity sensor that works
on the torsional oscillator principle. A small cylindrical mass with vanes on
a thin shaft is immersed in the liquid under experiment and caused to twist
by the use of piezoelectric actuators disposed on a diameter of the suspen-
sion of the shaft. The frequency and damping of the torsional oscillation are
used to calculate the density and viscosity of the liquid. What is new about
this? It is difficult to understand due to the fact that the writing and/or
translation is terrible, in two cases resulting in sentences that are 330 words
(one paragraph) long!—JAH

7,019,605

43.38.Ar STACKED BULK ACOUSTIC RESONATOR
BAND-PASS FILTER WITH CONTROLLABLE
PASS BANDWIDTH

John D. Larson III, Palo Alto, California
28 March 2006 (Class 333/187); filed 30 October 2003

This patent describes the use of plastic as a weak acoustic coupling
material used between stacked-film bulk acoustic resonators. Nothing is pre-
sented that would not have been evident to a practitioner of the art.—JAH

7,014,115

43.38.Bs MEMS SCANNING MIRROR WITH
DISTRIBUTED HINGES AND MULTIPLE SUPPORT
ATTACHMENTS

Yee-Chung Fu, assignor to Advanced Nano Systems, Incorporated
21 March 2006 (Class 235/454); filed 10 October 2003

One of the interesting things about MEMS sensors and actuators is that
they can be integrated so tightly with the device itself. In this patent, we see
how the drive actuator is most of the device, distributed all along the tor-
sional spring elements 105A—105H. The device is a scanning mirror device,
apparently intended to operate at its resonant frequency in constant torsional

. i /}/ %/,///QZ ,

1097 105D
oscillation. The use of an extended set of springs is risky in that it would
usually allow a lot of parasitic modes of oscillation, but this is mitigated
somewhat by the distributed drive elements. The primary novelty of this
device seems to be in the spring supports, which allow easy fabrication
using surface micromachining techniques. The patent is brief and devoid of
any dimensional or construction details.—JAH
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6,993,146

43.38.Dv SPEAKER HAVING SPACER RING INSIDE
FRAME

Eiji Sato, assignor to Mineba Company, Limited
31 January 2006 (Class 381/398); filed in Japan 15 February 2002

“A speaker comprises: a magnetic circuit composed of a pot yoke, a
magnet, and a pole piece; a diaphragm shaped conical, defining an outer
periphery and an inner periphery, and having a surround half-rolled and
fixedly disposed at the outer periphery and a voice coil bobbin with a voice
coil wound therein fixedly disposed at the inner periphery; a spider having

an outer diameter equal to or larger than the outer diameter of the surround;
a frame having the magnetic circuit fixedly disposed at its central opening;
and a spacer ring fixedly disposed inside the frame, and having a surround
edge receiving portion adapted to fixedly receive the entire outer edge of the
surround thereon.” —NAS

7,017,419

43.38.Dv MICRO-MECHANICAL CAPACITIVE
INDUCTIVE SENSOR FOR WIRELESS DETECTION
OF RELATIVE OR ABSOLUTE PRESSURE

Michael Pedersen et al., assignors to Corporation for National
Research Initiatives
28 March 2006 (Class 73/718); filed 31 August 2004

What do you get when you combine a capacitive pressure gauge and a
coil on different levels of the same circuit board? A wireless sensor! This
patent describes the way in which the inventors think this should be done,
on a low-temperature cofired ceramic (LTCC) circuit board. The whole con-
cept has been done before, just the materials are different.—JAH

7,019,437

43.38.Fx HIGH-EFFICIENCY PIEZOELECTRIC
SINGLE-PHASE UNI-POLAR ULTRASONIC
ACTUATORS WITH A NOTCHED PZT BACK DISC

Min-Shen Ouyang and Swe-Kai Chen, both of Hsinchu, Taiwan,
Province of China
28 March 2006 (Class 310/323.08); filed 4 September 2003

This patent covers a funny little motor that spins due to rotational
asymmetries in its construction. The authors argue that asymmetry in a
stacked-disk piezoelectric actuator can cause thickness-mode vibrations to
be coupled efficiently to rotational motion of a backing plate. The concept of
failing to utilize pre-existing mode structures of circular symmetry seems
odd, but the authors maintain that radial slots and screws placed slightly off
equi-angular divisions work well, allowing “the maximum speed of the
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rotor to reach up to above 3000 rpm.”” Well, one should hope so. The reader
is advised to look elsewhere for insights into ultrasonic motors.—JAH

7,019,621

43.38.Fx METHODS AND APPARATUS TO
INCREASE SOUND QUALITY OF PIEZOELECTRIC
DEVICES

Stanley E. Woodard, Hampton, Virginia et al.
28 March 2006 (Class 340/384.6); filed 2 January 2001

The authors describe how one can make a broadband piezoelectric
transducer that can produce vibrations (buzzer) as well as produce good
sound. They propose “T”’-shaped unimorph and bimorph actuators having
various holes through them similar to those shown in the figure. They stress

Mﬁﬂ Acoustic Members (160)
309

[0.2 in diameter, 0.1 height
0.01 diameter aperture]

Acoustic Members (160)
[0.3 in diameter, 0.1 height

0.01 diameter aperture]
310

Stainless steel layer
the ability of this transducer to generate broadband vibration, but who needs
such a thing? A device of this general structure would also seem to have an
irregular acoustic response with general lack of bass. No design or perfor-
mance information is given.—JAH

7,021,419
43.38.Ja SPEAKER SYSTEM

Koichi Sadaie and Kenichiro Toyofuku, assignors to Onkyo
Corporation
4 April 2006 (Class 181/156); filed in Japan 3 March 1999

This is a rewrite of United States Patent 6,798,891, originally filed in
Japan in 1999, reviewed in J. Acoust. Soc. Am. 117(4), 1692 (2005). That
patent described a small, sealed-box system in which sound from one or two
loudspeakers 11 emerged from a side-firing flared vent 42. Test results of ten
exemplary systems have now been included, apparently to demonstrate that
the basic idea really does work. Well, yes—in the sense that an additional air
mass coupled to the cone of a loudspeaker lowers the system resonance. The

40

technique was patented more than 50 years ago and is used in a number of
commercial subwoofers. This new patent also includes data demonstrating
that a flared vent produces less turbulence than a cylindrical vent (true) and
that lining the vent with absorptive material attenuates high-frequency noise
(true again). However, the implication that this geometry can magically
“widen the bass reproduction band” for a given size and efficiency is not
true.—GLA
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7,011,178
43.38.Ja SOUND TRANSMITTER AND SPEAKER

Jean-Pierre Morkerken, Paris, France
14 March 2006 (Class 181/151); filed in France 15 May 2001

At high sound levels, vented loudspeaker systems get into trouble.
Turbulence in the vent introduces unwanted damping and partial rectifica-
tion. During the past 5 years, we have seen considerable research into vent

turbulence and practical ways to minimize it. A number of patents have
already been granted, however, the application for this patent dates back to
2001, so it may predate some of them. Like other designs, a flared vent is
described but this one includes a bell-shaped section 6 at one end.—GLA

7,020,301
43.38.Ja LOUDSPEAKER

Satoshi Koura et al., assignors to Matsushita Electric Industrial
Company, Limited
28 March 2006 (Class 381/421); filed in Japan 5 November 2001

Commercial ribbon tweeters have been available since the 1930s. A
number of variants have been developed, including what this patent refers to
as a “leaf tweeter,” in which a flat, multiple-turn voice coil 21 is bonded to
a nonmetallic diaphragm 20. The overall shape can be circular or rectangu-
lar. In this new version, magnet 27 overlaps pole piece 26, permitting the
use of a larger and/or shallower magnet. Also, the stepped gap tends to

concentrate a greater portion of the magnetic field in the voice coil region.—
GLA

7,013,281

43.38.Lc SOUND GENERATOR CIRCUIT PRE-
FILTER SYSTEM AND METHOD

James B. Henrie and Wayne B. Hile, assignors to Palm,
Incorporated
14 March 2006 (Class 704/270.1); filed 12 March 2001

At one time, GenRad produced a multitone calibrator for sound level
meters. The transducer response was far from flat, but internal circuitry
adjusted the amplifier gain for each frequency. This patent describes a similar
concept. Many electronic devices include a digital multitone generator that
can play tunes. By adding a lookup table matched to the particular
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transducer used, the levels of individual frequencies can be held more or less
constant.—GLA

6,992,570

43.38.Md REST ROOM SOUND PRODUCING
DEVICE

Linda A. Weinstein Ide, Bronx, New York
31 January 2006 (Class 340/384.1); filed 22 May 2003

Sometimes just the abstract says it best: “The device is located with
the (rest)room and can be activated to produce a sound upon a person
entering the cubicle such that the sound so produced covers up the normal
bodily noises of a person using the rest room.” —MK

6,998,961

43.38.Md ALARM CLOCK WITH VOICE MESSAGE
INPUT

Shirley Ann Stihler, Del Rey Oaks, California
14 February 2006 (Class 340/309.9); filed 28 January 2004

Once again, the ubiquitous sound chip makes an appearance. The basic
idea is to permit an alarm clock to play a wake-up call. Additionally, the
alarm clock can be connected to a telephone, thereby also serving as an
answering machine. Imagine the possibilities: parents could yell at sleeping
teenagers, reveille for boy scouts, the possibilities are endless.—MK

7,006,001

43.38.Md SPEECH-EMITTING CELEBRATION
DEVICE

Mark A. Estrada, El Paso, Texas et al.
28 February 2006 (Class 340/692); filed 4 June 2002

Take the ubiquitous sound chip 20—activate it with a shock sensor 26

and you have a talking (or singing) pinata.—MK
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7,013,522

43.38.Md TOOTHBRUSH ASSEMBLY WITH SOUND
GENERATING FUNCTION

Toshinori Kumagai, assignor to Ablecorporation, Limited
21 March 2006 (Class 15/105); filed in Japan 1 July 2002

Ostensibly for children, this automated toothbrush has the ubiquitous
sound chip 5. By monitoring the number of rotations of the brush, differing
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encouraging messages can be given. However, without sensing the torque,
how will it know that it’s actually in the mouth? Next step: talking
floss.—MK

7,015,390
43.38.Md TRIAD PICKUP

Wayne A. Rogers, Titusville, Florida
21 March 2006 (Class 84/723); filed 15 January 2004

Simply put, the inventor wants to combine the outputs of a magnetic

guitar pickup, a microphone, and a piezoelectric pickup, all in one remov-
able assembly. A mixer schematic is provided.—MK

7,015,848

43.38.Md RECORDING/REPRODUCING
APPARATUS USING REFERENCE OSCILLATOR
FOR DIGITAL AUDIO

Masamichi Ohashi and Masamichi Tsuchiya, assignors to Nippon
Sogo Seisaku Company Limited
21 March 2006 (Class 341/155); filed in Japan 12 February 2002

Much is made of the importance of using a low-jitter reference clock
in the recording chain. Wouldn’t it make sense to use an atomic clock with
the ion of your choice? Wouldn’t this be obvious? Apparently not.—MK
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7,023,770

43.38.Md ENCODING RATE-BASED,
PROGRAMMABLE, LINEAR VELOCITY,
COMPRESSED AUDIO COMPACT DISC PLAYER

Stephen J. Fedigan and Thomas N. Millikan, assignors to Texas
Instruments Incorporated
4 April 2006 (Class 369/47.33); filed 12 September 2002

A simple way to change different playback rates in a compact disc is to
change the rotation speed of the motor depending on the encoding. That’s
it—MK

6,987,992

43.38.Si MULTIPLE WIRELESS MICROPHONE
SPEAKERPHONE SYSTEM AND METHOD

Sukhdeep S. Hundal and Supajet Guy Pothiboon, assignors to
VTech Telecommunications, Limited
17 January 2006 (Class 455/569.1); filed 8 January 2003

A system is described that appears to embody multiple instances of
prior art fashioned in a system that does not appear at all novel—with 23
claims—wireless microphones and receivers, automatic mixing, adaptive
echo cancelling, among others.—NAS

6,990,197
43.38.Si HANDS-FREE SPEAKER TELEPHONE

John Patrick Wong et al., assignors to Nokia Corporation
24 January 2006 (Class 379/433.02); filed 8 November 2001

Here is a simpler and, as claimed in the patent, better way to build the

200

device described in the patent title. The patent principally appears to cover a
means of assembly for the case of the device.—NAS
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7,019,955

43.38.Si MEMS DIGITAL-TO-ACOUSTIC
TRANSDUCER WITH ERROR CANCELLATION

Wayne A. Loeb et al., assignors to Carnegie Mellon University
28 March 2006 (Class 361/230); filed 18 February 2004

A low-cost MEMS (micro-electrical-mechanical system) microspeaker
is described comprising a silicon chip CMOS (complementary metal oxide
semiconductor) diaphragm 14 and DSP (digital signal processing) drive cir-
cuits 12 that fits into an ear canal. The electrostatically biased MEMS dia-
phragm 14 is driven by pulses of charge from DSP circuitry within the

wefer
(substrate)
thickness

t, memne £ N

inside of ear %
canal

perimeter leak —

MEMS structure 12, fed from an external digital-audio signal (not shown
here). Diaphragm 14 can also serve as a microphone sensor, with appropri-
ate DSP circuits added in 12, to provide, among other things, variable ca-
pacitance feedback and air impedance-matching signals for sound-
reproduction linearity and frequency-response compensation.—AJC

7,023,326

43.38.Si VIBRATION APPARATUS FOR A MOBILE
TELECOMMUNICATION TERMINAL AND
METHOD FOR CONTROLLING THE SAME

Seon-Woong Hwang, assignor to Samsung Electronics Company,
Limited

4 April 2006 (Class 340/384.71); filed in the Republic of Korea 26
May 2001

The vibrator used in a cellular phone to signal an incoming call is
driven at its resonance by a digital frequency generator. However, as this
patent warns, the resonant frequency can be changed by physical abuse or
by adjacent objects, thus reducing the intensity of the signal. The solution
suggested here is to sequentially drive the vibrator at two or more frequen-
cies. A sensor can be added to identify and maintain the frequency of maxi-
mum vibration—GLA

6,993,141

43.38.Tj SYSTEM FOR DISTRIBUTING A SIGNAL
BETWEEN LOUDSPEAKER DRIVERS

Stefan R. Hlibowicki, assignor to Audio Products International
Corporation
31 January 2006 (Class 381/111); filed 30 August 2002

The patent discloses that the sum of the voltages V1 and V2 remain
the same regardless of the impedances of the loudspeakers 18 and 20 when
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connected to a center tapped autotransformer. Ohm and Kirchoff were
right—NAS

6,996,240

43.38.Tj LOUDSPEAKER UNIT ADAPTED TO
ENVIRONMENT

Atsushi Sasaki, assignor to NEC Corporation
7 February 2006 (Class 381/58); filed in Japan 21 March 1997

A means is described of correcting the sound emanating from a loud-
speaker 5, where the output of the speaker is picked up by a microphone 6,
digitally processed 3, and compared with the original electrical signal from

M

5 6
2 3 4
[ / r M C
SOUND PROCESSOR
SOURCE L MODULE T AMPLIFIER
7

Lo
sound source 2. Equalization is applied in the processor module 3 to adjust
the electrical signal to compensate for the environment in which the loud-
speaker 5 is placed. Sounds familiar—NAS

7,013,013
43.38.Vk SURROUND DEVICE
Yoshinori Takei, assignor to Pioneer Electronic Corporation

14 March 2006 (Class 381/307); filed in Japan 20 March 1998

“Dolby Stereo” refers to a two-channel matrix coding scheme in
which front-center is represented by an in-phase signal in both channels and
the surround effect is represented by an anti-phase relationship. It was

51
1~ HIGH BOOST. Leh

52
Lt HIGH BOOST
O ADAPTIVE MEANS ,OFren

MATRIX
CIRCUIT MIDDLE AND LOW.
Rt O BOOST MEANS  [{JCeh

STEREO Stch
MEANS

HIGH BOOST—3
MEANS

Sch

SRch
formerly used as the principal carrier of motion picture surround program as
well as in VHS duplicated tapes. This patent relates to improvements in the
decoding parameters, via equalization, to improve the subjective aspects of
localization.—JME
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7,024,002

43.38.Vk METHOD AND APPARATUS FOR
SPATIALLY ENHANCING THE STEREO IMAGE IN
SOUND REPRODUCTION AND REINFORCEMENT
SYSTEMS

Baron C. Dickey, Mercer Island, Washington
4 April 2006 (Class 381/77); filed 14 October 2004

This patent proposes to accomplish something long ago abandoned by
practitioners of large-scale concert sound reinforcement—the literal creation
over a large listening area of stereo sound coverage as it is normally enjoyed
in the home environment. In short, the approach is to divide the listening
area into major zones from front to back, with a separate set of loudspeakers
covering each zone. Left-right tapering of radiation angles in each zone is
presumably relied on to produce accurate left-to-right imaging. How well
can such an approach work? In the home environment, cross-firing of loud-
speakers can increase the stereo “‘sweet spot” by subtly trading off delay
and amplitude cues [Blauert, Spatial Hearing (MIT Press, 1999), p. 209].
However, in making the move from the living room to the arena, relative
amplitude cues scale with size, but delay cues do not. Conventional stereo
does not work in large spaces, and this is one of the reasons that the motion
picture art, as well as concert sound reinforcement, have long made use of a
center channel. Regarding fore-aft coverage uniformity, both motion pic-
tures and concert sound have gravitated to asymmetric radiation patterns in
order to maintain reasonably consistent response.—JME

7,011,638

43.40.Ng DEVICE AND PROCEDURE TO TREAT
CARDIAC ATRIAL ARRHYTHMIAS

Eleanor L. Schuler and Claude K. Lee, assignors to Science
Medicus, Incorporated
14 March 2006 (Class 601/46); filed 14 November 2001

The goal of this device and method is to noninvasively control human
and animal hearts in the process of treating emergency arrhythmias of the
cardiac atrium. The device consists of a body containing a vibration member
that creates stimulation at a rate adjustable from nonvibrating mode to a

preferred operating range. The vibration member incorporates a vibrating
tip, which is used to contact the body. The process consists of positioning
the device in the vicinity of the cardoid artery bifurcation and sinus afferent
nerve sensors that carry coded signals to the medulla oblongata.—DRR
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7,023,066
43.40.Ph SILICON MICROPHONE

Sung Bok Lee and Peter V. Loeppert, assignors to Knowles
Electronics, LLC
4 April 2006 (Class 257/415); filed 20 November 2001

MEMS (micro-electromechanical-systems) technology is used here to
produce a “‘silicon” microphone. The figure is self-evident, showing the

exposed diaphragm 14 and the set of compliant tangential arms 14a that
support the diaphragm and relieve stresses in it.—JME

7,016,155

43.40.Tm VIBRATION-CANCELING MECHANISM
AND HEAD GIMBAL ASSEMBLY WITH THE
VIBRATION-CANCELING MECHANISM

Tamon Kasajima and Masashi Shiraishi, assignors to SAE
Magnetics (H.K.) Limited
21 March 2006 (Class 360/234.6); filed in Japan 4 July 2001

The author claims tuned dynamic damping of a gyro-stabilized disk
read head 22d. The damper 28-21-26-23 consists of flat material for ease of
precise manufacturing. Lateral vibration of the gimbaled arm supporting
beam 23 will cause torsion bending of beam 21¢, resulting in tilting of mass

23a 23

22a 22
22 that maintains the position of read head 22d on its track. The resonant
frequency of mass 22 on spring 21c is tuned by micromachining of 21¢ to be
the same as the resonant frequency of the arm (not shown) supporting 23.
Material 28 is soft and also provides damping.—AJC

7,013,206

43.40.Vn ELECTRICALLY ADJUSTABLE
SEMIACTIVE DAMPER CONTROL

Alexander Stiller et al., assignors to Continental
Aktiengesellschaft
14 March 2006 (Class 701/37); filed in Germany 27 April 2001

A shock absorber for automotive vehicles according to this patent is
actuated via a control system that makes use of wheel- and body-motion
signals. The range of the absorber force is adjusted to take road and driving
conditions into account, making use of signals that may represent such pa-
rameters as the vehicle’s longitudinal deceleration, changes in the brake
pressure, engine torque, or accelerator pedal position.—EEU
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7,013,832

43.40.Vvn ARRANGEMENT FOR DAMPING OF
STRUCTURAL RESONANCE

David C. Sexton ef al., assignors to Bae Systems plc
21 March 2006 (Class 114/382); filed in the United Kingdom 28
April 2000

In order to suppress the vibrations induced in the hull of a marine
vessel by its propulsion system, signals from a number of accelerometers
that are mounted on the hull are fed to a detector/controller that determines
the onset of resonant excitation of particular modes. Signals produced by
this controller are employed to actuate inertial masses (essentially, electro-
dynamic shakers) attached to the vessel’s thrust block or other suitable com-
ponent so as to generate forces that attenuate the resonant mode.—EEU

7,017,857
43.40.Vn ACTIVE VIBRATION CONTROL SYSTEM

Wayne Hill and Lev S. Tsimring, assignors to Foster-Miller,
Incorporated
28 March 2006 (Class 244/17.13); filed 16 September 2002

A 20-Hz, helicopter-blade, passage-frequency, vibration-reduction sys-
tem is claimed where an accelerometer 10 provides a proxy signal that is
conditioned by a computer to drive actuators 18 and 20 located between the

ROTOR/GEARBOX/ENGINE ASSY

o 46
30

ACCELEROMETERS
airframe and the rotor/gearbox/engine assembly. Conditioning uses the state
of vibration to predict amplitude to improve cancellation accuracy. A 48%
reduction in vibration amplitude was observed.—AJC

7,017,889

43.40.Vn ACTUATOR DRIVE CONTROL DEVICE
FOR ACTIVE VIBRATION ISOLATION
SUPPORT SYSTEM, AND METHODS OF USING
SAME

Atsushi Abe, assignor to Honda Motor Company, Limited
28 March 2006 (Class 267/140.15); filed in Japan 13 June 2003

An engine firing-frequency vibration-reduction system is claimed
where crank-pulse sensor Sa provides a reference-time proxy signal that is

REAR FRONT 52 ]
ACM ACM u
ACTUATOR ACTUATOR
ECU
JEUURO 1O Y I A VO O N R OV AN AN A
U UV
REAR SIDE ENGINE VIBRATION FRONT SIDE ENGINE VIBRATION
INPUT WAVEFORM INPUT WAVEFORM

conditioned by a computer to valves in actuators 29 placed between the
frame and the engine. Differences in firing state between the front and rear
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cylinder banks, which are computed based on previous engine-cylinder fir-
ing history, are used to compute the time when the actuator valves should be
operated.—AJC

7,015,812

43.50.Hg SOUND PROTECTING HEADSET WITH
PROXIMITY COLLISION AVOIDANCE
PROTECTION

Marc S. Lemchen, New York, New York
21 March 2006 (Class 340/541); filed 4 October 1995

Earmuff-type hearing protectors incorporate an audible proximity de-
tector to warn of otherwise inaudible moving objects.—JE

7,024,010

43.50.Hg ELECTRONIC EARPLUG FOR
MONITORING AND REDUCING WIDEBAND NOISE
AT THE TYMPANIC MEMBRANE

William R. Saunders ef al., assignors to Adaptive Technologies,
Incorporated
4 April 2006 (Class 381/317); filed 19 May 2003

An active noise-reduction earplug is described that provides for deter-
mining the complex sound pressure at the tympanic membrane and at the
active transducer. This permits location of the microphone and the trans-
ducer at various locations within the earplug. Effective noise reduction up to
5 kHz is achieved.—JE

7,024,013

43.50.Hg SOUND REDUCTION/ELIMINATION
DEVICE

Gregory A. Van Dam, Delray Beach and James Padula, Coconut
Creek, both of Florida
4 April 2006 (Class 381/376); filed 12 January 2004

This is an earmuff with a cloth covering designed to be worn by the
sleeping partner of a snoring person. The device may ‘“‘improve longevity of
relationship.” —JE

7,016,506

43.50.Ki MODULAR ACTIVE NOISE AIR FILTER
SPEAKER AND MICROPHONE ASSEMBLY

Brian Chiara, assignor to Siemens VDO Automotive Incorporated
21 March 2006 (Class 381/71.4); filed 25 September 2002

Automotive engines emit substantial noise from the air intake as well
as the exhaust. The intake would seem to be an attractive candidate for
active noise suppression because the system components do not have to
withstand corrosive gases at high temperatures. Even so, the sensing

1169 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006
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microphone may be exposed to debris and foul weather. This very short
patent describes a method of burying the microphone inside the intake air
filter. In a preferred embodiment, the microphone, speaker, and air filter are
combined into a single unit that can be easily installed. —GLA

7,020,288
43.50.Ki NOISE REDUCTION APPARATUS

Toshihiko Ohashi, assignor to Matsushita Electric Industrial
Company, Limited
28 March 2006 (Class 381/71.4); filed in Japan 20 August 1999

This is an active noise cancellation (ANC) system for the interior of
moving vehicles in which multiple interior microphones, engine-speed-, and
running-speed-sensor signals provide information to an ANC unit containing
signal processing and amplification to feed interior speakers 91 and 93 and

jxoom SPEAKER
9

92 HEADREST SPEAKERS

g
St

REAR TRAY
SPEAKER

passenger headrest speakers 92. Bone-conduction actuators, not shown,
placed near 93, are an alternate. The ANC unit includes adaptive-filter signal
processing for voice-sound-frequency recognition and loudness enhance-
ment according to individual passenger seat locations.—AJC

7,011,181
43.55.Ev SOUND INSULATION SYSTEM

Donald C. Albin, Jr., assignor to Lear Corporation
14 March 2006 (Class 181/290); filed 8 July 2003

This is a vehicle floor-pan acoustical absorber comprising pleated ma-
terial 22 with fibers oriented vertically and corrugated surface 12—16

o an

i ¥ “lu‘u

22

16— 23 20 26 20
forming a remaining air gap. Pleating 22 is formed by a Strutto machine.
Claims include mold method, shape 24, heating, and sequence. Some im-
proved absorption above 1 kHz is evident from the author’s test data.—AJC
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6,991,549
43.58.Wc SOUND PRODUCING PLAY APPARATUS

Grant Ballin, assignor to Wonderworks LLC
31 January 2006 (Class 472/106); filed 24 July 2003

When tilted, a flat platform with pegs 82 will induce balls 86 to roll
and hit the pegs, thereby producing sound. Of course the pegs can be of any
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78
shape and could be tuned to any scale. Think of a pinball machine with more
than one ball and tuned bumpers.—MK

7,015,630

43.58.Wc PIEZOELECTRIC VIBRATION PIECE,
PIEZOELECTRIC DEVICE USING PIEZOELECTRIC
VIBRATION PIECE, PORTABLE PHONE UNIT
USING PIEZOELECTRIC DEVICE, AND
ELECTRONIC EQUIPMENT USING PIEZOELECTRIC
DEVICE

Hideo Tanaya, assignor to Seiko Epson Corporation
21 March 2006 (Class 310/370); filed in Japan 17 December 2002

This patent seems oddly focused on high-stability piezoelectric reso-
nators of the tuning-fork-type for use as buzzers. The device pictured is said
to be useful for all sorts of sound and vibration actuators, but nothing is
mentioned pertaining to use in a clock. The tuning-fork bars are recessed in
a peculiar way that is supposed to make them less temperature sensitive; the
inventors argue that this is due to the bar shape. One might conjecture that
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this is due to reduced coupling to out-of-plane vibrations, as the authors did,
but this is not obvious from the design.—JAH

7,012,854

43.60.Dh METHOD FOR DETECTING EMITTED
ACOUSTIC SIGNALS INCLUDING SIGNAL
TO NOISE RATIO ENHANCEMENT

Pei-hwa Lo, assignor to Honeywell International Incorporated
14 March 2006 (Class 367/135); filed 21 June 1990

This method detects emitted acoustic signals and improves signal-to-
noise ratios, wherein the emitted signals are distinguished from self-noise
transient signals. Because the emitted signals are unsteady, the process uses
multiple sensors and an adaptive-filter technique having the capability to
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track the emitted signal and to enhance the signal-to-noise ratio. By moni-
toring noise statistics of the sensor signals, the digital adaptive-tuning filter
bank automatically adjusts its upper threshold (to eliminate strong tonals)
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and its lower threshold (to eliminate background noise) in order to obtain a
discovered frequency band.—DRR

7,023,323

43.60.Dh FREQUENCY HOPPING SPREAD
SPECTRUM PASSIVE ACOUSTIC WAVE
IDENTIFICATION DEVICE

Paul A. Nysen, assignor to X-Cyte, Incorporated
4 April 2006 (Class 340/10.1); filed 14 October 2003

This is a transponding identification system relying on acoustic delays
encoded in SAW tag 200 (‘“‘passive acoustic transformer”) affixed to an-
other object which may be in motion. A combination (202—214) of matching
encoding and decoding SAW, delay line, and acoustical and frequency-
hopping techniques, where the “chirp” method is replaced with a discon-
tinuous serial-hopping sequence (66 kHz rate), provide encoding and decod-
ing of tag information with up to 16 degrees of freedom. Modulated rf
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GENERATOR — GENERATOR s Gs TRANSFORMER
0 0 20
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DELAY - 208
” MIXER - 208
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INTEGRATOR
20
ANALYZER
)
SETOF
CHARACTERISTICS
wm

signals are transmitted to, and received from, tag 200 by microwave rf
carriers. The tagged object may be in motion. The interrogating-receiver
homodyne demodulator 206-218-208-210 produces a base-band signal that
may need Doppler compensation by a DSP in analyzer 214. The frequency
range from demodulator 210 is below 3000 Hz and is amenable to long
distance transmission from mixer 208 to 210-212 over conventional
twisted-pair wires. Characteristics stored in 214 provide decoding of the
information received from tag 200.—AJC

7,020,290

43.60.Fg METHOD AND APPARATUS FOR PICKING
UP SOUND

Zlatan Ribic, Vienna, Austria
28 March 2006 (Class 381/92); filed in the European Patent Office
7 October 1999

The patent deals with the adaptive synthesis of directional pickup pat-
terns in hearing aid applications to improve reception by the user. Higher-
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order frontal directivity can be attained if an in-line microphone array can be
accommodated.—JME

7,020,291

43.60.Fg NOISE REDUCTION METHOD WITH SELF-
CONTROLLING INTERFERENCE FREQUENCY

Markus Buck et al., assignors to Harman Becker Automotive
Systems GmbH
28 March 2006 (Class 381/92); filed in Germany 14 April 2001

Quoting from the abstract, the patent “relates to a method with which
speech is captured in a noisy environment with as high a speech quality as
possible. To this end, a compact array of, for example, two single micro-
phones is combined to form one system through signal processing methods
consisting of adaptive beam formation and spectral subtraction. Through the
combination with a spectral subtraction, the reference signal of the beam
former is freed from speech signal components to the extent that a reference
signal of the interference is formed and the beam former produces high
gains.”—JME

7,012,652

43.60.Qv AUDIO HUSH FOR ENTERTAINMENT
EQUIPMENT AND PARTICULARLY TELEVISION
RECEIVERS

Harold J. Weber, assignor to Sam Stuff Property Trust
14 March 2006 (Class 348/632); filed 9 January 2003

A remote control is designed to provide television-sound quieting as a
practical alternative to the usual mute control. This device provides a
method of quickly reducing the audio volume of a television or radio pro-
gram from an overbearing sound level to a more tolerable level and then
returning the volume to the original level that was set prior to the reduction.
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As far as this reviewer is concerned, he’d just as soon zip past the commer-
cials on his Tivo.—DRR

72-3

7,002,069

43.66.Lj BALANCING MID INSTRUMENT VOLUME
LEVELS

Adarsh S. Desai et al., assignors to Motorola, Incorporated
21 February 2006 (Class 84/645); filed 9 March 2004

Consider the mobile telephone: when playing a MIDI file on the
phone, the levels will vary from file to file. So, use a perceptual mapping of
the MIDI notes and the tiny loudspeaker on the phone. This perceptual map
adjusts the gain for each MIDI channel —MK

6,965,541
43.66.Qp GUN SHOT DIGITAL IMAGING SYSTEM

Brett D. Lapin and Nicholas D. Beser, assignors to The Johns
Hopkins University
15 November 2005 (Class 367/118); filed 7 November 2003

Several recent patents have covered methods for detecting gunshots
and locating the source of the sound, usually in an open, outdoor setting.
This system would not only do that, and produce recordings of the detected
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ACOUSTIC
SENSORS

26
sound, but would also aim cameras at the computed source locations in an
attempt to produce photographs of the shooter. The patent text, as well as the
claims, are more concerned with the optical aspects of camera control than
with the acoustical details of the event detection.—DLR
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7,013,014

43.66.Ts HEARING DEVICE SYSTEM WITH
BEHIND-THE-EAR HEARING AID DEVICES
FASHIONED SIDE-SPECIFIC

Gerhard Ach-Kowalewski and Hartmut Ritter, assignors to
Siemens Audiologische Technik GmbH

14 March 2006 (Class 381/313); filed in Germany 20 December
2002

In order to improve the directivity of behind-the-ear hearing aids uti-
lizing directional microphones, at least three openings for microphone inlets
MICROPHONES

SIGNAL
PROCESSING
ELECTRONICS

BATTERY 13

are placed on either the left or the right side of the hearing aid housing. The
hearing aids are positioned on each ear so that the microphone openings will
always face outward from the wearer’s head.—DAP

7,013,015

43.66.Ts METHOD FOR THE OPERATION OF A
HEARING AID DEVICE OR HEARING
DEVICE SYSTEM AS WELL AS HEARING AID
DEVICE OR HEARING DEVICE SYSTEM

Volker Hohmann et al., assignors to Siemens Audiologische
Technik GmbH
14 March 2006 (Class 381/318); filed in Germany 2 March 2001

To reduce acoustic-feedback oscillation in hearing aid fittings, signals
are compared from two microphones spaced apart, for example, on each ear

MICROPHONE _  SIGNAL

y/ | PREPROCESSING 2
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) UNIT 3
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L *

EVALUATION AND
CONTROL UNIT

AN
SIGNAL
MICROPHONE EEFI-PROCESSING

of a binaural fitting. If oscillations are present in only one of the microphone
signals, acoustic feedback is assumed and gain is reduced at that frequency
or correlated parts of the signal are removed.—DAP
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7,014,657
43.66.Ts MIDDLE-EAR IMPLANT

Saumil N. Merchant and Joseph B. Nadol, Jr., assignors to
Massachusetts Eye & Ear Infirmary
21 March 2006 (Class 623/10); filed 26 July 2000

Diseases such as otitis media can produce fluid or fibrous tissue accu-
mulation in the middle-ear chamber that might interfere with sound propa-
gation to the inner ear. A gas-filled balloon is surgically placed in the middle
ear in partial contact with the eardrum to displace the fluid and tissue in
order to allow near-normal functionality of the eardrum, the ossicles in the
middle ear, and the round window of the inner ear.—DAP

7,016,507

43.66.Ts METHOD AND APPARATUS FOR NOISE
REDUCTION PARTICULARLY IN HEARING
AIDS

Robert Brennan, assignor to AMI Semiconductor Incorporated
21 March 2006 (Class 381/71.6); filed 16 April 1998

In the presence of speech, the magnitude spectrum of the input signal
is compared to the noise-magnitude spectral estimate that has been
£ a4
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computed in the absence of speech. An attenuation function modifies the
input signal depending on signal-to-noise ratio: no input-signal modification
is made for very high and very low signal-to-noise ratios.—DAP

7,016,510

43.66.Ts HEARING AID AND OPERATING METHOD
FOR AUTOMATICALLY SWITCHING TO A
TELEPHONE MODE

Georg-Erwin Arndt et al., assignors to Siemens Audiologische
Technik GmbH
21 March 2006 (Class 381/312); filed in Germany 10 October 2003

The object is to detect that the wearer of a binaural hearing aid fitting
is making a telephone call and to automatically switch from microphone
mode to induction-coil mode. The method uses the difference detected in the

1 3 7 6 8
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IHearing ol n‘ghti—-‘ o Out

Level meter
induction-coil outputs of the left and right hearing aids caused by the mag-
netic input signal from the telephone, which may include interference
signals.—DAP

1173 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

7,016,512

43.66.Ts BTE/CIC AUDITORY DEVICE AND
MODULAR CONNECTOR SYSTEM THEREFOR

Jim Feeley and Mike Feeley, assignors to Hear-Wear Technologies,
LLC
21 March 2006 (Class 381/324); filed 29 August 2003

An elastic-deformable cushion tip forms the acoustic termination of a
combination over-the-ear/in-the canal hearing aid. The speaker module,
which is located in the in-the-canal portion of the device, is removably

connected via wires to an over-the-ear assembly in which audio processing
is performed. The speaker module also has a raised ridge to prevent its
removal from the cushion tip.—DAP

7,017,276
43.66.Ts HEARING AID DRYER

Bernard Jay Greenspan, San Diego, California et al.
28 March 2006 (Class 34/80); filed 3 June 2004

The components and interconnections within hearing aids are sensitive
to moisture ingress, which is sometimes alleviated by placing the hearing
aids into dryers to remove the moisture. In time, the dryer itself becomes
saturated with moisture, which is typically remedied by removal of the
desiccant and application of high temperatures. To more safely and conve-
niently regenerate the desiccant material, a dryer is constructed with a sepa-
rate compartment for the desiccant with perforated cover and a heating cycle
for desiccant regeneration.—DAP

7,020,296

43.66.Ts METHOD FOR OPERATING A HEARING
AID SYSTEM AND HEARING AID SYSTEM

Torsten Niederdrank, assignor to Siemens Audiologische Technik
GmbH

28 March 2006 (Class 381/315); filed in Germany 29 September
2000

Characteristics of the acoustic fields are detected and analyzed by each
hearing aid in a binaural fitting and shared via bidirectional wireless com-
munication across the wearer’s head or to/from an external remote device.
The signal processing of each hearing aid is adapted based on parameters
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such as frequency spectra, spatial characteristics, modulation frequency and
depth of the desired signal, and noise signals incident at each hearing aid.—
DAP

7,020,297

43.66.Ts SUBBAND ACOUSTIC FEEDBACK
CANCELLATION IN HEARING AIDS

Xiaoling Fang et al., assignors to Sonic Innovations, Incorporated
28 March 2006 (Class 381/317); filed 15 December 2003

An audio signal is divided by a filterbank into several digital subband
signals. Two cascaded narrow-band filters are combined with a fixed delay
to represent the feedback path in each subband. The first filter is used to
model the static portion of the feedback path in each subband. The second
filter is typically a FIR type and is used for tracking variations in the feed-
back path in each subband.—DAP

7,024,011

43.66.Ts HEARING AID WITH AN OSCILLATION
DETECTOR, AND METHOD FOR DETECTING
FEEDBACK IN A HEARING AID

Volkmar Hamacher et al., assignors to Siemens Audiologische
Technik GmbH
4 April 2006 (Class 381/320); filed in Germany 12 May 1999

If a sinusoidal signal exists over a number of sample periods, there is
a possibility that the hearing aid is oscillating. A long-term average value is
compared to a short-term average value of the digitized input signal. If the
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two values are essentially the same, it is assumed that oscillation is occur-
ring, and a filter may be adapted to attenuate energy at that frequency.—
DAP
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7,014,613

43.66.Yw SYSTEM AND METHOD FOR OBJECTIVE
EVALUATION OF HEARING USING AUDITORY
STEADY-STATE RESPONSES

Michael S. John and Terence W. Picton, both of Toronto, Ontario,
Canada
21 March 2006 (Class 600/559); filed 29 April 2004

This patent describes an apparatus and method for evaluating a sub-
ject’s hearing by recording steady-state auditory evoked responses. The
equipment generates a steady-state auditory-response-potential stimulus
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containing multiple stimulus components, relays the stimulus to the subject,
senses response potentials while simultaneously presenting the stimulus, and

determines whether the sensed potentials contain multiple responses to the
stimulus.—DRR

Noise Detection
Reduction|| Module

7,016,504
43.66.Yw PERSONAL HEARING EVALUATOR

Adnan Shennib, assignor to Insonus Medical, Incorporated
21 March 2006 (Class 381/60); filed 21 September 1999

This is a portable, handheld, hearing evaluator consisting of an audio
transducer (speaker) and auxiliary circuitry for delivering acoustic test
stimuli to a test subject within the direct sound field of the device. The
device delivers multilevel and multifrequency test signals for a subjective
response by the test subject holding the device. An ultrasonic position sensor
determines the position of the device with respect to the subject’s ear or a
portion of interest of the head of the test subject. The acoustic test stimuli
are controlled and regulated according to the position of the device with
respect to the test subject so that appropriate levels of test stimuli are pre-
sented only when the device is within a proper range and regardless of its
exact position on the test subject’s head. In one embodiment, the handheld
device can be connected to an auxiliary instrument, e.g., a computer or a
microprocessor-based audiometer for remote control of the device and for
registering audible responses via a response switch on the device.—DRR

7,020,581

43.66.Yw MEDICAL HEARING AID ANALYSIS
SYSTEM

Andrew B. Dittberner, assignor to Medacoustics Research &
Technology
28 March 2006 (Class 702/183); filed 20 October 2003

This is a hearing-aid analysis system for objectively evaluating the
effectiveness of advanced hearing aid technologies by comparing the results
of computer speech recognition obtained from enhanced and unenhanced
speech. The system first presents an original unprocessed speech signal to
the speech recognition software as a control measure. A speech signal is then
processed through the hearing aid and through hearing-loss filtering to simu-
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late as closely as possible the effect of the hearing aid as worn by the patient
and the system performs recognition on this speech signal. The software
then compares the recognition rates of the two different signals. On this
basis, the system creates an objective indication of the benefit to be gained
from the hearing aid under test, relative to the control measure.—DRR

6,963,841

43.70.Dn SPEECH TRAINING METHOD WITH
ALTERNATIVE PROPER PRONUNCIATION
DATABASE

Anthony H. Handal et al., assignors to Lessac Technology,
Incorporated
8 November 2005 (Class 704/270); filed 9 January 2003

This patent is a riot. It begins with a couple of pages of pathetically
naive discussion of phonetics and speech recognition technology. A com-
puter system is then described which would analyze your spoken inputs and
then teach you how to speak correctly. This would be done using something
called the “Lessac System,” which seems to be some sort of theory of the
phonetic structure of speech. The system, as provided, would include vari-
ous dictionaries of correct pronunciations, such as general American English
and southern American dialect. The system would allegedly be able to alert
the user to substandard pronunciations, such as “nuculer” for “nuclear.”—
DLR

7,020,610

43.72.Fx APPARATUS FOR RESPONDING TO
SOUND AT A REMOTE TERMINAL

Hiromi OKkitsu, assignor to Yamaha Corporation
28 March 2006 (Class 704/270.1); filed in Japan 3 August 1998
This omnibus patent deals with adaptive analysis and identification of
speech and other signals in terms of source location and spectral/temporal
11— MICROPHONE] [MICROPHONE | [MICROPHONE]
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characteristics. Applications range from remote sensing in security systems
to providing information for the hearing impaired. —JME

7,016,746

43.72.Gy DIGITAL AUDIO SIGNAL FILTERING
MECHANISM AND METHOD

Philip R. Wiser ef al., assignors to Microsoft Corporation
21 March 2006 (Class 700/94); filed 16 May 2002

The audio processing profiles for a particular audio source signal are
organized and stored according to the program content and the specific
bandwidths to be delivered, e.g., 14.4 kbps or 28.8 kbps. From these cat-
egorizations, sound engineers can compare and select from different combi-
nations of preprocessing, filtering, and encoding that optimize sound quality
for the bandwidth required.—DAP

6,965,862
43.72.Ja READING MACHINE

Carroll King Schuller, Deptford, New Jersey
15 November 2005 (Class 704/258); filed 11 April 2002

The author apparently never heard of Kurzweil’s patents on this tech-
nology, issued in the 1980s. There are no references here to that work, but
neither does there seem to be anything new here that was not then covered.
The speech synthesis subsystem is represented in a couple of the claims
simply as the “‘sound-producing element.”—DLR

6,963,839

43.72.Ne SYSTEM AND METHOD OF
CONTROLLING SOUND IN A MULTI-MEDIA
COMMUNICATION APPLICATION

Joern Ostermann et al., assignors to AT&T Corporation
8 November 2005 (Class 704/260); filed 2 November 2001

This idea seems fairly obvious, but that doesn’t mean the patent office
would cast it out. When a text email message is to be synthesized and
delivered in the form of speech, the synthesis strategy would include scan-
ning for text emoticons, the little character patterns which typically denote
moods, such as surprise, irritation, etc. The synthesized voice output would
be modified by adjusting vocal intensity or pauses. There is no mention here
of adjusting pitch, although several other patents, mentioned and incorpo-
rated by reference, may include that nicety—DLR

6,963,840

43.72.Ne METHOD FOR INCORPORATING
MULTIPLE CURSORS IN A SPEECH RECOGNITION
SYSTEM

Charles Sumner, assignor to International Business Machines
Corporation
8 November 2005 (Class 704/270); filed 12 January 2001

This patent deals with techniques for managing the edit cursor during
the operation of a speech-recognition dictation system. The central idea
seems to be the use of multiple cursors to minimize the confusions inherent
in trying to move the cursor from one edit position to another. A typical
situation might be the switch from entry at the end of the body of text to a
temporary location where editing is to be done on previously entered text.
After the editing, the most natural operation, it is argued here, would be to
simply resume the entry of new text without having to reposition the cursor
to the end.—DLR
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6,965,863

43.72.Ne SPEECH RECOGNITION USER
INTERFACE

Sarah E. Zuberec et al., assignors to Microsoft Corporation
15 November 2005 (Class 704/270); filed 12 November 1998

This patent deals with a protocol for notifying the user when the
speech recognition function is operating and when it has been shut down to
save power or to switch to an alternate mode. In this case, the application is
an automobile navigation system. A row of dots on a display would notify
the passage of the active time interval. A pattern of distinctive, and perhaps
programmable, sounds would indicate the changes of state, which could
involve switching vocabularies, or other such system changes, as well as
power control.—DLR

7,016,835

43.72.Ne SPEECH AND SIGNAL DIGITIZATION BY
USING RECOGNITION METRICS TO SELECT
FROM MULTIPLE TECHNIQUES

Ellen Marie Eide et al., assignors to International Business
Machines Corporation
21 March 2006 (Class 704/231); filed 19 December 2002

If the input information has certain physical parameters that affect
recognition accuracy, such as fast speech, speech with background noise or
music, or accented speech, a characteristic-specific recognizer is used that
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demonstrates improved performance for the specific physical parameter or
subsets of the input information. Otherwise, a general recognizer is
utilized. —DAP
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6,965,812

43.72.Ne SPEECH INTERFACE FOR AN
AUTOMATED ENDOSCOPIC SYSTEM

Yulun Wang and Darrin Uecker, assignors to Computer Motion,
Incorporated
15 November 2005 (Class 700/258); filed 11 March 2002

United States patent law allows the granting of a patent for any trivi-
ally novel application of well-known technology. It’s not bad enough that a
patent may be granted for the idea of using well-known speech-recognition
technology in a generally new area, such as system control, but that each
and every such system may be granted its own patent. The requirement is
merely that the new combination not be obvious. Here, the application is a
medical endoscope. While watching the progress on a monitor, the doctor
would speak commands, such as “move,” “step,” “left,” “right,” “slower,”
“faster,”” and so on. A standard, commercial speech recognizer would do the
analysis.—DLR

7,016,838

43.72.Ne METHOD AND SYSTEM FOR FRAME
ALIGNMENT AND UNSUPERVISED ADAPTATION
OF ACOUSTIC MODELS

William H. Rockenbeck et al., assignors to Microsoft Corporation
21 March 2006 (Class 704/244); filed 12 November 2004

Alignment unit boundaries are formulated for individual utterances to
reduce processing time and the amount of data storage reserved for decoding
the transcript in unsupervised adaptation. Alignment time is reduced for
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aligning individual frames of speech with particular acoustic units in the
transcript by using alignment-unit boundaries with a reduced set of feature
vectors for each utterance.—DAP
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7,019,202

43.75.Gh ACOUSTIC GUITAR WITH
REVERBERATING BRIDGE ASSEMBLY

Robert Hetzel, Staten Island, New York
28 March 2006 (Class 84/299); filed 14 June 2004

The inventor believes that inserting a hollow metal tube underneath the
strings at the bridge will produce “‘reverberation.” A more likely explanation
for sound effects produced by the tube would include induction of vibration
in other strings as well as the sliding of the string on the tube.—MK

7,002,070
43.75.Mn ELECTRONIC PIANO

Shelley Katz, East Sussex, the United Kingdom
21 February 2006 (Class 84/718); filed 24 June 2002

The inventor proposes adding distributed mode loudspeakers 220 and
222 (see the numerous NXT patents for more details) to an electric piano as

shown in the figure. These loudspeakers provide the more reverberant sound
of the soundboard. Other cone loudspeakers are also used to provide the
string sounds (218, 214, 216).—MK

7,005,571
43.75.Wx MIDI CONTROLLER PEDALBOARD

Warren R. Groff, Los Osos, California
28 February 2006 (Class 84/645); filed 11 October 2002

It is right that organ players with happy feet should be left out of the
MIDI world? This inventor thinks not and proposes the obvious way to
construct such a device.—MK

7,015,391

43.75.Wx ANALOG ELECTRONIC DRUM SET,
PARTS FOR DRUM STICK, ANALOG ELECTRONIC
DRUM SET AND FOOT-PEDAL UNIT

Shingo Tomoda, Hachiouji-shi, Tokyo, Japan
21 March 2006 (Class 84/726); filed in Japan 7 September 2000

Rather than depend on MIDI effects for a drum set (MIDI has time
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delay), the inventor wants to use analog effects. Besides being obvious, the
patent is full of poor translations and spellings.—MK

7,019,205

43.75.Wx ENTERTAINMENT SYSTEM,
ENTERTAINMENT APPARATUS, RECORDING
MEDIUM, AND PROGRAM

Takafumi Fujisawa ef al., assignors to Sony Computer
Entertainment Incorporated
28 March 2006 (Class 84/609); filed in Japan 14 October 1999

Another in the long line of Sony patents covering the PlayStation, this
disclosure covers the user interface of the music editor. While specific to the
manual controller of the PlayStation, the inventors do describe the interface
in a fair amount of detail.—MK

7,016,722

43.80.Qf SYSTEM AND METHOD FOR FETAL
BRAIN MONITORING

Leslie S. Prichep, assignor to New York University
21 March 2006 (Class 600/544); filed 28 February 2003

The device and methodology are directed to a noninvasive method of
monitoring of brain wave response of a fetus in utero. The method involves
connecting an auditory transducer, including at least one biosensor elec-
trode, to a mother’s abdomen. The transducer is pulsed with rectangular
waves and tone pips of a selected frequency to emit pulsed audible sounds at
predetermined times in combination with the steps of detecting, for each
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pulsed audible sound, a series of voltage oscillations corresponding to brain-
stem auditory evoked responses (BAER) of the fetus. The oscillations are
time-locked to the corresponding audible sound. A computer-based quanti-
tative EEG system improves the signal-to-noise ratio of the BAER digital
data using an adaptive-optimum filtering algorithm and analyzes the BAER
digital data relative to a reference database.—DRR

26

7,022,077

43.80.Qf SYSTEMS AND METHODS FOR MAKING
NONINVASIVE ASSESSMENTS OF CARDIAC
TISSUE AND PARAMETERS

Pierre D. Mourad et al., assignors to Allez Physionix Limited
4 April 2006 (Class 600/449); filed 1 July 2003

A number of methods and systems are disclosed in this patent for
noninvasive assessment of cardiac-tissue properties and cardiac properties
through the use of ultrasound. Determination of myocardial tissue stiffness,
tension, strain, strain rate, and other mechanical properties may be used to
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assess myocardial contractility, myocardial ischemia and infarction, ven-
tricular filling, atrial pressures, and diastolic functions. Noninvasive systems
are also described in which ultrasound is used to acoustically stimulate or
palpate target cardiac tissue or to induce a response at a cardiac tissue site
that relates to cardiac tissue properties and/or cardiac parameters.—DRR

7,022,076
43.80.Qf BONE VELOCITY DETERMINATION

Edward Kantorovich and Yehuda Niv, assignors to Sunlight
Medical Limited
4 April 2006 (Class 600/449); filed in Israel 8 November 1998

The object of this device is to noninvasively measure the mechanical
properties of bone through determination of the sound velocity measured
along the main axis of the bone. In some preferred embodiments, an ultra-
sonic wave is transmitted through a joint between two bones. In one of these
preferred embodiments, the wave is transmitted from the pelvis to the knee,
thereby passing through a pelvic bone and a hip bone. A moderately high
ultrasonic frequency is used so that the wavelength is smaller than the cross-
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section diameter of the bone, or at most, two or three times its size, for
example, about 160 kHz for a femoral neck. Theoretically, if the cross-
sectional diameter is greater than 0.7 times the wavelength, the velocity of
the wave is about the same as if the cross section were infinite.—DRR

7,022,079
43.80.Qf ULTRASONIC DIAGNOSTIC APPARATUS

Yoichi Ogasawara, assignor to Kabushiki Kaisha Toshiba
4 April 2006 (Class 600/458); filed in Japan 22 August 2001

This ultrasonic diagnostic device uses multiple ultrasonic pulses at
sufficiently high intensities to cause the collapse of a contrasting agent in-
jected into the patient. An ultrasonic reception section receives an echo-
signal cluster from the irradiated subject as the result of these electronic
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pulses and combines the echo with an additive signal to generate multiple rf
data signals. A TIC/MTT section measures and displays the time intensity
curve (TIC) and measures the mean transit time (MTT) of the blood flow
based on the TIC.—DRR

7,022,084

43.80.Qf HEART-SOUND DETECTING APPARATUS
AND HEART-SOUND DETECTING METHOD

Toshihiko Ogura, assignor to Colin Medical Technology
Corporation
4 April 2006 (Class 600/528); filed in Japan 7 February 2001

This is an apparatus for detecting a heart sound that uses a pressure-
pulse-wave sensor designed to be worn on a body part of the patient that is
distant from the chest. The pressure-pulse wave is generated by an artery at
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the location where the sensor is placed. The sensor generates a pressure-
pulse-wave signal that is processed by a heart-sound extracting device.—
DRR
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7,024,001
43.80.Qf STETHOSCOPE

Tsutomu Nakada, assignor to Japan Science and Technology
Corporation
4 April 2006 (Class 381/67); filed in Japan 30 September 1999

This is not the usual stethoscope for listening to heart beats. Rather, it
is a portable device for acquiring data regarding hemoglobin of an organism
by the use of near-infrared light. A radiation/light-receiving fiber serves as a
probe for noninvasively irradiating a diseased part with near-infrared light.
The probe is applied to the diseased part in order to measure, for example,
a change of the cerebral circulation blood flow. The change is heard as
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sound pulse modulation. More specifically, a light beam of three wave-
lengths, A =760, 800, and 830 nm, from a semiconductor laser light source
is applied to the diseased part, the reflection data from the diseased part are
processed by a control device, and the change in reflection data is converted
to a change in pulse frequency of the sound of constant pitch and volume,
thereby enabling a physician to carry out auscultation with his/her own
ears.—DRR

7,022,089
43.80.Sh ULTRASONIC WAVE COSMETIC DEVICE

Takafumi Ooba et al., assignors to Matsushita Electric Works,
Limited
4 April 2006 (Class 601/2); filed in Japan 28 May 2001

This device is a possible tool for health spas which would produce
ultrasonic wave stimulation of facial skin by an ultrasonic-wave vibration
unit. The device includes a probe provided with a vibration unit in which
one surface of the vibration unit contacts the skin and another surface is

/3 Probe

17 2

10

Vibration

Unit
structured as a horn connected to the ultrasound transducer. A transducer
drive unit produces a fundamental frequency which results in a half wave-
length that matches the thickness of the vibration unit (equal to the sum of
the transducer and the horn). Alternatively, the drive can produce a harmonic
frequency that is an integer multiple of the fundamental frequency.—DRR
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7,022,075

43.80.Vj USER INTERFACE FOR HANDHELD
IMAGING DEVICES

Sorin Grunwald et al., assignors to Zonare Medical Systems,
Incorporated
4 April 2006 (Class 600/446); filed 29 October 2003

This interface includes icons, tabs, and menu items that vary with
context and can be voice activated or selected by touch.—RCW

7,022,073

43.80.Vj BORDER DETECTION FOR MEDICAL
IMAGING

Liexiang Fan ef al., assignors to Siemens Medical Solutions USA,
Incorporated
4 April 2006 (Class 600/437); filed 2 April 2003

A boundary in an image is defined by a curve with a tangent that is
nominally perpendicular to the gradient of the image amplitude along the
curve. Starting from the initial boundary, a boundary associated with a mini-
mum cost function or associated with the closest boundary where the tan-
gent and the gradient are orthogonal is identified. The initial boundary is
refined to minimize the departure of the tangent from being normal to the
gradient or by identifying a boundary based on the orthogonality
relationship.—RCW

7,022,078

43.80.Vj METHOD AND APPARATUS FOR
SPECTRAL STRAIN RATE VISUALIZATION

Andreas Heimdal and Hans Garmann Torp, assignors to GE
Medical Systems Global Technology Company, LLC
4 April 2006 (Class 600/453); filed 28 February 2002

A strain rate corresponding to the deformation of tissue in a region

~ 10 7[0
4 Front-end 80 Processing Architecture
20 § \COW
nf
transmitter Processing
85 0
17 \ /
TR 30 Z ,
s |~ oot oo
Circut
ircuitry ™
1
5 Py 2y l A
receiver Spectrum Stain Rate
Buffering Processing
2
Display
180—" P,ﬁ;f’,’;;g I Monitor

130~ 150

defined by a time gate is computed using Doppler echo signals that are
processed to obtain spectra.—RCW

7,011,632

43.80.Vj METHODS AND APPARATUS FOR
ULTRASONIC COMPOUND IMAGING

Franz Steinbacher and Josef Steininger, assignors to Kretztechnik
AG
14 March 2006 (Class 600/437); filed 18 September 2001

Two or more ultrasound transmit beams are directed to the same scan
position. The beams differ in focus depth, aperture size, center frequency, or
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pulse length. Echos from the beams are received with bandwidths or center
frequencies that are varied. Beams formed from the echos can be weighted
before or after compounding.—RCW

7,022,074

43.80.Vji METHOD AND APPARATUS FOR
GENERATING A MULTI-LEVEL ULTRASOUND
PULSE

Kjell Kristoffersen and Hans Garmann Torp, assignors to GE
Medical Systems Global Technology Company, LL.C
4 April 2006 (Class 600/437); filed 12 June 2003

A sequence of three pulses is produced, each having different ampli-
tudes. One of the amplitudes is positive, another of the amplitudes is nega-
tive, and the third amplitude is an intermediate level. The pulse sequence is

1180 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

applied to a transducer to produce desired excitations for transmit
beamforming. —RCW

7,022,081

43.80.Vj HEAT SEALABLE TRANSDUCER SHIELD
AND METHOD OF APPLICATION

Nelson H. Oliver, assignor to Siemens Medical Solutions USA,
Incorporated
4 April 2006 (Class 600/459); filed 20 August 2003

Diced ultrasonic-transducer stacks are covered with a film that is
bonded to the stacks without using heat. The layer forms an insulating
barrier to the environment. Since adhesive is not used for bonding, kerfs in
the stacks are air filled. —RCW
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This Letters section is for publishing (a) brief acoustical research or applied acoustical reports, (b)
comments on articles or letters previously published in this Journal, and (c) a reply by the article author
to criticism by the Letter author in (b). Extensive reports should be submitted as articles, not in a letter
series. Letters are peer-reviewed on the same basis as articles, but usually require less review time
before acceptance. Letters cannot exceed four printed pages (approximately 3000-4000 words) in-
cluding figures, tables, references, and a required abstract of about 100 words.

The Pekeris waveguide revisited (L)

lvan Tolstoy®

Knockvennie, Castle Douglas, Kirkcudbrightshire, United Kingdom, DG73PA

(Received 12 June 2006; accepted 14 June 2006)

The traditional Pekeris treatment of the shallow water acoustic waveguide is marred by a seeming
paradox: The so-called nonorthogonality of the propagation modes. This anomaly is due to the use
of mistaken orthogonality criteria, and is easily exorcised by the use of normal coordinate theory
(which leads to the correct orthonormality conditions for any linear conservative system).

© 2006 Acoustical Society of America. [DOI: 10.1121/1.2221536]

PACS number(s): 43.30.Bp, 43.20.Bi, 43.20.Mv [ADP]

I. INTRODUCTION

The classic Pekeris' waveguide model for shallow water
sound propagation consists of a water layer of thickness #,
sound velocity c;, density p;, overlying a homogeneous fluid
half-space of sound velocity ¢, and density p,. If ¢; <c,, part
of a source’s energy may be trapped in the surface layer by
total reflection. Given a harmonic point source of frequency
w higher than a cutoff value determined by the parameters #,
C1, €2, Py, and p,, this type of model will in general display
two possible mode families:

1) Modes with a discrete spectrum of wave numbers k,, (ei-
genvalues), corresponding to guided waves whose energy
is concentrated in the surface layer by total reflection, and
whose amplitude in the underlying half-space falls off
exponentially with distance from the interface.

2) Modes with a continuous wave number spectrum corre-
sponding to waves partially reflected at the 1-2 boundary,
whose energy extends through the whole half-space, i.e.,
their amplitudes, are sinusoidal functions of the depth.

Use of inappropriate orthogonality criteria led Pekeris to
conclude that the guided modes of this model were not or-
thogonal.

Il. OUTLINE OF THEORY

Acoustic mode properties are determined by second-
order differential equations for the field in a fluid in terms of
displacements, velocities pressures or, when feasible, poten-
tials. Thus, using a for the fluid displacement perturbation, p
for the corresponding pressure perturbation, p for the bulk
fluid density, and ¢ for the sound velocity, Euler’s classic
equations of fluid dynamics are, for small motions:

“Electronic mail: adp@bu.edu
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pa=-Vp, (1)

where dots represent differentiation with respect to time, and
p is proportional to the volume strain &:

g=Va, (2)

p=-\e, (3)
where \ is the bulk modulus:
\=pc?. (4)

If p is not a function of the coordinates then, by Eq. (1), curl
a=0, i.e., the field is irrotational and may be derived from a
potential at any point in space:

a=Vo, (5)
and it is seen that ¢ obeys the standard wave equation:
¢=cVo, (6)

where ¢ can be any function of the space coordinates. Stan-
dard procedure is to assume simple harmonic solutions, sat-
isfy a set of linear homogeneous boundary conditions, and
solve the resulting characteristic equation by a spectrum of
wave numbers. In the case of a finite system, the spectrum is
discrete, giving wave numbers, i.e., eigenvalues k,, and
eigenfunctions ¢,,. If the system is separable, e.g., if it is
stratified in the z (vertical) direction, the latter will satisfy a
simple orthonormality condition:

1
J (Pn(Pde = Mm‘snm’ (7)
0

where u,, is the normalization constant and &, is the Kro-
necker delta.

If p is a function of the coordinates, curl a# 0, and it is
not permissible to invoke a potential function everywhere,
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and reduce the problem to the solution of a wave equation,
such as Eq. (6).

In the Pekeris model, p(z) has a step behavior at the
interface and is therefore a function of the coordinates, albeit
its variation is confined to the plane z=h. As Pekeris pointed
out, the horizontal displacement is discontinuous at this
boundary, i.e., z=h is a vortex sheet on which curl a#0.
Thus, whereas the displacement fields a; and a, are irrota-
tional in the regions z<<h, and z>h and may be described
there by potential functions obeying Egs. (5) and (6), this
representation leads to interpretational difficulties at the
boundary z=h and it is not surprising that potential eigen-
functions [solutions of Eq. (6)] do not appear to satisfy the
standard orthogonality condition Eq. (7).

Pekeris states:' “...even in the case of a continuous
sound velocity ¢(z), the peculiar boundary conditions im-
posed by the sound problem make the normal functions non-
orthogonal in the presence of a density discontinuity.” Pek-
eris’ classic monograph was published in 1948 but the myth
of nonorthogonality has largely been treated as gospel and
persists to this day.2 Classic Sturm-Liouville theory suggests
what is wrong here.

Let us consider the general stratified case in which p is a
function of z. Let primes indicate differentiation with respect
to z, and v represents the z component of a. In the harmonic
case, i=—w’v and Egs. (1)-(3) yield:

(pc?v") + w’pv =0. (®)

We recognize the Liouville equation for the inhomogeneous
string. Courant-Hilbert® and other textbooks give the correct
form for the orthonormality condition for a string of length /
and eigenfunctions v,, and v,, as

I
J PO, = Iu“m‘snm' (9)
0

One might, at this point, simply observe that Pekeris forgot
his Sturm-Liouville theory, and leave it at that. But standard
treatments assume that that the coefficients of Eq. (8) are
well behaved, and the existence of discontinuities must be
addressed separately before one can claim to have exorcized
the nonorthogonality myth. While it is possible to do this, it
is simpler and more informative to appeal to the displace-
ment field equations and the technique of normal
coordinates.*”

lll. NORMAL COORDINATES

The technique of normal coordinates is a time-honored
method first developed in the study of small vibrations of
discrete systems. It has been dealt with in all classical me-
chanics and acoustic textbooks since Rayleigh’s Theory of
Sound (1877) (Ref. 6) and as such needs no detailed expla-
nation here, beyond a few remarks which underline how the
extension to continuous media is made.

One starts with a system of discrete masses and springs.
Assuming small displacements from equilibrium 7, the ki-
netic and potential energies are quadratic functions of the
components 7;, 7; and 7;, 7; defining the symmetric matrices
T;j,Vij.
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For a given (characteristic) frequency wy, the normal
modes a; and normal coordinates ¢, are

=2, (10)

k
M = i (11)
This choice of 7 leads to the diagonalization of T;;,V;;, and

Lagrange’s equations show that g; obeys the simple oscilla-
tor equation:

G+ 0= Qi (12)

where wy, is the characteristic frequency, Q; is the general-
ized driving force (obtained from the actual forces by the
principle of virtual work), and u; is a measure of the mode’s
kinetic energy‘l’5 given by diagonalization of the kinetic en-
ergy matrix, i.e.,

Z ayTiaj;= Sy (13)
L]

This is the orthonormality condition for the discrete system,
and expresses the fact that the vectors a, are orthogonal in a
space of metric Tj;.

Biot and Tolstoy extended the technique to unbounded
continuous conservative media of any kind.** The key then
is the calculation of u;, which now requires an integral and
defines the orthonormality condition in its most general
form:

J pa@adT= wdy, (14)

where the integration extends over the entire space 7 occu-
pied by the system.4’5 This is the generalization to continuous
media of the kinetic energy matrix diagonalization condition
for discrete systems and is valid for any type of medium—
regardless of the order of the (conservative) field equations,
of the anisotropy of the medium, or the shape of its bound-
aries, as long as the relevant boundary conditions are also
conservative. It is, in other words, a very general and pow-
erful result.

Equation (14) resolves the nonorthogonality paradox:
Pekeris was applying the wrong orthonormality condition to
the layered waveguide. This equation shows how, in this
simple model, orthogonality is restored by multiplying the
integrand in Eq. (7) by the appropriate p(z)—or, equiva-
lently, multiplying the eigenfunctions by p'/2.

Apart from resolving the orthogonality paradox, the use
of normal coordinates and displacement fields allows one to
bypass other complexities of the traditional Pekeris ap-
proach. For instance, Eq. (12) is directly soluble for a real-
istic transient force Q(¢) without going through the interme-
diate step of finding a solution for the simple harmonic
source—which, as is well known, requires manipulations in
the complex plane and appeals to an ad hoc radiation condi-
tion to get rid of spurious arrivals from infinity. Equations
(10)—(12) lead directly to progressive solutions for physically
realizable transient sources with beginnings at t=t¢,, and by-
pass these complications.
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Finally, the need—and nuisance—of a branch-line inte-
gral of the kind appearing in Pekeris’ solution is eliminated.
For example, an integral representing the contribution of the
continuous spectrum modes for a —1(-z) source derived by
the normal coordinate method is given explicitly in Eq.
(3.97) of Tolstoy and Clay.” This is easily transcribed into a
solution for an e“o’ source. A straightforward change of
contour in the complex plane then explicitly recovers Pek-
eris’ branch-line integral—as in his Eq. (A62)—which is
therefore seen to be simply the contribution of the continu-
ous spectrum modes, i.e., of that fraction of source energy
which is not channeled in the low velocity surface layer.
Whereas the branch-line integral gives a correct result, Pek-
eris was not happy with it, suggesting that it was a “contra-
diction to standard theory of normal modes” and somehow
related to the “question of orthogonality.” The normal coor-
dinate theory and, in particular the Tolstoy and Clay result,
just alluded to shows that this is not the case.

IV. CONCLUDING REMARKS

The paradox of nonorthogonality of the waveguide
modes in the classic Pekeris model arises through the as-
sumption of mistaken orthogonality conditions. However, in
deriving his solutions for the relevant acoustic fields, Pekeris
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never appeals to orthogonality; he only needs to assume that
his solutions may be expressed as integrals with respect to k,
and sees to it that these satisfy the relevant boundary condi-
tions of continuity of pressure and normal particle velocities
at z=h. His description of the acoustic field is therefore un-
affected by his erroneous views on the orthogonality ques-
tion. Nevertheless, this fundamental flaw should be excised
from future treatments of this and similar problems, not only
as a matter of principle but also because it may continue to
prove confusing or even misleading in more detailed studies.

'C. L. Pekeris, “Theory of propagation of explosive sound in shallow wa-
ter,” Mem.-Geol. Soc. Am. 27, 1-117 (1948).

M. 1. Buckingham and E. M. Giddens, “On the acoustic field in a Pekeris
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media by normal coordinates with an application to diffraction,” J. Acoust.
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5Tolstoy and Clay, Ocean Acoustics: Theory and Experiment, 2nd Ed.
(Acoustical Society of America and American Institute of Physics, New
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Utilizing a modified impedance analogy on sound propagation
past a hard, curved, rough surface (L)
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The prediction of sound propagation past a curved, rigid, rough surface can be improved by utilizing
a modified surface admittance that is calculated by replacing the standard roughness parameter, €,
with a complex roughness parameter. The inclusion of a complex roughness, €, accounts for the
attenuation of the boundary wave with distance by incoherent scattering. This analogy has been
successfully used to predict the sound field behind a rough, curved, rigid surface at several
frequencies, by computing the creeping wave series with a best-fit surface parameter, g=i(kl)3
=(kl)(ke). © 2006 Acoustical Society of America. [DOI: 10.1121/1.2216767]

PACS number(s): 43.28.En, 43.20.El, 43.20.Fn, 43.50.Vt [KA]

I. INTRODUCTION

A classical result concerning the reflection of sound
from randomly rough surfaces is that incoherent scattering
by the surface irregularities causes the reflection coefficient
to decrease by a factor of the order e‘Zk?dz, where d is a
characteristic length scale of the roughness and k, is the
wave number component normal to the surface.” This inco-
herent scattering is a second-order effect in kd. However,
Biot and Tolstoy have shown that the coherent part of the
scattered field is a first-order perturbation in kd which leads
to more important effects, especially near the rough
boundalry.z_6 Specifically, the coherently scattered field ap-
pears in the form of a boundary wave localized near the
rough surface. This boundary wave can be important at large
distances in outdoor sound propagation near a rough ground.
Methods based on perturbation techniques, for instance, can-
not predict this first-order effect because these methods are
intrinsically second-order methods. The strength of the Biot-
Tolstoy approach is that it is a first-order theory, it is valid
for steep-slope, densely packed scatterers, it includes de
facto multiple scattering and backscattering, and it is valid at
grazing incidence. In addition, it is also valid, in principle,
for nonisotropic roughness, and even for space-dependent
surface statistics. All these elements are common occur-
rences in long-range sound propagation.

In a nutshell, the Biot-Tolstoy approach consists of re-
placing the rough boundary by a distribution of monopoles
and dipoles whose scattering coefficients depend on the ge-
ometry of the boundary. If the scatterers are smaller than a
wavelength, their strength can be calculated from Rayleigh
scattering theory. In the case of isotropic roughness, the Biot-
Tolstoy boundary condition is written as’®

YAuthor to whom correspondence should be addressed. Electronic mail:
chambers @olemiss.edu
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¢+ e*p+o0d,)=0, (1)

where ¢ is the acoustic velocity potential, the z axis is nor-
mal to the surface baseline, k is the acoustic wave number in
the upper fluid, and € and o are two parameters directly
related to the geometry of the rough surface.” For the pur-
pose of this paper, and for the discussion below, the scatter-
ers are assumed to be perfectly rigid, although this is not a
limitation of the Biot-Tolstoy approach.“’8

When |o¢..| <|k*@), i.e., when o sin?§< 1, where 6 is
the grazing angle, the boundary condition (1) is approxi-
mated by

b+ ek’p=0. (2)

This approximate boundary condition is therefore appropri-
ate at near-grazing sound propagation and/or for sparse scat-
terers. This boundary condition at a rough interface is in the
form of a standard impedance boundary condition at a flat
plane (with the e™*' convention),

b+ np=0, (3)

where n=ikB and B=pc/Z; is the normalized surface admit-
tance, pc being the characteristic impedance of the upper
fluid. By comparing boundary conditions (2) and (3), it ap-
pears that there is a formal analogy between sound propaga-
tion near a smooth impedance plane and near a randomly
rough, rigid plane, if p=k’¢, i.e., if

B=-ike. (4)

This analogy has been suggested by several authors, and it
has also been discussed in the context of nonrigid rough
surfaces.*™® With this analogy, the Biot-Tolstoy boundary
wave that propagates along a rough surface is formally
equivalent to Wenzel’s trapped surface wave'” near an im-
pedance plane with large reactance. Indeed, Wenzel’s Eq.
(20) in Ref. 10 is exactly the same as Tolstoy’s Eq. (13) in
Ref. 6 if q:kze, and «, the wave number of the boundary
mode, is Vk*+77. Both boundary modes (surface wave or

© 2006 Acoustical Society of America



boundary wave) are confined to an exponential layer near
the boundary with 1/¢ height (ek?)™! (or 1/ 7).

Il. COMPLEX IMPEDANCE OR ADMITTANCE

The analogy represented by Eq. (4) is appealing but it
must be taken cautiously. In fact, it is easy to show that,
because € is a real number, the equivalent surface impedance
is purely imaginary and there is no corresponding attenuation
of the boundary wave, an unphysical attribute. Previous
work has shown indeed that propagation past a rough surface
must incorporate incoherent scattering which manifests itself
through a real part of the admittance.' ™" This real part of
the admittance will produce attenuation e~ of the boundary
wave with distance r along the boundary. One potential
method to introduce a complex admittance is to let €
=|ele™, where |€| is the usual roughness parameter dis-
cussed extensively by Tolstoy, Medwin, and, recently, Atten-
borough and Chambers et al., "8 which incorporates the
mean height, rms height, and correlation length for random
3D elements. While it may seem somewhat unphysical to
have a complex length, it should be viewed as a mathemati-
cal construct that, if successful, will provide a fairly simple
and straightforward method to incorporate 3D random
roughness into propagation routines. It has been shown pre-
viously that for propagation over flat rough surfaces, the
roughness to impedance analogy works quite well to de-
scribe the sound field for near-grazing propagation, with the
predominant feature being a shift in the ground effect dip.7’14
The analogy breaks down at grazing incidence and for propa-
gation into the shadow zone of curved rough surfaces, which
is inherently a grazing incidence propagation.m’15 In the rest
of the paper, the analogy between the rough plane boundary
condition and the impedance plane boundary condition is
tested with the proposed complex roughness parameter € in
an attempt to predict the data reported by Chambers and
Berthelot'®in the case of the sound field in the shadow zone
of a curved, rigid, rough surface.

lll. DIFFRACTION OF SOUND BY A CURVED, RIGID,
ROUGH SURFACE

The sound field behind a curved, smooth, boundary of
finite normalized admittance, B, is accurately modeled by a
creeping wave series (CWS) which depends on a parameter g
that includes-both the effect of curvature and the finite im-
pedance of the surface.'” In fact, q is defined by

q=i(k])B, (5)

where [ is the Fock diffraction length defined by !
=(R/2k»)'3, k being the acoustic wave number and R the
radius of curvature of the hill (kR>1). Following the anal-
ogy B=-ike [see Eq. (4)], one can model the sound field
behind a curved, rough, rigid surface with the creeping wave
series in which the surface parameter ¢ is replaced by (kl)
X (ke), where € must be complex to account for the attenua-
tion of the boundary wave through incoherent scattering.
This model was tested against the experimental data re-
ported in Ref. 16. Because the attenuation coefficient for a
boundary wave along a curved surface is not known, the
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TABLE I. Optimum values of ¢ to fit data.

f(kHz) |q] Phase ¢ rms error (dB)
5 0.48 0.25 0.25
6 0.61 0.22 0.35
8 0.81 0.23 0.6
10 1.1 0.27 1
12 1.49 0.29 1.7

problem was reformulated as follows: is there any complex
coefficient ¢ (i.e., any complex admittance, or in our meth-
odology, any complex roughness parameter €) that can be
used in the creeping wave series to model accurately the data
reported in Ref. 16?

A. Optimum parameter q

The optimum value of ¢ was found by a least-square
minimization of the difference between the model (CWS)
and the data, successively at 5, 6, 8, 10, and 12 kHz. For
each frequency, all three geometries reported in Ref. 16 were
used: on the surface, along the line of sight, and along a
vertical axis starting from the surface in the shadow zone.
The radius of curvature was approximately 2.5 m, the data
on the surface were taken from —0.2 to +1.0 m, the data
along the line of sight were taken from O to 1.4 m, and the
data along the vertical axis, at an arc radius of 1.00 m behind
the apex, ranged from the surface (z=0 m) to 0.40 m, and
crossed the line of sight at 0.20 m.

The quantity that was minimized is the standard devia-
tion, o, between the theoretical and experimental values of
the sound-pressure levels relative to free field,

1 N 172
o= |:NE (Llheo - Ldata)2] s (6)

i=1

where the summation is over the N data points at that fre-
quency for the three geometries discussed above. The values
for Ly, are obtained by use of the creeping wave series'’
and are not repeated here for brevity. The results are given
in Table I.

For the geometry given in Fig. 1, the results are shown
in Figs. 2-4 at 6 and 12 kHz, respectively. Each figure con-
tains two plots of the insertion loss level for each configura-
tion. The abscissa is either the arclength s along the surface
with s=0 being the apex (Fig. 2), the horizontal distance x
along the line of sight with x=0 being the apex (Fig. 3), or
the vertical axis that starts at s=1 m in the deep shadow

Source x=0 Line of Sight

FIG. 1. Geometry of the Problem.

FIG. 1. Geometry for the problem at hand.
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FIG. 2. Insertion loss along the surface at (a) 6 kHz and (b) 12 kHz. Data
over the rough surface are presented as solid circles and s=0 m is the top of
the surface. The theory for the smooth surface is the dotted line while the
squares are the measured data. The theory utilizing the standard rough-
impedance analogy is the dashed line. The newly proposed model using a
modified admittance of roughness parameter (best fit for each frequency) is
the solid line.

behind the apex (Fig. 4). In Figs. 2—4, the circles are the data
points (curved, rough, rigid surface) and the solid line repre-
sents the creeping wave series with the optimum value of g
(see Table I). To illustrate the importance of the roughness
effects, the theory for ¢g=0, i.e., for a rigid, smooth surface is
plotted with a dotted line and the experimental data with
squares. The dashed line corresponds to the analogy [Eq. (4)]
in which € is taken to be a real quantity which will be re-
ferred to as the “standard analogy.” It is worth noting that the
effects of the roughness can indeed be dramatic with +6 to
—20-dB variations in insertion loss observed for rough sur-
faces as compared to smooth surfaces.'®

Clearly, at each frequency, there is a complex ¢, or al-
ternatively, a complex admittance or a complex e, that can be
used to model accurately the sound field behind the curved,
rigid, rough surface. The analogy presented in Eq. (4) ap-
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6kHz Along the Line of Sight
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FIG. 3. Insertion loss along the line of sight at (a) 6 kHz and (b) 12 kHz.
Data over the rough surface are presented as solid circles and 0 m is the top
of the surface. The theory for the smooth surface is the dotted line while the
squares are the measured data. The theory utilizing the standard rough-
impedance analogy is the dashed line. The newly proposed model using a
modified admittance or roughness parameter (best fit for each frequency) is
the solid line.

pears to be indeed a powerful modeling tool, provided that
one allows for a real portion of the admittance, The analogy
fails when the admittance is purely imaginary. If the analogy
described by Eq. (4) holds, the ratio |¢|/kl should be equal to
k| €|. The results are shown in Table II, where the roughness
parameter | €| was taken to be about 1 mm."* Indeed, the ratio
of |g|/kl to k| €| is nearly equal to unity at all frequencies,
thus confirming the validity of the analogy, at least with re-
spect to the modulus of the roughness parameter.

IV. SUMMARY AND CONCLUSIONS

As has been reported for a flat rough surface,”'>"* the

propagation of sound over a curved, rigid, rough surface can
be accurately modeled by introducing a real portion to the
surface admittance. Here, this has been achieved by utilizing
a complex roughness parameter € whose magnitude is the
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FIG. 4. Insertion loss along vertical at s=1.0 m in the shadow zone at (a)
6 kHz and (b) 12 kHz. Data over the rough surface are presented as solid
circles and 0 m is on the surface while 0.2 m is the shadow-bright boundary.
The theory for the smooth surface is the dotted line while the squares are the
measured data. The theory utilizing the standard rough-impedance analogy
is the dashed line. The newly proposed model using a modified admittance
or roughness parameter (best fit for each frequency) is the solid line.

standard roughness parameter discussed by Tolstoy and Med-
win, and whose phase accounts for the attenuation of the
boundary wave with distance. With this complex roughness
€, the analogy between a flat impedance boundary condition
and a rough, rigid boundary condition is S=—ike, where B is
the normalized surface admittance and k the wave number.

TABLE II. Dependence of |g|/(kl) on k|€|.

f(kHz) l4] ki lal/(k) kel g/ (kD) k€]
5 0.48 4.85 0.099 0.091 1.08
0.61 5.15 0.118 0.109 1.08
8 0.81 5.67 0.143 0.145 0.98
10 L1 6.11 0.180 0.183 0.99
12 1.49 6.49 0.230 0.219 1.05

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

This method has been successfully used to predict the
sound field behind a curved, rigid surface at several frequen-
cies, successively on the surface, along the line of sight, and
along a vertical axis starting in the deep shadow, by comput-
ing the creeping wave series with a modified surface param-
eter g=i(kl) B=(kl)(ke), € being now complex. The form for
the complex € has been determined empirically by a best fit
of the parameter ¢ to measured data. A more extensive data
collection, incorporating a larger range of ke and kR, is un-
derway to determine an appropriate form for the phase of the
complex roughness length scale, €, envisioned here.

Clearly, surface roughness should be taken into account
for prediction purposes in long-range sound propagation, ei-
ther over natural hills covered with individual scatterers (as-
sumed to be smaller than the wavelength), or in the case
where the shadow zone is caused by sound refraction in the
atmosphere.
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Adjoint modeling with a split-step Fourier parabolic
equation model (L)
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Previous work on adjoint modeling of underwater acoustic propagation for the purposes of
environmental inversions developed the necessary numerical algorithms based on a finite difference
implementation of the parabolic equation. In this letter, the corresponding formulation for the
split-step Fourier implementation is presented. Although no calculations have yet been made with
this approach, the method is completely consistent with previous work, and the final form of the
tangent linear model is exactly the same. However, the formulation of the operators in the split-step
Fourier approach provides a simple means of estimating both local and global effects on uncertainty.
This letter is then provided for anyone who may wish to attempt adjoint modeling with a split-step

Fourier model. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2221559]

PACS number(s): 43.30.Pc, 43.60.Pt [AIT]

I. INTRODUCTION

Recent interest in acoustic variability due to environ-
mental uncertainty, and the means of estimating environmen-
tal parameters through model-data comparisons, has led to a
variety of approaches for acoustic data inversion processing.
Of particular interest here is the adjoint method of computing
acoustic variability due to unknown environmental fluctua-
tions, and the inversion of observed mismatch between mea-
sured and modeled acoustic data. In their work, Hursky et
al! developed the associated tangent linear model for acous-
tic variability in the context of a parabolic equation model
based on a first-order finite difference computational algo-
rithm. The goal of this letter is to develop the corresponding
tangent linear model equations consistent with a split-step
Fourier (SSF) implementation.

While the approach outlined in this letter is not expected
to provide improvements in the final inversion results over
the previously defined finite difference approaches]’2 there
are advantages to using a SSF approach in the forward prob-
lem. Other than the simple manner in which a tangent linear
model can be coded, the split-step algorithm propagates the
field, and its perturbation, forward by a simple well-defined
propagation operator. This allows the first-order perturbation
approach to produce simple expressions for the forward
propagation of the acoustic variability/uncertainty. As will be
shown, these expressions have physical significance that
highlight the manner in which the acoustic variability/
uncertainty evolves in the propagating field.

Il. THEORETICAL DEVELOPMENT

The framework of the approach closely follows the work
of Hursky et al." We begin by defining the parabolic equation
(PE) field function and the associated marching algorithm

a)Currently on sabbatical at the Royal Netherlands Naval College, Den
Helder, Netherlands; electronic mail: kbsmith@nps.edu
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used to propagate the solution out in range. In terms of the
acoustic pressure, p(r), the PE field function, ¢(r), can be
defined simply by3’4

p(r) = %wr)e"kv. (1)

The evolution of the field then follows by employing the
marching algorithm:

P(r+Ar)= e_iA’k0H<'P(’)¢(r), (2)

where the implementation is performed with the SSF
algorithm.‘*’5 Note that we shall use a notational convention
where bold, lower case variables are vectors in depth while
bold, upper case variables are matrices. In Eq. (2), the
Hamiltonian operator is defined by the Thomson and Chap-
man wide-angle approximation,6 ie.,

Hop(r) = Top + Uop(r)a (3)

where T,, is a range-independent operator (containing the
differential operator &*/dz*), and U,,(r) is a diagonal ma-
trix with elements on the jth row/column (depth z;) of [1
—n;(r)]. The spatial variations of the environment are cap-
tured in the definition of the index of refraction, n(r).
Note that this formulation does not yet include density
variations, but this can be incorporated later. In the SSF
algorithm, the operator T, is applied in the vertical wave
number domain, where it also becomes a diagonal matrix.

Perturbations to the environment will then only produce
variations in U, (and not in T,;). Performing a perturbation
expansion of Uy, to first order then produces

Uyp(r) — Ugy(r) + Uy (1), (4)

which generates perturbations in the PE field function. To
first order, Eq. (2) is then modified to

© 2006 Acoustical Society of America



W(r+ Ar) + ed(r + Ar)
= ko) =ik U] ) + £ ()]
~ 7kt | — iArkoe Uy (r) (1)
+ s ArkoHop (). ®

Note that Eq. (5) assumes that H,, and fjop commute. As
long as the range step is small, and/or the perturbations
have a weak range dependence, this formulation is justi-
fied. The elements of the diagonal matrix fJop(r) are now
simply Ti,(r), the perturbations of the index of refraction
profile.

Equation (5) provides the expression for the tangent lin-
ear model of the PE/SSF algorithm. Specifically, the per-
turbed field is computed from

W(r+ Ar) = e 2o o () — iArkofJop(r)l/A(r)]. (6)
Introducing the matrix notation F,=e A%oHop(s) and D,

=iArkOI~Jop(rn), Eq. (6) can be rewritten in the more com-
pact form

;b‘n+1 = Fn(;b‘n - Dnlﬁn) . (7)

Note that this shows how the perturbed field in range
step n+1 is created by two physical mechanisms: (1) The
perturbed field in step n (computed from the previous step) is
propagated forward through the mean environment, and (2)
the unperturbed field in step n is perturbed by local fluctua-
tions in step n, then carried forward through the mean envi-
ronment. The first mechanism may be considered a global
effect; while the second is purely a local one. It is this ex-
pression, and the simple form of the associated operators,
that provide some advantage in using the SSF approach.
Each physical mechanism can easily be studied indepen-
dently, for example, to ascertain whether initial short-range
perturbations in the field will propagate throughout the re-
gion and dominate the signal uncertainty, or whether it is a
long-range environmental fluctuation that rapidly creates a
signal mismatch. Order of magnitude estimates of the impact
of each type of mechanism can easily be constructed from
Eq. (7).

Since F,'=F,, then

F:;Lnﬂ = :pn_Dnd,n (8)

Using the trick of Hursky et al.,! we swap elements of the
diagonal matrix D, with elements of vector ¥, to produce

F;:pnﬂ = :pn - Fnun’ (9)
where T', has diagonal elements corresponding to #,, and
u,,:iArkoﬁop(z,rn). Introducing G, =F,I', (which should
be diagonal with elements corresponding to #,.,), we ob-

tain the tangent linear model in the same form as Hursky
1.
etal, ie.,
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:ﬁn+1 = Fn:pn - Gnun' (10)

It is the tangent linear model which runs the forward model
“engine” within the adjoint method of inversion. The remain-
ing higher-level processing used for data inversion can fol-
low the approach of Hursky ef al.' or others (e.g., Ref. 2).

lll. CONCLUSIONS

In this letter, a brief derivation has been presented to
illustrate how one may define the tangent linear model for
propagation of acoustic uncertainty utilizing a SSF computa-
tional algorithm. While this is not expected to produce any
unexpected results or significant differences from the finite
difference algorithms employed in previous work, it does
provide the necessary expressions for use with a SSF/PE
model. This letter will then serve as a reference for such
work.

This author has neither yet implemented these expres-
sions nor attempted to utilize any tangent linear model for
environmental inversions, but expects to study phenomena
associated with forward propagation of acoustic uncertainty
in the future. As stated, the key advantage of this approach is
the simple evaluation of local versus global effects on signal
uncertainty/variability. Such knowledge could potentially be
used in a tactical sense, whereby an analysis of the local
propagation of uncertainty is used to affect operating param-
eters (source/receiver depth, frequency, geographical place-
ment, etc.) in order to minimize the combined (local plus
global) impact of long-range acoustic variability.
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Reply to comment on “Auditory-nerve first-spike latency and

auditory absolute threshold: A computer model” (L)

Ray Meddis®
Department of Psychology, Essex University, Colchester, CO4 3SQ, United Kingdom

(Received 21 March 2006; revised 5 June 2006; accepted 9 June 2006)

Krisha [J. Acoust. Soc. Am., in press (2006)] has commented that an explanation based on
presynaptic calcium accumulation at the inner hair cell is an incorrect explanation for the success of
a model of the auditory periphery [Meddis, R., J. Acoustic. Soc. Am. 119, 406—417 (2006)] in
explaining data on first-spike auditory nerve latency. This reply accepts the criticism and accepts the
strength of an alternative explanation based on expected latencies in random sequences of
low-probability events. This reply also goes on briefly to explore the application of this argument to
other phenomena, including the dependence of absolute auditory threshold on the duration of the
stimulus. This has wide-ranging implications for the concept of “temporal integration” in

psychophysics. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2221413]

PACS number(s): 43.64.Bt [BLM]

In his comment, Krishna (2006) questions my interpre-
tation of how a model of the auditory periphery (Meddis,
2006) was able to simulate the auditory-nerve (AN) first-
spike latency data of Heil and Neubauer (2001). The model
in question simulated a speculation of Heil and Neubauer
(2001), where delays between the onset of a tone stimulus
and the first driven AN spike might be explained by the time
taken to accumulate presynaptic calcium in inner hair cells
(THCs). A computer model of the auditory periphery, which
included a specific account of presynaptic calcium, was able
to simulate first-spike latency data. In particular, the model
was able to simulate latencies, as long as 100 ms, to stimuli
at threshold intensities despite having calcium integration
time constants in the submillisecond range. The conclusion
was drawn that presynaptic calcium dynamics were a suffi-
cient explanation of the result.

Krishna (2006) claims that this explanation is unsatisfac-
tory, and that a simpler statistical explanation of the same
phenomenon is to be preferred. He demonstrates that the
integration of calcium in the Meddis’ model (2006) reaches
its highest steady-state level within a few milliseconds of the
onset of a stimulus, even though the latency of response is
expected to be much longer. This is a convincing objection.
It is a reasonable conclusion, therefore, that a alternative ex-
planation for the success of the model is required.

Krishna then draws attention to an alternative, and much
simpler, explanation based on the statistics of low probability
events. Put simply, this argument says that low probability
events, by virtue of their scarcity, are necessarily character-
ized by long delays between each event. The expected delay
to the first event in a randomly distributed series of events is
the inverse of its probability. At threshold, it is assumed that
the release of transmitter into the IHC/AN cleft is a rare
event, and that the delay between the onset of the stimulus
on the first event will necessarily be longer for lower prob-
abilities. This simple and elegant explanation was implicit in

YElectronic mail: rmeddis @essex.ac.uk
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his earlier publication (Krishna, 2002), and was missed by
the present author. The same idea was proposed much earlier
to account for visual thresholds as a function of duration
(Watson, 1969). It is also similar in some respects to the
theory of “temporal integration and multiple looks” by Vi-
emeister and Wakefield (1991). Heil and Neubauer (2003), in
the discussion section of a more recent paper, also propose a
similar idea.

If, as seems reasonable, the statistical account of first-
spike latencies is accepted, it has ramifications well beyond
those indicated in Krishna’s comment. For example, Heil and
Neubauer (2001) discussed their first-spike latency data in
the context of the auditory receptor as an “energy integrator.”
This is based on the many observations that sentient biologi-
cal systems are likely to detect longer, rather than shorter,
stimuli when presented at the same intensity in the threshold
region. The standard explanation for this phenomenon is that
the organism integrates the energy of the stimulus, in some
way, until some critical level is reached and the detection is
made. Heil and Neubauer (2001) originally presented their
results as a challenge to the idea that stimulus energy is
being integrated over time. They argued that their data were
more consistent with the idea that pressure was the integrated
quantity.

The statistical account, however, suggests that nothing is
being integrated. On the contrary, it affirms that longer
stimuli are more likely to be detected simply because a
longer stimulus provides a longer time window in which a
rare stimulus-triggered event might occur. This is a funda-
mentally different interpretation from the “energy integra-
tion” notion, and deserves careful consideration because of
its wide implications across the biological spectrum of sen-
tient organisms.

Heil and Neubauer (2003) have, themselves, moved on
to a more statistical approach and widened the scope of the
discussion to include psychophysically measured thresholds
by indicating parallels with both AN and cortical first-spike
latencies. Their link between AN first-spike latency and ab-
solute threshold was the motivation for the final evaluation
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of the peripheral model in Meddis (2006). Here, it was ex-
plained that the model showed the expected relationship be-
tween absolute threshold and the duration of a stimulus. At
least for the shorter stimuli, there was a close parallel be-
tween the model and the psychophysical data. The (unspo-
ken) implication was that calcium accumulation was also a
candidate explanation for this phenomenon. However, Krish-
na’s comments suggest that this might be another inappropri-
ate conclusion. In the computer model (Meddis, 2006), some
integration was taking place at the level of calcium accumu-
lation at the AN synapse, but this is on a much shorter times-
cale than required by the psychophysical data. Krishna’s
comments point the way to a more radical theory of the
dependence of auditory thresholds on stimulus duration.

Unfortunately, in auditory psychophysics, the term “tem-
poral integration” has now become synonymous with the
phenomenon of lower thresholds for longer stimuli. This is
an unfortunate example of how the name of a putative
mechanism is used to indicate a phenomenon that it might
(or might not) explain. The name has become so entrenched
in conventional thinking that it becomes difficult to consider
the possibility that any alternative mechanism might be in-
volved; i.e., “temporal integration does not require a tempo-
ral integrator!” However, that is exactly what needs to be
considered.

This alternative view can be stated very simply as fol-
lows. A near-threshold stimulus of steady intensity estab-
lishes a (low) probability of a neural event whose occurrence
will signal the presence of the stimulus. When the probability
of occurrence is low, it is possible that the event will not
occur before the end of the tone, and the stimulus will go
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undetected. The longer the stimulus, the greater the chance
of detection. When the stimulus is more intense, the prob-
ability of the event will be greater and the duration of a
detectable stimulus can be shorter. Stimulus thresholds are
lower for longer stimuli and no integration is required.

It is not appropriate here to debate, at length, whether or
not this theory is the correct one. However, the case is made
that the relevance of the statistical inevitability of the asso-
ciation of longer delays with less probable events should be
taken seriously, as indicated in Krishna’s letter. At least for
this author, this applies not only to discussions of first-spike
latencies but also to the relationship between auditory thresh-
old and stimulus duration. It also implies that we should
abandon the habit of using the mechanism-implying descrip-
tor of temporal integration to refer to the empirical phenom-
enon of lower thresholds for longer stimuli.

Heil, P.,, and Neubauer, H. (2001). “Temporal integration of sound pressure
determines thresholds of auditory-nerve fibers,” J. Neurosci. 21, 7404—
7415.
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Energy exchange in uncorrelated ray fields of vibroacoustics

Alain Le Bot”
Laboratoire de Tribologie et Dynamique des Systemes, CNRS, Ecole Centrale de Lyon, 36, Avenue Guy de
Collongue 69134 Ecully, France

(Received 31 May 2005; revised 29 March 2006; accepted 22 June 2006)

This paper is concerned with the basic equations governing energy and intensity in incoherent ray
fields. Some fictitious sources are distributed on the boundary of the domain but also on diffracting
wedges and peaks. Their powers are determined by some appropriate boundary integral equations.
Once these powers are known, energy and intensity inside the domain are given by a simple
superposition of contributions of these sources. All paths of propagation are taken into account
including direct, reflected, refracted, transmitted, and diffracted rays, but also, radiation by surface,
edge or corner modes, and the reciprocal paths for structural response. This theory unifies several
fields from the “radiosity method” in room acoustics which determines the reverberation time to the
“radiative transfer method” in structural dynamics which gives the repartition of vibrational energy
inside subsystems of built-up structures. This is therefore a candidate for an alternative to statistical
energy analysis when fields are nondiffuse. © 2006 Acoustical Society of America.

[DOIL: 10.1121/1.2227372]

PACS number(s): 43.20.Dk, 43.20.El, 43.20.Tb, 43.40.Rj [MO] Pages: 1194-1208

List of Symbols

Yo=2, 27 or 4 solid angle of space of n-dimensional space n
=1,2,0or3

v=[cos Odu=1, 2 or hemispherical integral of cos 6 for n=1, 2 or
3

Q domain

r regular boundary

A edge of boundary

Y vertices of boundary

0 A% YO0 set of directions from I', A or Y to p

s,T source point, receiver point

P.q reflection or diffraction points

u,6,«a emission direction, emission angles

v,e,B incidence direction, incidence angles

a(r), 8(1), Sp0(v)

Dirac function of space, time, unit sphere
with support A°

c,c’,cq group speed, phase speed, sound speed

m attenuation factor

I(r,u,r) radiative intensity

W(r,1) energy density

I(r,?) intensity vector

G energy density of direct field

H.H intensity of direct field, magnitude
R(v,u),R(v) bidirectional reflectivity, hemispherical reflec-

Rji(v,u),R;(v)

D(v,u)
Asa ’AO
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tivity

bidirectional transmittivity, hemispherical
transmittivity

bidirectional diffractivity

radiation coefficient, forcing coefficient
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D,,,D, diffractivity for radiation, for structural re-
sponse
p power density of volume sources
oz power density of surface sources
A power density of line sources
M power of point sources
I. INTRODUCTION of diffuse and specular reflections are presented. In Sec. 1V,

The use of energy as a primary variable to describe vi-
brational fields is an idea widely spread in high frequency
modeling. When waves are uncorrelated, the linear superpo-
sition applies on energy allowing the summation of energy of
individual waves. In addition, if fields are assumed to be
diffuse, the application of power balance leads to some
simple equations.

In room acoustics, Sabine’s formula and other related
relationships from Millington and Eyring1 give the rever-
beration time in terms of absorption of walls. This is quite a
convincing example of the power of the energy approach.
When the diffuse field assumption is no longer valid, geo-
metrical acoustics is an alternative. The ray-tracing technique
allows us to compute impulse responses in any room and
therefore gives the reverberation time as well as many other
acoustical criteria. The ray-tracing technique is however a
numerical method (very efficient in practice) which is some-
times not convenient for a theoretical purpose. In case of
diffusely reflecting walls and applying the factor view
method. Kuttruff® has derived an integral equation on rever-
beration time valid for rooms of arbitrary shape. As Sabine’s
formula, this equation stems from the power balance, rays
are again uncorrelated but now the field may be not diffuse.

In vibroacoustics, statistical energy analysis (SEA) (Ref.
3) also starts from diffuse fields. Systems are divided into
subsystems in which the diffuse field assumption holds. SEA
gives the steady-state energy levels whereas transient SEA
predicts the decrease of energy after sources have been
switched off. SEA is entirely based on the application of
power balance and does not express anything else than
power balance. (A very interesting attempt to introduce the
second principle of thermodynamics in SEA is given in Ref.
4.) A simple linear equation is obtained which relates in-
jected power and energy levels and whose parameters are
damping and coupling loss factors. In this context, the
present study aims to avoid the diffuse field assumption in
SEA. We attempt to generalize SEA in the same way than
Kuttruff’s integral equation on reverberation time generalizes
Sabine’s formula. Rays are always assumed to be uncorre-
lated and the exchange of energy between two points of the
boundary requires a factor view but also some energy con-
version factors which generalize the coupling loss factors in
SEA.

The outline of the paper is as follows: In Sec. II, ficti-
tious sources for reflection and diffraction are introduced.
Energy density and intensity of the ray field are then given in
terms of these sources. In Sec. III, the general equation for
the reflection sources is derived and then, the particular cases
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these results are generalized to refraction and transmission.
In Sec. V, the equations for diffraction sources are derived in
the cases of wedge and peak. In Sec. VI, all previous equa-
tions are applied to sound radiated by surface, edge, and
corner modes. Finally, structural response is tackled in Sec.
VIIL

Il. ENERGY OF RAY FIELDS

Geometrical acoustics and its straightforward generali-
zation, Geometrical Theory of Diffraction® are the natural
framework for defining and describing rays. Many vibra-
tional fields may be described in terms of rays including
optics indeed but also acoustics, vibration of structures such
as beams, plates, shells, and so on. For transient problems,
the concept of wave packet or sound particle is more appro-
priate. For instance, it is usual in room acoustics to compute
the impulse response with a ray-tracing algorithm by follow-
ing the trajectory of sound particles emitted at an initial time.
For the steady-state problem considered as being a particular
case of transient problem, rays may be viewed as stationary
flow of sound particles. In what follows, the term ray is
employed for both steady-state and transient cases.

The energy density of the ray field is noted as W,
whereas intensity, defined as the power per unit surface nor-
mal to the ray, is noted as I. Energy density and intensity are
always the sum of energies and intensities of individual rays.
Interference effects are neglected considering that rays are
uncorrelated. This is the main difference with Geometrical
Theory of Diffraction where a phase is attached to rays.

Let consider a source point s in an n-dimensional space
(n=1, 2, or 3). After an impulse at time 7, sound particles are
provided and move away from the source s. Energy density
of this spherical (n=3), cylindrical (n=2), or plane (n=1)
wave is noted as G while intensity is noted as H. Expressions
for this direct field are,

G(s,7;r,t) =G(s,r) 8t — 7—rlc), (1)

H(s, m;r,t) =H(s,r)8(t — 7—rlc), (2)

where r=|s—r| is the source-receiver distance. G(s;r) and
H(s;r) are the stationary fields given by

—mr

V(s,r), (3)

crt!

G(s,r)= ¢
Yo
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receiver point

FIG. 1. Actual and fictive sources contributing to the energy at point r.
Volume sources p in the domain () stand for actual noise sources, surface
sources ¢ on the regular boundary I' stand for reflection, line sources \ on
edges A of boundary and point sources w on singular points Y of boundary
stand for diffraction.

H(s,r) =cG(s,r)u, (4)

where y,=2, 27 or 41 is the solid angle of n-dimensional
space, c is the group speed, m is the attenuation factor of the
medium, and u is the unit vector from s to r. V(s,r) is the
visibility function whose value is zero if an obstacle blocks
the path between the source point s and the receiver point r,
and one otherwise. In some equations, H=cG will denote the
magnitude of vector H.

Equations (1) and (2) verify the power balance with an
impulse excitation,

G
dinH+mcG+E= Sr—s)d(t—17). (5)

Equations (1) and (2) are found to be the unique outgoing
solution of Eq. (5).° Similarly, the power balance in the
steady state condition for Egs. (3) and (4) is’

div, H+ mcG = 8(r —s). (6)

When considering a ray field in a domain ) of three-
dimensional space, {} may be bounded or not, energy fields
W and I result from a linear superposition of direct fields
stemming from volume sources with power density
p (W/m?) located inside domain (), from surface sources
with power density o(W/m?) located on the regular bound-
ary I', from some line sources A(W/m) on the set A of dif-
fracting edges of the boundary and also from some point
sources with power u (W) on the set Y of singular points of
the boundary (Fig. 1). p are generally physical noise sources,
whereas o is associated with reflection on boundary, radia-
tion by structure or transmission through walls, A is related
to diffraction by wedges, and w to diffraction by peaks. In
two-dimensional space (structure), p (W/m?) is the power
per unit surface of driving forces or acoustical pressure, o is
the power per unit length (W/m) of reflection sources or
sources transmitted through edges common with other struc-
tural elements, and u is the power (W) of diffracting points
such as corners, driving points, small holes, rivets, bolts or
any other singular points. No line sources \ are considered in
structures. By summing the energy contributions of all these
sources, energy density and intensity at any receiver point r
are found to be,
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v

Q
/

FIG. 2. Radiative intensity at point p in direction v crossing the surface d$.
n is the normal to dS and ¢ the incidence angle.

W(r,t)= | p(s,t—rlc)G(s,r)d

Q

+f a(p,v,t—rlc)G(p,r)dl’,,
r

+f N(p,v.t—rlc)G(p,r)dA,
A

+ 2 ulp,v,t—rlc)G(p,r), (7)
peY

I(r,t):f p(s,t—r/c)H(s,r)d )
Q

+J o(p,v,t—r/c)H(p,r)de+J N(p,v,1
r A

— rlc)H(p,r)dA, + X, pu(p,v,t—ric)H(p,r),
peY

(8)

where r=|s—r| or |p—r| is the source-receiver distance and v
the unit vector from p to r. In these integrals and all subse-
quent ones, the term fAGdA is cancelled in dimension two.
A local power balance applies inside () for fields W and I,

_ W
d1vI+ch+;=p, (9)

where mcW is the power density being dissipated and p is the
power density being injected.

Another concept useful to describe ray fields is the ra-
diative intensity® I(p,v,1) also called specific intensity.” Con-
sider a point p on the infinitesimal surface dS and an infini-
tesimal solid angle dv about v. The angle between n and v is
noted ¢ (Fig. 2). The radiative intensity is the power per unit
solid angle and per unit area normal to the ray,

dP
cos @dSdv’

I(p,v,t)= (10)

Integration of radiative intensity over all directions gives the
intensity vector,
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- ) _/projection Y°

FIG. 3. (a) The set A is the projection of A onto the unit sphere centered on
p. It is a curve with curvilinear abscissa s. The emission angle ¢ is mea-
sured with the tangent to A. (b) The set Y is the projection of the diffracting
peaks Y onto the unit sphere. This is a discrete set.

I(p,t):fl(p,v,t)vdv. (11)

All volume, surface, line, and point sources located inside
the incident cone dv contribute to the radiative intensity.
Therefore,

I(p,v.1)dv = J pHAQ + oHdT + NHdA + >, uH, (12)

where the sources p, o, N\, u of the right-hand side are those
located inside the incident cone.

Let us begin by developing the first integral of Eq. (12).
In spherical coordinates (r,v) centered on p, the infinitesimal
volume is dQ=r""'drdv. With Eqgs. (3) and (4), the first in-
tegral of Eq. (12) then reads dv [ pe ™" dr/ v, where the inte-
gration is performed over the line beginning at p and with
direction —v. When (2, is unbounded in direction —v, no
boundary sources o,\, u contribute to the radiative intensity
and the right-hand side of Eq. (12) reduces to its first inte-
gral. The radiative intensity is therefore,

1 p-.v
I(p,v,1) = —f p(s,t=rlc)e™™dr. (13)
Yo p

But when () is bounded in the direction —v, the line begin-
ning at p encounters the boundary at point p’. Depending on
the position of p’ on I', A or Y, a single term among the last
three terms of Eq. (12) survives.

Before expanding them, let us introduce the set ' (resp.
A% and Y?) defined as the set of unit vectors pointing from I’
(resp. A and Y) to p. These are subsets of the unit sphere
centered in p. The characteristic function yro is defined by
xro(v)=1if v e I'® and yo(v) =0 otherwise. The set A” is the
projection of A onto the unit sphere. A” is a curve, or union
of curves, plotted on the unit sphere. Its curvilinear abscissa
is noted as s [Fig. 3(a)]. The Dirac function Syo is defined
such as [dnofdv=[x0 fds for any function f of the unit
sphere. It is said to have the support is A? because [Syofdv
=0 if f does not encounter A°, that is f(v)=0 when v € A°.
Similarly, Y is the projection of Y onto the unit sphere. Y°
is a discrete set [Fig. 3(b)]. The Dirac function &yo with
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p

FIG. 4. Relation between the cone angle dv and the part dI" of the boundary
enclosed in the cone. ¢’ is the emission angle measured with the normal to
the surface and r’ is the source-receiver distance.

support Y is defined such as [&yofdv=2yof any function f
of the unit sphere. The support is Y° meaning that [ &yofdv
=0 whenever f(v)=0 if v e Y°.

First, let us assume that p’ € I" and let develop the sec-
ond term of the right-hand side of Eq. (12). The condition
p’ €T is equivalent to v e I'” and therefore xpo(v)=1. The
infinitesimal surface dI" enclosed in the cone is dI’
=r""xrodv/cos 6’ (Fig. 4), where @' is the emission angle
at dI" toward p and r'=|p’—p|- € is measured between the
emission direction and the normal to the surface dI'. This
normal makes sense since p’ is assumed to be regular.
This relationship is trivial when n=1. The second term
of the righthand side of Eq. (12) then reads
dvae™ yrol (cos 6 yp).

Secondly, when p’ € A(n=3), the length dA is related to
its projection ds on the unit sphere by dA=r'ds/sin §' where
r'=|p’-p| and @’ is the emission angle now measured be-
tween the tangent to A and v [Fig. 3(a)]. But the Dirac func-
tion Spo verifies [ Syodv=[pods and then ds=Syodv. The in-
finitesimal length is therefore dA=r'GSyodv/sin €. The third
term of the right-hand side of Eq. (12), existing in the only
case n=3, becomes dvohe ™" S0/ (r' sin 6’ yp).

Finally, when p’ €Y, the last sum of Eq. (12) may be
written X uH=éyopHdv. This is just a particular case of the
definition equation of the function dyo. dyodv is the number
of points of Y enclosed in cone dv [Fig. 3(b)]. The fourth
term of the right-hand side of Eq. (12) is therefore
dvpe™ Syol (' ).

When () is bounded in direction —v, Eq. (12) reads,

p’
p(s,t")e ™ dr

p

I(p,v,t) = i{

Yo

U(p,’vat,) —mr’
- € xro(v)
cos 0

)\(p,,V/,l,) e—mr'

r!

)
sin @’ 20(v)

’
—mr

e

+ulp v ) T &o(V)], (14)

where t'=t—r/c is the time delayed by the flight duration
from the source to the receiver. In this equation, the func-
tions xro, 00, and Syo have disjoint supports. It means that
depending on the position of the point p’ on the boundary,
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FIG. 5. Reflection on plane surface for incidence direction v=¢, and
reflection direction u=46, «. Elevation angles ¢, 6 are measured with the
normal to the surface and azimuthal angles 3, a are measured in the plane of
the surface.

only one function among xro(v), Sxo(v), Syo(v) is not null.
For instance, if p’ € A or equivalently v e A° then p' ¢TI
and p’ €Y and therefore xro(v)=yo(v)=0. The right-hand
side of Eq. (14), can just have one nonvanishing term among
the last three terms (the third term is always canceled in
dimension two). For this reason, it is not disturbing that 6’
has different definitions in I' and A. Equation (14) gives the
radiative intensity in direction v in terms of all sources,
p,o,\, and u located on the path with direction —v.

lll. REFLECTION

Reflection of rays on the boundary may occur in differ-
ent manners. Two extreme situations are of interest: diffuse
reflection and specular reflection. The former is often en-
countered in acoustics when walls are rough and the second
situation stands for perfect mirror for instance a plane hard
wall or a straight free edge for structural rays. The case of
general reflectivity is first considered before both particular
cases are detailed. In all cases, a fictitious source layer o
being the density of reflected power is introduced on the
surface I'. It is then determined by an appropriate equation
deduced from the power balance.

Let the bidirectional reflectivity® R(v,u) of the boundary
be the ratio of radiative intensity I(p,u,?) reflected in direc-
tion u and the incident flux I(p,v,t)cos ¢ from direction v
with incidence ¢. At any point p of the boundary, the leaving
radiative intensity, I=dP/cos 6dSdu in direction u with
emission angle 6, is the sum of all incident fluxes I cos ¢
times the reflectivity R. Angles ¢, 6 and directions v, u are
defined in Fig. 5. It yields

I(p,u,t) = —fR(v,u)](p,v,t)cos edv. (15)

cos 0dSdu
This is the so-called detailed power balance" which gives
the power in any direction u from contributions of other
directions v. Consider an infinitesimal surface source p of
area dI' with power dl'o. The flux of intensity dl'cH
through the infinitesimal solid angle du is dl'duc/y,. The
meaning of o is now apparent, g/, is the reflected power
per unit area of boundary and unit solid angle. Since the area
normal to the ray is dI cos 6, the radiative intensity leaving
the source p in direction u is from Eq. (10),
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1 dP  o(p,ur)
cos OdSdu  yycos 6

(16)
Substitution of Egs. (12) and (16) into Eq. (15) gives,

9 ’t
M =f R(v,u)p(s,t")H(s,p)cos od{)
Ycos 8 Jg

+ J R(v,u)o(q.v,t")H(q,p)cos @dl’,
r

+ J R(v,u)\(q,v,t")H(q,p)cos edAq
A

+ X R(v,u)u(q,v,")H(g,p)cos ¢.  (17)
qeY

This is an integral equation which gives o at any point p and
in any direction u in terms of other volume, surface, line, and
point sources.

Let us define the hemispherical reﬂectivity8 R(v) be the
total flux leaving the boundary, for any unit incident flux
from v,

R(v) =jR(V,u)cos Odu, (18)

where the integral runs over the hemisphere of inward direc-
tions. By multiplying Eq. (15) by cos 6 and integrating over
du gives,

f I(p,u,t)cos Odu = J R(V)I(p,v,t)cos edv. (19)

It is then apparent that the hemispherical reflectivity R(v) is
the ratio of the reflected power and the incident power from
direction v. This is a non-negative number less than 1 some-
times called reflection eﬁﬁciency“ in structural wave litera-
ture. Some surfaces have the property of constant bidirec-
tional reflectivity for any fixed incidence v. In this case, the
bidirectional directivity is given by the hemispherical direc-
tivity R(v,u)=R(v)/vy, where y=[cos 0du=1, 2 or m for n
=1, 2 or 3. For such surfaces, the reflection is said to be
diffuse. When R does not depend on u, the right-hand side of
Eq. (17) does not depend on u, too. Thus, the power density
o(p,u,t) has the directivity given by Lambert’s law,

o(p,u,1) = o(p,t)cos 0. (20)

Multiplying Eq. (17) by cos 6 and integrating over the hemi-
sphere of all emission directions u leads to,

la’(p,t) = f R(V)p(s,t")H(s,p)cos @d€)
Yo Q
+f R(v)o(q,t")cos 6" H(q,p)cos edl’y
r

+ f R(V)N(q,v.1")H(q,p)cos @dA,
A

+ 2 R(vV)u(q,v.t")H(q,p)cos ¢, 21)
qeY
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where €' is the emission angle at point q. This is a Fred-
holm’s integral equation of second kind on o. The first two
terms of this equation were first derived by Kuttruff>'? in the
context of room acoustics. The equation was originally,

c

B(r,t) = By(r,t) + f (1- a)B(r,t— E)K(r,r’)dS’,
s
(22)

where B=o1/(1-a) is the irradiation density used as un-
known, S is the enclosure, 1—« is the reflection coefficient
[noted as R in Eq. (21)], By is the contribution of direct
sources is [first integral in Eq. (21)], R the source-receiver
distance, and K=cos §cos '/ wR?. Assuming that B(r,?)
=B(r)e™, Eq. (22) leads to an integral equation on rever-
beration time of rooms which applies beyond the validity of
Sabine’s formula and especially for rooms having atypical
shapes. Some algorithms have been proposed for solving this
integral equationn’16 and even an original closed-form solu-
tion was found for spherical enclosures.'” It was also numeri-
cally solved for early decaying of sound in Ref. 15, where it
is also proved the existence and uniqueness of reverberation
time. On the other hand, Eq. (22) is also useful to compute
the SPL map in the steady-state condition'®™" and then Eq.
(22) is an alternative to the ray-tracing technique. More gen-
erally, Eq. (22) and its generalization to diffracting sources
Eq. (21), embody all geometrical acoustics with diffuse re-
flecting surfaces.

In the case of specular reflection, the bidirectional re-
flectivity is given by,

Sv—-u')

R(v,u) =R(V)W, (23)

where u’=u—-2(u-n)n is the incident direction which specu-
larly reflects in u-n is the unit outward normal to the bound-
ary. The hemispherical reflectivity is from Eq. (18),
JR(v)S(v—u’)cos 8/cos ¢du, where u=60,a and v=¢,f
(Fig. 5). The change of variable u=6,a—u’=0, a+ 7 gives
du'=du and the hemispherical reflectivity is therefore
JR(v)8(v—u')cos 8/cos @du’ =R(v). Substitution of Eq. (23)
into Eq. (15) gives the equality I(p,u’,r)=R(u’)I(p,u,1).
For a perfect mirror R(v)=1 and therefore the incident radia-
tive intensity /(p,u’,r) equals the reflected radiative inten-
sity I(p,u, ). But for an absorbing mirror, R(u’) is the ratio
of reflected and incident powers. Expanding I(p,u,?) with
Eq. (16) and I(p,u’,7) with Eq. (14), the above equality
leads to

o(p,u,1)
cos 6

p/

=R(u')|:f p(s,t")e " dr
P

U(p,7u,’t,) _mr’ ’

+———— " xro(u')
cos 0

)\(p/’u/’t/) e—mr’

r/

Sxo(u’
sin @’ ao(u’)

e—mr'
+ M(p’,u’,t’)r,n_1 5Y0(“'):|, (24)
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FIG. 6. Refraction at plane interface for incidence direction v=¢, 3 and
refraction direction u=460, a.

where p’ is the point located on the boundary in direction
—u’ from p. This is a functional equation on o. The first two
terms of Eq. (24) were derived in Ref. 22 as an alternative to
Eq. (21) for specular reflection. However, in case of partially
diffuse reflecting surfaces and then, partially specular reflect-
ing surfaces, the most widely spread solution is rather based
on an algorithm which jointly uses the view factor method
and the image-source technique23’24 In Ref. 22, it was
pointed out that Eq. (24) can be solved by the image-source
technique and that Eq. (24) is more generally equivalent to
the ray-tracing technique with specular reflection. But to find
an algorithm similar to the collocation method and valid be-
yond the image-source technique limited in practice to
simple polyhedra shape, remains an open question.

IV. TRANSMISSION AND REFRACTION

When waves impinge on the interface separating two
media with different phase speeds, they are partially reflected
and partially refracted. This is the case for optical or acous-
tical rays passing through the air-water interface for instance
or structural waves in plates at discontinuity of thickness. In
some cases, the media are the same on both sides but, the
interface is material and then also gives rise to reflection and
transmission of waves. Transparency of acoustical waves
through walls but also transmission of structural waves
through the common edge of right-angled plates are some
examples. A fictitious source layer o;, where i is a subscript
referring to the medium, is introduced on each side of the
interface. Equations on og; are a simple generalization of pre-
vious ones in case of reflection. These equations apply for
any transmission and refraction, the details of the particular
system at hand, coincidence frequencies, double-leaf panel
resonance, air-gap resonance and so on, are rejected in ex-
pressions of transmittivity.

Let R;;(v,u) be the bidirectional transmittivity from me-
dium j to medium i defined as in Sec. III. R;; is simply the
reflectivity of the boundary in medium i. The angles ¢ and 6
are defined in Fig. 6. The leaving radiative intensity I;
=dP;/cos 6dSdu in medium i is the sum of all fluxes inci-
dent from all media. The detailed power balance now reads,

Alain Le Bot: Energy exchange in uncorrelated ray fields 1199



1 dPi
cos 0dSdu

L(p,u,f) = => iji(v,u)Ij(p,v,t)cos odv.

(25)

This equation generalizes Eq. (15). As in Sec. III, the equa-
tion on ¢, is obtained by substituting Egs. (12) and (16) into
Eq. (25),

O'l‘(p,ll,t) — 2

R;i(v,u)p;(s,t")H (s, p)cos ed€)
Yo cos 6

i Ja

+ fr Rji(viu)o-j(q’v’t,)Hj((Lp)COS (Pdrq

J

+f Rj,-(v,u))\j(q,v,t’)Hj(q,p)cos edA,
A

+ E R;(v,u)u;(q,v.t")H(q,p)cos ¢.
qu]-

(26)

This equation gives o; in terms of other sources.

When emitted energy is diffuse, the bidirectional trans-
mittivity does not depend on the emission direction,
Rji(v,u)=R;(v)/yfor all u where R;,(v) is the hemispherical
transmittivity or transmission efficiency defined as in Eq.
(18). The reflection and transmission sources follow Lam-
bert’s law (20) and Eq. (26) on unknown o; becomes,

Y '

—oy(p.t) = R;(v)p;(s,t")H,(s,p)cos @d{)

Yo i Yo

+ f R;i(v)oi(q.t")cos 0"H(q,p)cos ¢dl'y
T,

J

+f R;i(v)Ni(q,v,1")H;(q,p)cos edA,
4;

+ X Ri(v)pq,v,t")H;(q,p)cos @, (27)
quj

@' is the emission angle at q and t'=7—r/c. This is a set of
Fredholm’s integral equations of the second kind. This set of
equations turns out to be a powerful tool to predict the rep-
artition of energy in assembled plates in high frequency
range.6’7’25 The solving of this set of equations in steady-state
condition is done by a collocation method. It then possible to
compute the vibrational energy of each component of
built-up structures but also to get the repartition of energy
inside each subsystem. This is an improvement of (SEA)
which just provides the total vibrational energy of sub-
systems. Indeed, this method is more time-computation con-
suming than SEA but significantly less time-consuming than
FEM or BEM applied to the classical governing equations.
In case of perfect refraction, incoming rays ujf with in-
cidence ¢; in medium j which are refracted into a single ray
u with angle 6 in medium i are linked by Snell-Descartes’
law of refraction, sin ¢;/c;=sin 6/c;, where c; the phase
speed in medium j. Rays u; and u are coplanar. The bidirec-
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FIG. 7. The power emitted in direction u=#6, « is the sum of the reflection
from direction u{ and the transmission from direction uj. p; is the point of
the boundary which emits in the direction u; with emission angle 6;.

tional transmittivity must read in such a manner that incident
power from direction ujf is refracted in the only direction u
of medium i,
1\ n—1 ’
Ry(v,u) = (ﬁ> R ) (28)
¢ cos ¢
To show that R;(v) is the hemispherical transmittivity, we
substitute Eq. (28) into Eq. (18), f(cj'»/ci’)”‘lRﬁ(v) v
—u]f )cos 6/cos odu. The solid angles attached to the change
of variables u=24, a—>u]'-=<pj, a+7r are du=sin 6d0da and
duj=sin §;de’da. They are related by cos 6du/c;""
=cos @;du;/ c]'A”‘1 (derive the square of Snell-Descartes’
equality). The hemispherical transmittivity is therefore
JR;(v) 5(V—u]()cos @j/cos godu]f =R;;(v) which justifies the
form of Eq. (28).

Substitution of Eq. (28) into Eq. (25) leads to
Ii(p,u,t)=2_j(c;/ci')”‘le,-(u]()Ij(p,u’»,t). Thus, further sub-
stitution of Egs. (16) and (14) into this equality gives some
functional equations for o;,

P,
oip,u,t e\t
_l(p )=2 <_f) Rji(u;) fpj(s’f')e_mjrdr
cos 0 Jo\¢
P
g (,u(,t,
](p ’ )em/r XFO(UJ,)
cos 0 J

\(plul,t') e

+ == P 5A0(ll,'-)
sin Gj r J
! ! ! e_mjr /) 29
+pi(pj.u;,t') = Syo(u;) |, (29)

where p ]’ is the first point of the boundary I'; encountered in
direction —u; from p and 6; is the emission angle at p; (Fig.
7). This is a set of functional equations on unknowns o;.
Equation (29) has been solved for a couple of plates in Ref.
26, whereas some features of Eq. (29) have been discussed in
Ref. 22. In particular, it has been shown that Eq. (29) is not
symmetrical under time reversing. This is due to the under-
lying assumption that rays are uncorrelated. To neglect the
phase between incoming rays is not equivalent that to neglect
the phase between outcoming rays.

Alain Le Bot: Energy exchange in uncorrelated ray fields



Two expressions of transmission efficiency are given in
the Appendix for the cases of refraction between two acous-
tical media and transmission through single walls. Many
other cases are tackled in the literature, for instance, trans-
mission through double walls is studied in Refs. 27 and 28,
transmission of structural waves at joint of assembled beams
in Refs. 29 and 30, and at a joint of assembled plates in Refs.
31 and 32.

V. DIFFRACTION

Geometrical Theory of Diffraction (GTD) introduces
diffraction effects in geometrical acoustics. Whereas the con-
dition for existence of classical rays is given by Fermat’s
principle expressing the stationarity of ray path, existence of
diffracted rays follows from the generalized Fermat’s prin-
ciple which states that ray paths with constraints have an
extremum optical length.5 It leads to the existence of a new
class of rays diffracted by wedges, peaks, and corners, but
also creeping rays in case of diffraction by smooth obstacles.
In this section, we just consider diffraction by wedges and
corners but not diffraction by smooth obstacles. A fictitious
source layer N is introduced along diffracting edges and
some fictitious sources u are laid on vertices of peaks and
corners of plates.

Let define the bidirectional diffractivity D(v,u) with in-
cidence v and emission direction u, by analogy with the
bidirectional reflectivity. For diffraction by corners and
peaks, D(v,u) is defined as the ratio of the emitted power dP
per unit solid angle du about u and the incident radiative
intensity / in direction v. The detailed power balance is thus,

dP

—=JD(V,U)I(p,V,t)dU. (30)
du

The infinitesimal emitted power dP for a point source u is
the flux of wH through a small area €~'du. of the sphere of
radius €, dP=ue "¢/ yoe”‘l X € 'du. When € goes to zero,

dP _ p(p.u,1)

(31)
du Yo

The equation on w is then derived by substituting Eqgs. (12)
and (31) into Eq. (30),

@= f D(v,w)p(s,1" H(s, p)d,
0

Q

+fD(V,u)o-(q,v,t’)H(q,p)dFq
T

+fD(V,u))\(q,v,t’)H(q,p)qu
A

+ > D(v,u)' u(q, v, )H(q,p). (32)
qeY

This equation gives the power w in terms of powers of other
sources.

For diffraction by wedge whose edge has a length mea-
sure noted v, the bidirectional diffractivity D(v,u) is defined
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FIG. 8. Diffraction by wedge. (a) Elevation angles and ¢, 6 are measured
with the tangent to the edge and azimuthal angles and S, « are measured in
the plane normal to the edge of the wedge. (b) Keller’s cone is the set of
emission directions for which 6=¢.

as the ratio of the emitted power d’P per unit solid angle du
about u and per unit length sin 8dv normal to the ray, and the
power density I(p,v,#)sin ¢ incident on the edge,
1 dP
sin Odvdu

f D(v,u)l(p,v,1)sin ¢dv. (33)

Directions v=¢, B,u= 60, « are defined in Fig. 8(a). For a line
source A, the infinitesimal emitted power per unit length
dP/dv is the flux of NH through a part €’ du of sphere and
therefore, dP/dv=N\e™"¢/4me> X €du. When € goes to zero,

1 dP  \p,ur1)
sin Odvdu  4msin

(34)
The equation on \ is obtained by substitution of Eqgs. (12)
and (34) into Eq. (33),

Ap,uwt)

— = f D(v,u)p(s,t")H(s,p)sin @d(
447 sin 6

Q

+fD(V,u)a(q,v,t’)H(q,p)sin edly
r

+ J D(v,u)\(q,v,t")H(q,p)sin ¢dA,
A

+ X D(v,u)u(q,v,')H(q,p)sin . (35)
qeY

This is an integral equation on the unknown A.
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Until now, it has been tacitly assumed that rays imping-
ing on wedges, peaks, and corners may be diffracted in any
direction. However, the generalized Fermat’s principle speci-
fies which ray paths are admissible for diffraction. It is found
that corners and peaks diffract in all directions, whereas
wedges only diffract in the so-called Keller’s cone. For an
incident ray with direction v=¢, 3, Keller’s cone is the set of
all emission directions u=6, « verifying 6=¢ [Fig. 8(b)].
The equality of incidence and emission angles is known as
Keller’s law of diffraction. Let us introduce the reciprocal
Keller’s cone K of direction u as being the set of all inci-
dence directions v whose incidence angle ¢ is equal to the
emission angle 6. All energy emerging from the wedge in
direction u stems from the reciprocal Keller’s cone. The fol-
lowing form of the bidirectional diffractivity satisfies this
condition,

0
D(v.u)=D(5, )sfn((; s1n)t9 (36)

D(B, ) is related to the classical diffraction coefficient d at
normal incidence used in GTD by D(8, a)=|d(8, a)|>. Some
expressions for the diffractivity D(8, a) are given in the Ap-
pendix.

For the particular diffractivity given in Eq. (36), the
equation on the unknown A is obtained by multiplying Eq.
(35) by sin 0 and by substituting Eq. (36). Four integrals then
appear in right-hand side which must be carefully evaluated.
Since the diffractivity of Eq. (36) contains a Dirac function,
the integrands d(), dI', dA of these integrals reduces to the
surface of reciprocal Keller’s cone. Then, let introduce the
notation K for the reciprocal Keller’s cone, L=KNT" for the
trace of the reciprocal Keller’s cone on the regular boundary
and M=KNA the discret set of points of A lying on the
reciprocal Keller’s cone. The surface measure on the recip-
rocal Keller’s cone is dK=r sin ¢dBdr [Fig. 9(a)]. Since the
infinitesimal volume is dQ)=r%sin ¢dedBdr in spherical co-
ordinates, it related to dK by dQQ=rdedK. The first integral
of Eq. (35) multiplied by sin & becomes [d&(¢—6)DpH
X rdedK= [ xDpHrdK, where D of the right-hand side des-
ignates D(B, @) of Eq. (36). For the second integral, the in-
finitesimal surface is dI'=72 sin @d8/cos #’, where as usual
@' is the emission angle (Fig. (4)). The length measure is
dL=r sin @dB/sin x, where y is the angle between L and the
generating line of K [Fig. 9(b)]. Thus, dI'=rsin y/cos '
XdedL. The second integral is therefore
[iDoHr sin x/cos 0'dL. The third integral reads [&(¢
—0)DNHIA=2DNH X dA/de where the sum runs over the
set M=KNA. But dA/dep=rcos i, where i is the angle be-
tween A and the normal to Keller’s cone [Fig. 9(c)]. Finally,
the fourth term is 2 8(¢—6)DuH and the equation on X\ for
diffraction by wedges is

1202 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

surface of cone K

M, edge points
crossing the cone

FIG. 9. (a) Surface measure on the reciprocal Keller’s cone K. (b) Length
measure on the curve L=KNT, x is the angle between the generating line of
the cone and the line L. (c) Discrete set M=K NA, ¢ is the angle measured
between the tangent to A and the normal to K.

—mr

p,u,7) = f D(B,a)p(s,i") S—dK
K r

+ f D(B.a)olq. v, )L,
L cos @ r
(q,V t )e—mr
+ 2 D(Ba)— ——
qeM ¢ r

—ﬂ'l r

+ > D(B,a)ulq.v, t)

qeY

;- ole-0).  (37)

This is a functional equation on A.

Diffraction by the top of noise barriers or around build-
ings are two common examples of multidiffraction where
rays can be diffracted more than once. These problems are
usually solved by BEM for low frequencies and by GTD for
higher frequencies. For instance, Pierce™ gives an approxi-
mate expression for double-edge diffraction by thick three-
sided barriers using GTD. This solution is assessed for wide
barriers by Kurze™ while Medwin et al.’ generalize this
result in the time domain. However, all these methods re-
quire a finite number of rays between the diffracting edges
and then are limited to a finite order of diffraction. Equations
(32) and (37) are an alternative ray method for multiple dif-
fraction. They lead to a finite set of linear equations where
the unknowns are the diffracted powers. Solving these equa-
tions allows to account the infinite number of diffractions in
a single step36’37 but does not account for interference effects
between edges.
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FIG. 10. Actual and fictitious sources contributing to the energy in structure
and in acoustics. Structural sources are noted as p,, reflection sources on
edge are oy, and diffraction sources of corners are u,. Acoustical sources are
noted as p,, surface radiation sources are o, (surface mode radiation), line
radiation sources are \, (edge mode radiation), and point radiation sources
are u, (corner mode radiation).

VI. RADIATION OF SOUND

Radiation of sound is usually described using two dif-
ferent approaches. The modal approach3 83 introduces a ra-
diation factor for any mode of the radiating structure. It is
well adapted to identify which modes are responsible of the
radiation. The wave approach is more appropriate to ray
theories. From this point of view, radiation occurs in three
situations.** First, structural rays continuously loss their en-
ergy when traveling and then give rise to radiation of acous-
tical rays. This is the so-called surface mode radiation. Sec-
ond, structural rays when impinging on edges are partially
reflected and partially diffracted into acoustics. This is the
edge mode radiation. Finally, singular points of structures are
also responsible of diffraction of structural rays. This is the
corner mode radiation. The subscript s is introduced for
quantities related to structure and a for acoustics. The sound
speed is noted c,. Then, a fictitious source layer o, density
of radiated power, is introduced at any point of the radiating
surface. For edge mode radiation, a fictitious source oy is
introduced on the edge for reflection into structure and a
source \, for radiation. Finally, some point sources u, for
structure and u, a for acoustics are laid on each singular
point of the structure (Fig. 10).

Radiation by surface mode only occurs beyond the co-
incidence frequency when structural waves are supersonic.
Let us introduce a bidirectional radiation coefficient
A, (v,u) as the acoustical radiative intensity in direction u
for a unit incident structural radiative intensity in direction v.
The directions v=/8 and u=#6, « and their related angles are
drawn in Fig. 11. The detailed power balance then states that
the radiated intensity is the sum of all contributions of inci-
dent structural rays,

dP
= f A (v,u)l(p,v,1)dv. (38)

I 9’ ’t = -
(p,u,9) cos 0dSdu

In the mean time, the attenuation factor m, for structure is the
sum of a term for internal losses nw/c,, where 7 is the
damping loss factor and w is the circular frequency, and an
additional term for radiation. Consider a structural plane
wave with radiative intensity /=1,8(v—v,). The decrease of
intensity thickness dx is —dly=mgyydx. Internal losses are
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FIG. 11. Surface mode radiation. Elevation angle 6 is measured with the
normal to the surface and azimuthal angles 3, a are measured in the plane of
the surface.

nw/ ¢y X Iydx, whereas radiation losses are 2d’P/dS X dx. The
factor 2 stems from the presence of fluid on both sides of the
structure. From Eq. (38), dP/dS X dx=[A,, cos Odu X Iydx
and therefore the power balance states,

m, = 72 J Ay(vo,u)cos Odu. (39)

s

The integral does not depend on direction v, for isotropic
structure. Now, the acoustical surface sources o, distributed
over the structure provide this energy lost by the structure.
Equation (16) gives the left-hand side of Eq. (38), whereas
the right-hand side is obtained by substituting Eq. (12),

o p.u,1)

‘f A (v,0)py(s, 1V H(s,p)d O
441 cos 0 Q,

+f Ay (v,u)oy(q,v,t")H(q,p)dly
FS

+ 2 Au(v,u)u(q,v,r")H(g,p). (40)
qeYy

In this equation, () denotes the structural domain, T’y its
boundary, and Y, the set of diffracting points. Snell-
Descartes’ law states that the emission direction u has a polar
angle 6, measured with the normal to the surface, such as
1/¢!=sin 6y/c,. The radiated ray u has also an azimuthal
angle (3, measured in the plane of structure, equal to the
azimuthal angle a of structural ray v. Then, the bidirectional
radiation coefficient A, reduces to the particular form,

)
Ay =4 309200, (41)
0

where A, in the second-hand side is a parameter depending
on structure and fluid properties. This parameter and the re-
lated attenuation factor mg are given in the Appendix for
lightly loaded thin plates while the most general case of
fluid-loaded thick plates is discussed in Ref. 41. Now substi-
tution of Eq. (41) into Eq. (40) leads to the equation on o,
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FIG. 12. Edge mode radiation. Elevation angle ¢, 6 is measured with the
tangent to the edge and azimuthal angle « is measured in the plane of the
edge.

o,(p.u,t p’
Talp:u1) =A,, 00— 6, X f ps(s,t")e™"™s"dr
2 cot 6, p
O'S(p,,ll,,l,) —mgr'
— ¢ ¥ Ofyy7
cos 6' AT w’)
+u(p'u',t') - &g(u’)l, (42)

where u' =« and u=#6,a. p’ is as usual the first point of the
boundary in direction —u’. This equation gives the fictitious
sources o, for surface mode radiation in terms of structural
sources p,, 0, and u,. It is solved in Ref. 42 for the case of
a beam radiating in a two-dimensional acoustic medium. Ra-
diation only occurs in direction 6, and therefore, sound is
emitted in two strips. The intersection of these strips is a
double zone with a higher sound pressure level and outside
of the strips is a shadow zone.

Radiation by edge mode occurs at any frequency. This is
a particular case of diffraction with a structural ray diffracted
into fluid. The structure to acoustic bidirectional diffractivity
for edge is defined as in Eq. (33),

1 dP
sin Odvdu

f D¢ (v,u)I(p,v,t)sin ¢dv, (43)

where the incident direction v=¢ belongs to the plane of
structure and the radiation direction u=46, « is in the fluid
(Fig. 12). Structural waves are partially reflected into struc-
ture itself and partially diffracted into acoustics. Thus, the
edge has a reflection efficiency R, less than unity. Consider a
structural plane wave with radiative intensity 7=1,8(v—v,)
incident upon the edge. The diffracted power per unit length
is given by Eq. (43), dP/dv=I,sin ¢, [ Dy, sin 6du. This
power is not reflected into structure and therefore the power
balance imposes,

Ry(vy)=1- f Dt (vp,u)sin Odu. (44)

This reflection efficiency R, depends on the incident direc-
tion v,,. The exact expression for the reflection coefficient R,
of membranes is derived in Ref. 43 while the case of baffled
and nonbaffled plates is solved in Ref. 44. The unknown o
is determined by applying Eq. (17) with the reflection effi-
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ciency R,. Indeed Egs. (21) and (24) must be preferred in
case of diffuse and specular reflection. The energy converted
into acoustical waves is emanated by some acoustical
sources distributed along the edge of the structure. Their
power per unit length A, is determined by,

A (p,ut)

= J D, (v,u)py(s,t")H(s,p)sin @d€)
44 sin 0 Q,

+f Dg,(v,u)o,(q,v,t")H(q,p)sin ¢dl’y
r

s

+ 2 DS, (v,u)u(q, v, ) H(q,p)sin ¢.
qeYy

(45)

This is the most general equation governing the line source
A\, But as in diffraction by wedges, acoustical rays are radi-
ated in Keller’s cone. However, incidence and emission
angles measured with the tangent to the edge are now related
by cos ¢/c.=cos 6/c,. Since the incident direction is re-
stricted to be in the plane of structure, the reciprocal Keller’s
cone of a radiated ray u now reduces to a single direction
noted u’=¢’. The bidirectional diffractivity takes the form,

! So-o
D (vou) = e () 20 =€) (46)
Co sin” ¢

where D{, () is the square of the classical diffraction coef-
ficient at normal incidence. When introducing Eq. (46) into
Eq. (45) and, as usual, developing the infinitesimal surface
dQ=rdrde and the infinitesimal boundary length dI’
=rdp/cos ¢', the equation on A, is obtained,

N(pou,t)  c! 1 p’
u(p ) - —Dfa(a) - - f ps(s,t/)e—ﬂ'lrdr
2sinf ¢, sineg’ | Jp

Us(p,,u,,t/) —mr’
"2 0y’
cos 6' T )

’
—m

&g(uw} . 47)

e

+ /“Ls(plvur’t,) '

The power density A, is then related to structural sources p;,
o, and ;.

Radiation by corner mode also occurs at any frequency.
The bidirectional diffractivity, as in Eq. (30), is defined by
the following detailed power balance:

dP

—:JD?a(v,u)I(p,v,t)dv, (48)
du

where v is in the structure and u is any direction in the fluid
(Fig. 13). The left-hand side of Eq. (48) is given by Eq. (31)
and the right-hand side by Eq. (12),
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FIG. 13. Corner mode radiation. Elevation angle 6 is measured with the
normal to the surface and azimuthal angles B3, « are measured in the plane of
the surface.

Ma(Pou,1)

JDga(v,u)ps(s,t’)H(s,p)dQS
477 ‘QS

+ J Di,(v.u)o,(q,v,t")H(q,p)dl’y
r

s

+ 2 DL(vowpuqv.t)H(q.p).  (49)
qeY;

The fictitious acoustical sources w, are related to structural
sources p,, 0, and w,. Concerning the sources u, at the same
corner, this is a structural diffraction problem. Thus, u, is
given by Eq. (32) with the appropriate diffraction coefficient.

Vil. STRUCTURAL RESPONSE

Reflection, transmission, and sound absorption by walls
has been addressed in Secs. III and I'V. But in some cases, the
acoustical energy lost during reflection is converted into
structural energy. This phenomenon followed by radiation of
sound is named resonant transparency in SEA literature
meaning that structural modes are involved. An overview of
sound transmission through infinite and finite structures is
available in Ref. 45. Acoustic to structure conversion mode
is the reciprocal problem of sound radiation and since all ray
paths can be traveled in both directions, any radiation mode
a priori gives rise to a conversion mode and conversely. The
case of rays impinging on the surface of the structure is first
considered. Diffraction of acoustical rays into structure by
edges is modeled by introducing some fictitious sources o
for the structure and A, for acoustics while diffraction by
edges or any singular point requires some point sources g
and .

This is a well-known result that a plane wave impinging
on an infinite structure is reflected, transmitted, and that a
forced term appears in the structure. Fictitious sources o, for
reflection and transmission are given by Egs. (26), (27), and
(29) depending on the type of transmittivity. The incident
power is totally reflected and transmitted and no energy is
supplied to the structure. This result holds even at 6, inci-
dence and thus, seems to state that the reciprocal path of
surface radiated rays does not exist. However it does exist,
but for an incident wave having a complex wave number. In
the presence of fluid on both sides of the structure, a further
requirement is that two rays simultaneously strike the struc-
ture at 6, incidence and at the same point. This phenomenon
is possible but improbable. Anyway, within the framework of
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the present theory, correlation of rays have been neglected
and thus, this type of conversion is assumed to be never
realized.

Equations (7) and (8) give the contribution of the free
waves propagating inside the structure. But, the presence of a
forced term in the structure can lead to a significant increase
of vibrational level and therefore cannot be neglected. Let
define the forcing coefficient A, as the ratio of the vibrational
energy of the forced term and the incident acoustical power
of a plane wave (Appendix . The total vibrational energy of
the forced term W, is then the sum,

Wo(r,1) =fA0((p)I(r,v,t)cos dv, (50)

for all incident waves. Introducing Eq. (12), the forced term
becomes,

Wo(r,1) = f Ao(@)p(s,t")H(s,r)cos @d€d
‘Q‘a

+ f Ao(@)a(p,v.t")H(p,r)cos ¢dl',
T

a

+f Ao(@N(p,v,t")H(p,r)cos ¢dA,

a

+ 2 Ag(@)u(p,v,")H(p,r)cos ¢. (51)
peY,

The vibrational energy in the structure is therefore the sum
W(r,t)+Wy(r,7), where W is the energy of the free term
given by Eq. (7) and W, the energy of the forced term given
by Eq. (51).

Conversion by edge is once again a diffraction problem.
The bidirectional diffractivity D,(v,u) is defined as in Eq.
(33),

1 dP
sin @dvdu

=JDZs(V,u)I(p,V,t)sin edv. (52)

All the energy impinging on the edge is either diffracted into
structural wave or diffracted into acoustical wave. The
acoustical diffraction sources A, have ever been found in Eq.
(37) and the structural diffraction sources o, distributed
along the edge are given by

O-S(p’u’t) _

— = J D (v,u)p,(s,r")H(s,p)sin @d€)
2asinf  Jo

+J D;(v,u)o,(q,v.t")H(q,p)sin ¢dl'y
r

a

+ f D (v,u)\,(q,v,1")H(q,p)sin ¢dA,
A

a

+ 2 D4 (v.w)u,(q.v.t')H(q,p)sin o.
qeY,
(53)
The power densities o, are then related to acoustical sources

Pu>T4> Ny and . For any ray u in the structure is attached a
reciprocal Keller’s cone whose axis is the edge and angle ¢’
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is defined by the law of diffraction cos ¢’/co=cos 6/c;. The
bidirectional diffractivity taking into account this law of dif-
fraction is,

Cope (g 2=, (54)

D¢ (v,u) =
wlV1) c! sin’ ¢

Substitution of Eq. (54) into Eq. (53) is done in same condi-
tion as for wedge diffraction. The measures d(), dI', and dA
are developed in spherical coordinates with the result,

t 1 —mr
olput) _co l f DS, (B)pus.1") —dK.
sin 6 clsing’| Jg r

+fmmmmmmm¥ed%
L cos @ r
N (q,V t')e™
+ 2 DB
qeM ‘ﬁ r
+ 2 Dm(,B),U«a(q,vt) 5(<p—<p’)

qeY,
(55)

where as for wedged diffraction, dK is the surface measure
on the reciprocal Keller’s cone K whose semiangle is ¢’, dL
is the length measure on L=KNT',, 6 is the emission angle,
and y is the angle between L and the emission direction,
M=KNA, is the set of points where the line A, crosses the
cone K and ¢ is the related angle between the tangent to A,
and the normal to K. The bidimensional Eq. (55) jointly with
Eq. (47) is solved in Ref. 46 for the case of a finite baffled
plate with simply supported edges. Results of this method
are compared with some reference results from BEM.
Finally, conversion by corner is also a diffraction prob-
lem. The detailed power balance similar to Eq. (30) reads

dP

—=| D (v,u)l(p,v,t)dv, (56)
du

for any direction u into the structure. The structural fictitious
source u, emits a power per unit angle dP/du=u /27 and,
thus, once again u, is determined by an integral equation,

lus(p7u’t)

:J DS (v,u)p,(s,t")H(s,p)d€y
2’7T O

a

+ f Dy (v,u)a,(q,v,t")H(q,p)dl’
T

a

+ j Dy (v,u)h,(q,v,t")H(q,p)dA,
A,

+ X DL(vowu,(q.v.r)H(g,p),  (57)
qeY,

where u, is related to acoustical sources p,, o, \,, and w,.
The sources w, for the same problem are given by Eq. (32)
with the acoustics to acoustics diffraction coefficient.

It is remarkable that the intensity of the forced term does
not appear in Eq. (17) giving o, the power being reflected
neither in Eq. (47) giving A, the power being radiated by
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edges. Its seems that this forced intensity is not reflected
neither radiated and thus the power balance seems to be vio-
lated. However, it is not. The diffraction coefficients D, and
the related one D,, for the diffraction of acoustical waves
interacting with the edge of the structure take into account
the presence of the forced vibration. And therefore, the en-
ergy of the forced term is ever accounted for in the fictitious
source o, of Eq. (53) (same for \,).

Viil. CONCLUSION

In this paper, the basic equations governing energy of
uncorrelated ray fields have been presented. All classical
phenomena of vibroacoustics are accounted for, that is re-
flection, refraction, transmission, diffraction, radiation by
surface, edge or corner modes and structural response. These
equations are derived within the framework of the Geometri-
cal Theory of Diffraction which is the natural theory to de-
scribe these rays. The method is based on the use of some
fictitious sources each time rays are reflected, refracted,
transmitted or diffracted. The power of a fictitious source is
the sum of powers of all individual rays being deviated at
this point. This is the main difference with the ray-tracing
technique which requires that all ray paths from a source to a
receiver are determined.

Besides, the proposed formalism is entirely based on
energy variables. Indeed, the underlying assumption is that
all rays are uncorrelated. In general, this is not true in low
frequency range but this is a relevant assumption in high
frequency range especially if rms values of the field in wide-
band are expected. The spirit of Statistical Energy Analysis is
preserved: a description of vibrational fields in terms of en-
ergy well suited for high frequencies. However, the present
equations do not assume that fields are diffuse in all sub-
systems and even, fields can be largely nondiffuse. The
present equations can thus be considered as an extension of
SEA.

Energy equations of vibrational fields are useful for sev-
eral purposes. The “radiosity method” in room acoustics is
an efficient method to determine the reverberation-time be-
yond the validity of Sabine’s formula. But similar equations
in steady-state condition can further give the repartition of
vibrational energy inside largely nondiffuse fields. The
present theory embodies these two methods with, in addition,
the contribution of diffraction.

APPENDIX

The reflection and transmission efficiencies at the inter-
face between two fluids with different acoustical impedances
Z:=pc;, i=1,2, where p; is the mass per unit volume and c;
is the sound speed are’’

R, (o) = 7, sec 0—Z, sec ¢ | > (A)
e Z, sec 0+ Z; sec ¢
cysec @ 27, sec 6 2
R = , A2
(e) ¢, sec 6 Z, sec 0+ Z, sec ¢ (A2)

where ¢ is the incidence angle and 6 is the refracted angle
measured with the normal to the interface in Figs. 5 and 6,
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sec ¢=1/cos ¢ is the secant function. These angles are re-
lated by Snell-Descartes’ law of refraction sin ¢/c|
=sin 6/ c}. These equations apply for instance at the water-air
interface.

Reflection and transmission of acoustical waves through
walls with same fluid of impedance Zy=pyc, on both sides
are given by the following relationships:ll

Rule)= | 2| (A3)
e Z,+27Zysec ¢
27, sec 2
Rip(g) = | ———— g (A4)
Z,+27Zysec ¢

where Z;=[B(w sin ¢/c!)*~mw?]/iw is the mechanical im-
pedance of the wall at incidence ¢, B being the bending
stiffness and m the mass per unit area of the wall. The forced
term in the wall is not a structural ray. Its wave number
matches with the trace of the acoustical wave number and the
forcing coefficient is,

8Bw*Z, sec ¢ sin’ ¢

Agle) = (A5)

iz, + 27y sec @

The diffractivity of a wedge at normal incidence ¢=6
=7/2 is” Y

D(B,a) =

2 sin?(vr) [ 1
27k

cos(vm) — cos[(a + B)]

1 2
¥ cos(vm) — cosma— ,3)]} ’ (A6)

where v=m/ ¢ is the wedge index, ¢ being the outer angle of
the wedge, and k is the acoustical wave number. The angles
a and B are measured in the normal plane to the wedge as
defined in Fig. 8. This expression is singular for o=+ and
does not predict the correct values near these angles. An
alternative expression for D valid both within and outside the
transition regions is given by the Uniform Theory of
Diffraction,49

[V(ﬂ'+a—,8)
2

2
D(B,a) = Py ‘ cot F(kLa*(a - B))}

+ cot[ wnkw(a - 3))]

+

ot{ wfxmﬁm + ﬁ))}

2
. (A7)

+ cot[ WF(kLa‘(a + ,8))]

L=rsin® ¢, r being the source-receiver distance and ¢ the
incidence angle and a*({)=2 cos’(wN*/v—{/2), N* is an in-
teger which more nearly satisfies the equality 27N*/v-{
=+ F(X)=2iVXeX[ c:J)—(e"'fzdr is a transition function which
involves a Fresnel integral, and cot x is the cotangent func-
tion. It can be checked that Eqs. (A6) and (A7) agree well for
large x*
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The radiation coefficient A,, introduced in Eq. (41) is
found by solving the classical governing equation of fluid-
loaded Love’s plate, with an incident structural plane wave.
For a light fluid (air),

_Po
T omM* -1

M>1, (A8)

where M=c|/c is the Mach number of the structural wave.
When the structural wave is substance (M <1) there is no
radiation, i.e., A;,=0. The attenuation factor m; is calculated
with Eq. (39),

(A9)

This last equality is also twice the imaginary part of the
structural wave number given by the dispersion of the fluid-
loaded plate.
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A set of coupled integral equations is formulated for the investigation of sound propagation from an
infinitesimal harmonic line source above a hard ground surface corrugated with cuttings. Two
half-space Green’s functions are employed in the formulation. The first one defined for the upper
half space is used to reduce the problem size and eliminate the edge effect resulting from the
boundary truncation; the other one for the lower half space is to simplify the representation of the
Neumann-Dirichlet map. As a result, the unknowns are only distributed over the corrugated part of
the surface, which leads to substantial reduction in the size of the final linear system. The
computational complexity of the Neumann-Dirichlet map is also reduced. The method is used to
analyze the behavior of sound propagation above textured surfaces the impedance of which is
expectedly altered. The effects of number and opening of trench cuttings, and the effect of source
height are investigated. The conclusions drawn can be used for reference in a practical problem of

mitigating gun blast noise. © 2006 Acoustical Society of America. [DOI: 10.1121/1.2225997]

PACS number(s): 43.20.Fn, 43.20.El, 43.20.Bi [JBS]

I. INTRODUCTION

Acoustic wave propagation from an infinitesimal har-
monic line source above a locally-perturbed half space has
been of interest to the acoustical society due to its practical
importance and its concise mathematical description. The
problem arises in different areas, e.g., the study of the effect
of oscillation in harbors (Hwang and Tuck, 1970; Lee, 1971;
Shaw, 1971), the suppression of traffic noise using barriers
(Peplow and Chandler-Wilde, 1999), and the effect of nonflat
terrain on sound propagation (Alpera et al., 2003), etc.

The problem addressed in this paper comes from the
attempt of mitigating gun blast noise above a hard ground
surface by changing it into an artificial soft (or pressure re-
lease) surface using trench cuttings. A number of studies
have been conducted on using various structures to deflect
sound propagation along the surface of a hard ground (Swen-
son ef al., 1992). We suggest texturing the hard surface with
trench cuttings, which leads to a change in the surface im-
pedance. If the geometry of cuttings satisfies some condi-
tions, the surface will exhibit low impedance. As a result,
more noise is deflected away from the cuttings and less is
propagated along the surface, and the adverse effect on the
surrounding environment is suppressed.

The use of cuttings to alter surface impedance to change
the property of sound propagation is not new to the acousti-
cal society. Tol and Holties (1999) have studied the use of
low, close to track barriers and absorptive layers on a slab
track to lower the noise from train traffic. Attenborough and
Boulanger (2002) have investigated the effective impedance
of hard rough surfaces.

J. Acoust. Soc. Am. 120 (3), September 2006

0001-4966/2006/120(3)/1209/8/$22.50

Pages: 1209-1216

The idea of impedance surface has also been used in the
electromagnetic society. Readers are referred to Qian et al.
(Qian et al., 1998) for details. Readers are also referred to
some textbooks or notes (Collin, 1990; Kong, 1998; Chew,
2002) for properties of corrugated surfaces.

The objective of this paper is to provide an efficient
mathematical description for the problem and to preliminar-
ily study the application of the artificial soft surface to miti-
gate noise traveling along a hard ground surface. As men-
tioned above, an infinitesimal harmonic line source is used as
excitation throughout the paper, considering that the radiated
field can be expressed as a summation of Fourier compo-
nents. For the theoretical model to be as close as possible to
the real world problem, a quasiperiodic structure is employed
in which a finite number of cuttings are included instead of
using an infinitely periodic structure. Plane waves are often
employed in discussing the behavior of waves above a peri-
odic structure, where the Floquet-Bloch theorem is always
used to represent the scattered field. As is known that the
radiation of a line source can be expressed in terms of the
superposition of different plane waves, therefore the behav-
ior of the line source can be obtained by investigating the
behavior of the plane waves. For purposes of numerical com-
putation, however, the implementation is not straightforward
and some approximation may be needed (Lam, 1999).

This problem is easily formulated using the boundary
integral equation method or the boundary element method.
The geometry used is shown in Fig. 1, where Q,={(x,2)|z
>0} is the upper half space, and (), denotes the inside of the
cutting in the hard ground surface. The boundary of (), is
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FIG. 1. Geometry of the model for the boundary integral equation formu-
lation.

Q=TI+, +T,, where I', is the upper semicircle of infi-
nitely large radius; I', is a part of the plane z=0, coinciding
with the opening of the cutting; I';={(x,z)[z=0]\T,. The
boundary of Q, is dQ,=I",+T",, where I, connects the two
end points of I', and is entirely below the plane z=0, denot-
ing the sides and bottom of (),. The solution domain is
=0, +QO,+T,, the boundary of which is dQQ=I"_,+T',+T'.

Hwang and Tuck (1970) use a single-layer potential
method to study the effect of wave-induced oscillations by
solving for the unknown equivalent sources distributed along
the boundary of the harbor (I'.) and coastline (I',). Lee
(1971) uses the Green’s second theorem in both the regions
inside and outside the harbor, }; and (),, respectively. This
method is also used by Shaw (1971). Peplow and Chandler-
Wilde (1999) present a method for the case when the bound-
ary of the solution domain is penetrable and absorptive. For
simplicity, the impedance boundary condition is used and
accordingly a special Green’s function is employed to ac-
count for the finite acoustic impedance of the lower half
space. When the boundary is rigid, their formulation reduces
to that of Hwang and Tuck. Alpera et al. (2002) use Peplow
and Chandler-Wilde’s method to study the effect of nonflat
terrain on sound propagation.

In the formulations proposed by Hwang and Tuck, and
Peplow and Chandler-Wilde, a half-space Green’s function is
used in the region of upper half space (), while a free-space
Green’s function is used in the cutting (),. The use of the
half space Green’s function in (); reduces the number of
unknowns substantially because I',, the flat part of the hard
ground surface is eliminated from the integral equation, and
avoids the edge effect resulting from the boundary truncation
when a free-space Green’s function is used in ;. In our
formulation, two half-space Green’s functions instead of
only one are involved, one is used in (), and the other is
used in ),. The use of the second half-space Green’s func-
tion in ),, as will be shown later, simplifies the representa-
tion of the Neumann-Dirichlet map, and hence reduces the
complexity of its computation.

The paper is organized as follows: Sec. II describes the
formulation of the coupled boundary integral equations. The
difference from the previous one of Peplow and Chandler-
Wilde is depicted in Sec. III. Section IV discusses the vali-
dation using an analytical method and two previous numeri-
cal methods. Section V studies the effects of number and
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opening of cuttings on the propagation of sound waves over
quasiperiodic structures. The effect of source height is also
addressed. The conclusions are drawn from the numerical
analysis, which can be used for reference in designing a
practical artificial soft surface to suppress gun blast noise.

Il. BOUNDARY INTEGRAL EQUATION
FORMULATION

The governing equation and boundary conditions for the
acoustic wave propagation from an infinitesimal harmonic
line source above a locally perturbed rigid plane is

-
V2p(r) + K’p(r) == 8(r—ry),r € Q.ry € Q,

J
p(r) 0

< on FgUFr (1)

~dp(r)
lim —zkwp r)+ Vr =0,
. F—o0 ar

where p is the pressure, k=w/c is the wave number, and ry is
the location of the line source. The time dependence is e~
and is suppressed. We study the case when the source is
above the ground surface, or ry € (). The unit vector n is the
outward normal to I';UT'.. For the case when the source is
in the cutting, or r, € {),, the derivation is similar.

Consider two half-space Green’s functions as follows:
Vig/(r,r') + g (r,r')==8r-1')
dg,(r,r’
M =O,l=l,2,(— l)l_IZBO,(— l)l_lZ/BO.
Y =0

(2)

Clearly, g,(r,r’) is for the upper half space and g,(r,r’) for
the lower half space, both satisfying Neumann condition on
the plane z=0. Their expressions are readily obtained such
that g(r, r/) go(r,rr)+gy(r,r;), 1=1,2, where
go(r,rr)=i/4H ')(k|r r|) is the free-space Green’s func-
tion. Here, r —(x ,z') is the location of a source, and r;
=(x'",—z’) is the location of its image. The unit vectors 7,
and 7y, are normal to the plane z=0, with y; pointing down-
ward and 7, pointing upward.

Using the vector identity V-(uA)=uV-A+Vu-A and
the sift property of the delta function, we have for any point
in Q; (pp. 430-433, Chew, 1995)

ap(r ’)
any

Pinc(r) =p(r) - Jdrgl(rr) 3)

Here, n, is the outward normal to ). Notice that the inte-
gration over I, vanishes due to the radiation condition in Eq.
(1); over I', only the single layer potential is left due to the
Neumann condition in Eq. (2). Similarly, for any point in (),,
we have

0= p(r) - f args(r.e)
ny
+J dTp(r ')—‘932(” ) )
r, an}

Here, n, is the outward normal to (),. Equations (3) and (4)
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are used to calculate the field in ), and (), once the equiva-
lent sources over I', and I', are determined. To solve for the
unknown sources, boundary integral equations have to be set
up over I’y and T',..

Consider a point, denoted by r, on I',,. The part of I',, in
the vicinity of r is indented above by a semicircle centered
about r, denoted by I',. Then r is outside of Q;\Q,, Q,
being the area enclosed by I', and I',. According to the ex-
tinction theorem (p. 432, Chew, 1995)

dg,(r,r’
Pine(r) = lim f de(r’)—gl(, )
g—0 r, ﬁl’ll

—limf drg, (e 2T
1"8 (9}’1

e—0 1

ap(r )'

! (5)

- limf dl'g,(r,r")
I\,

g—0

For the first term, when z’—0, the source and its image
coincide with each other; therefore g;=2g,. It is readily
shown that it reduces to p(r) by using the asymptotic prop-
erty of H(ll)(k|r—r’|). The second term vanishes because
dp(r)/de is continuous over I',. The third term is a principal
value integral. Consequently Eq. (5) is simplified as

puclt) = p(t) =P V. f dTey(r.r )‘9’;(" ). (©)

r, n

When the part of I', in the vicinity of the point r is
indented below, r is outside of (,\(),, then we have by the
same token

0=p(r)—P.V.f dlg,(r,r )z?[;(r)

r, )

N f dlﬁp(r’)@. (7)
r ny

c

Similarly, for a point on I',.

= 2p(e) - f argy(r.p) 25

ny

g, (r.r’)

any ®

+P.V. f dl'p(r")
r

c

Notice that the constant factors before p(r) in Egs. (7) and
(8) are different. The reason is that for p(r) in Eq. (8), the
contribution from the image source vanishes when &—0.
When I, is not smooth at some points, the constant factor in
Eq. (8) will be a/27 (El-Zafrany, 1993), where « is the
angle subtended by the indented part relative to r.

Using the operator representation for single layer poten-
tial and double layer potential similar to those introduced by
Peplow and Chandler-Wilde (1999), Egs. (6)—(8) are rewrit-
ten as

0,
=p,- 8., Ze (9a)

Po,inc 00 (9]’11
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7
0=p,- Sigf # K. (9)
2
P,
0=p= 80" Po s k.. (9¢)

()6(92 celr ¢

Here, p;,dp;/dn e L,(I';), j=o,c, I=1,2. The single layer
potential is defined as

Syl 1= fr dlg(r.x')[ 1,

rel,, (=12, jk=o,c; (10)

and the double layer potential is defined as
dg,(r,r")
K[ 1= f di———1L1],
! on,

rely, [=1,2, jk=o,c. (11)

When j=k, the two potentials are understood under the
meaning of principal value integral.
By inspection, it is seen that from Egs. (9b) and (9c¢)

P
Po= Z2 > (12)

(’7]712

1
{sﬁo <K2+ /) sic}. (13)

Here, Z, is an impedance operator or a Neumann-Dirichlet
map projecting the derivative of a function to itself; 7 is a
unit operator mapping a function to itself. The operator S(lw
in Eq. (9a) is also an impedance operator. Denoting it as Z,
and substituting Eq. (12) in Eq. (9a), we have

where

pu inc — (Zl (14)

2

where the condition of n;=-n, on I', is used.

Albeit the formulation is derived for one cutting, the
application to multiple cuttings is straightforward Suppose
the number of cuttings is P, then I', U I, Te= UP Te.
The nicety here is that the Neumann- Drrrchlet map can be
evaluated for each cutting separately before solving Eq. (14)
because there is no direct coupling between different cut-
tings. If all the cuttings have the same geometry, the evalu-
ation is done only once, so the workload is reduced substan-
tially. Equations (9a)—(9c) can also be solved directly; this
however results in a larger workload. Suppose that after dis-
cretization, there are N elements for the opening of each
cutting, and M elements for the two sides and floor of each
cutting, then the total number of unknowns for the three
coupled equations is P(2N+M), while the number of un-
knowns for Eq. (14) is PN. Their ratio is thus 8=2+M/N,
and the ratio of their computational complexity is O(/3%) if an
iterative solver is used or O(f8°) if a direct solver is used.

In the numerical implementation, I", and I, are first par-
titioned into boundary elements: I’ 0=U§V=lea’j, FC=UinleCJ,
N and M being the numbers of elements on I', and T',, re-
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spectively; then a pulse basis function is associated with each
element. The discretized integral equations are then tested at
the center of each element. The solution of the resulting lin-
ear system includes two steps: (1) the inverse of the dis-
cretized counterpart of K2 +1/2 is first evaluated for each
cutting using the Gaussian elimination method; (2) the linear
system resulting from Eq. (9a) is then solved by the same
method or by the conjugate gradient method.

In the discretization, two kinds of integrals need to be
evaluated, viz.,
ej e, CI,,

J gl(rjar,)dr’ rj € ej7 (153)

€k

f gz(l‘j,r')dr, l'j S ej, ej,ek C F() U FC‘ (15b)

€k
When r; and r’ are far away from each other, the midpoint
rule is used in the evaluation; when they are close to each
other, to guarantee the accuracy, either a high-order Gaussian
quadrature rule is used; or as an alternative, one element is
first partitioned into a number of small pieces, then a lower-
order Gaussian quadrature rule is used for each piece.

lll. DIFFERENCE FROM THE FORMULATION OF
PEPLOW AND CHANDLER-WILDE

Without loss of generality, we consider the case with
only one cutting. The boundary integral equations presented
by Peplow and Chandler-Wilde (1999) are listed as follows:

P,
poinc=pn_s(lmﬂ, (163)
’ (97’[1
1 ap,
Oz_p()_sgo + Copc’ (16b)
2 a}’lz
1 P,
:Epc+ ocpo_sgc n2+KZcpc’ (160)

where the superscript 0 of S,K in Egs. (16a)—-(16¢) means
that the underlying Green’s function is that of free space g,.
The Neumann-Dirichlet map is derived as

1 IR
z;:[EI-KS{,(KQﬁE/) KO]

oc

00 co oc

x[so K (KM%/)sO] (17

Here, the prime is used to distinguish from that in Eq. (13).
Equation (16a) is then simplified as

po,inc = (Zl + Zé)

Po. (18)
on,

Suppose that the numbers of unknowns over I', and T,
are M and N, respectively, then the operation for the evalu-
ation of discretized Z, in Eq. (13) is O(NM*+N>M +M?),
and the total operation for solving dp,/dn, using our formu-
lation is O(NM?*+N>M +M3+N?). When the formulation of

Peplow and Chandler-Wilde is used, an additional operation
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of O(N>’M+2N?) is needed to evaluate the inverse of the
operator 1/2/-K° (K° +1/21)7'K?, and the product of the
two terms in the square brackets in Eq. (17). If N<M, the
difference is small, but when N> M, the difference will be
large. When N is comparable to M, or N= M, the cost using
their formulation is about 1.75 times that using our formula-

tion.

IV. ANALYTICAL AND NUMERICAL VALIDATION

As an analytical validation, consider an extreme case in
which the cutting is rectangular and the depth d is tending to
zero. The limit of this case is the scattering from a plain hard
ground surface the solution of which is g,(r,r,) or p..

When d—0, only the floor of the cutting contributes,
thus the two sides are excluded from I'.. The double-layer
contribution in Eq. (9b) is rewritten as

dgo(r,r’ dg/(r,r’
Kopo= f BoEL) ) ()T + f KAL) (o)
r, o r. oy

(19)

where I'] is the image of I'.; g/(r,r’)=gy(r,r;) is the
Green’s function for the image source, r'=(x',z’), r;
=(x",—z'); M, is the image of ny, ny=n,.Z, Ny=-n,.2. All the
images are about the plane z=0. When d— 0, r approaches
I'. from above, and approaches I'. from below. In other
words, r approaches the two double-layers both from the
side where the negative charges are distributed, therefore

1 1
Kiopc — = Epc(r) - Epc(r) = _pc(r)’ d—0 (20)

according to the jump condition for double-layer potential
(Colton and Kress, 1983). For the double-layer contribution
Kgcpc in Eq. (9¢), the same argument applies. However,
now r is already on I'.. Therefore, we readily obtain
&Hgl)(kr)/&n2=0. As a result, the contribution from I', van-
ishes, only I'] contributes

Kipc—>—%p¢(r), d—0. (21)
For the single-layer potential SZ.dp,/dn, in Eq. (9c), when
d—0, §2.— 8%, according to the jump condition for single-
layer potential (Colton and Kress, 1983), therefore, no addi-
tional term results.

According to Egs. (21) and (9¢), S, dp,/dn,=0, which
immediately leads to

Po

=0 22
o, (22)

by judiciously assuming that operator Sﬁo is not singular.
Substituting Egs. (20) and (22) into Eq. (9b), we have p,
=p,.. Substituting Eq. (22) into Egs. (3) and (9a), it follows
that p=p;,. everywhere in Q,(=Q, UdQ,).

Next we use the following integral equation for a more
general validation:
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Free-space Green's function, —0— Half-space
Green's function. m=1, w=2.0%, d=2.0x, h=0.2).

FIG. 2. Radiation pattern above one cutting computed with the present
formulation compared to that computed using Eq. (23). Here, m is the num-
ber of cuttings, w is the opening size, d is the depth of cutting, & is the
source height.

1 ago(r,r’) |
Pine(t) = Zp(X) = P. V. f = p(r)dl, (23)
rur, on

which is obtained by applying the Green’s second theorem in
the entire solution domain () using the free space Green’s
function g,. The unit vector n is the outward normal to the
boundary I',UT..

Figure 2 shows the radiation pattern over a corrugated
surface computed with the new formulation. The radiation
pattern is defined by

p(r)

RP = 20 10g10
po(r)

®, (24)

9 rH

where pg(r)=gy(r,r’'), p(r) is given by Eq. (3). When r
— 00, we have
p(r)
Po(r)

—ikr’ (7]70(1")

on,

r— 0,

=2 cos(k,h) — 2[ dle
r

o

(25)

where it is assumed that r' =0 in gy(r,r’) while ry=(0,4) in
Eq. (1), h being the height of the source above the ground,;
k=kX+k.zZ, k,=kcos 0, k,=ksin 6, 0< <.

The main difference from the excess attenuation (Pep-
low and Chandler-Wilde, 1999) is that the radiation pattern is
only for the far field, while the excess attenuation is for all
field points. The other difference is that there is a minus sign
before the excess attenuation expression.

Only one cutting is included in the model in Fig. 2. Its
opening and depth are both 2.0N. The source is 0.2\ above
the opening center. When Eq. (23) is used, I', is truncated at
a distance of 64\ from the opening center on both sides. The
element size for both methods is 0.1\. When evaluating the
integrals in Eqgs. (15a) and (15b), each element is subsec-
tioned into three pieces with equal size, and the midpoint
rule is then used for each piece. It is seen that there are small
ripples over the radiation pattern computed with Eq. (23).
Also, appreciable deflections are observed near the surface.
The ripples and deflections, called edge effect, have been
shown to come from the interference of the radiation from
the two ends of the truncated surface. Numerical experiments
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FIG. 3. Radiation pattern above one cutting computed with the present
formulation compared to that computed using the formulation of Peplow
and Chandler-Wilde. Here, m, w, d, and h are of the same meaning as in Fig.
2.

indicate that to suppress the edge effect, an extremely large
truncated surface is needed, which increases the problem size
and lowers the execution efficiency. In the radiation pattern
computed with the coupled equations [Egs. (9a)—(9¢)], no
ripple is observed, and the curve looks quite smooth. Fur-
thermore, the inward deflection near the surface is elimi-
nated. Note that the radiation pattern is a semicircle because
the radiation is limited to the upper half space.

Finally we validate the present method using the formu-
lation of Peplow and Chandler-Wilde [Egs. (16a)—(16¢)].
The same model is used as above. The element size for both
methods is also 0.1\, and the same integration method as
above is applied. The results are shown in Fig. 3. Both meth-
ods use the half-space Green’s function in the air region, so
none of them suffers from the edge effect, and the agreement
between the two results is excellent.

V. SOUND PROPAGATION ABOVE A HARD GROUND
SURFACE WITH CUTTINGS

By incorporating a special texture on an acoustically
hard surface, the acoustic impedance of the surface can be
changed to meet some special requirements arising in prac-
tical applications (Tol and Holties, 1999; Attenborough and
Boulanger, 2002). The alteration of surface impedance is
generally obtained by cutting a periodic structure into the
surface (Collin, 1990; Kong, 1998; Chew, 2002). The open-
ing of the cuttings is made much less than the wavelength of
the applied field so that only the dominant mode is propagat-
ing toward the floor, while others are evanescent. Therefore,
if the cutting depth is chosen such that

T

kd=n77+5, n=0,1,..., (26)
the open circuit at the floor is transformed into a short circuit
at the opening by the depth of cuttings. Generally, the depth
is chosen as one-quarter wavelength. In this way, the imped-
ance at the opening of cuttings is very low, and the opening
behaves like a soft surface. This depth is referred to as criti-
cal depth.
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— Hard plane, —0— m=10, —— m=20, —&— m=50
—A—m=100. w=0.12, t=0.2%, d=0.254, h=0.2x.

FIG. 4. Radiation pattern above corrugated planes with different numbers of
cuttings. Here, m, w, d, and h are of the same meaning as in Fig. 2; ¢ is the
period of the quasiperiodic structure formed by cuttings.

The soft surface exhibits low impedance by accommo-
dating energy flow freely into or out of the cuttings. This
immediately means that less energy will flow along the sur-
face. In other words, at the depths other than the critical
depth or when there are no corrugations at the surface, much
more energy will flow along the surface to infinity. In terms
of impedance, at the critical depth, the surface impedance is
lower than when at other depths or when the surface is not
textured.

Figure 4 shows the effect of the number of cuttings on
the radiation pattern. The source is located 0.2\ above the
surface. It is seen that when the number of cuttings increases,
the radiation pattern tends more closely to the one above a
plain soft surface. For the sake of visibility, only the numbers
of up to 100 are shown here. In fact, when the number is
quite large, say larger than 100, only small differences are
observed between the results for different numbers. There-
fore it is unnecessary to use a large number of cuttings to
achieve a good suppression effect.

Shown in Fig. 5 is the distribution of a pressure field on
a corrugated surface. It corresponds to the case in Fig. 4
when there are 50 cuttings in the surface. The result is de-

1 Plane surface
1 —o— Corrugated surface
. m=50, w=0.12, t=0.2%
1073 d=0.252, h=0.23.
E
E 107 4
a
10° 4

X/ h

FIG. 5. Pressure field distribution on a corrugated surface. Here, m, w, t, d,
and £ are of the same meaning as in Fig. 4.
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—A— w=0.011. m=50, t=2w, d=0.25%, h=0.22.

FIG. 6. Radiation pattern above corrugated planes with different cutting
openings. Here, m, w, t, d, and h are of the same meaning as in Fig. 4.

noted by the line with circles on it. The line without circles is
for the radiation pattern of the power flow when there is no
cutting, which is calculated analytically. Clearly the field at-
tenuates much faster above the corrugated surface than above
the plain hard surface. This indicates that by choosing suit-
able geometric parameters for cuttings, a hard surface does
exhibit low acoustic impedance so that sound propagation to
distance along the surface is suppressed.

Figure 6 is for the effect of opening size of cuttings on
the radiation pattern. In these results, the number of cuttings
is fixed for different openings. We see that the mitigation
effect near the surface is weakened as the opening size is
decreased. If the frequency to be suppressed is 50 Hz, then
0.1\ is about 70 cm, too large to be applicable. Therefore
using cuttings of small opening is of practical importance. To
balance the unfavorable tendency when opening is small, one
possibility is to increase the number of cuttings as indicated
in Fig. 4.

Figure 7 shows the radiation patterns of a source of dif-
ferent heights above a corrugated surface. The corrugation is
formed by making 50 cuttings into a hard surface. As above
a plain hard surface, the higher the source height, the more
complex the radiation pattern. Notice that the radiation inten-
sity in the lateral direction becomes increasingly large when
the source moves up gradually. This unfortunately shows that

90

180 0
10dB

— h=0.1%, —0— h=0.2),, —— h=0.51, ——h=1.0%
—&— h=2.0L. m=50, w=0.14, t=0.2%, d=0.254.

FIG. 7. Radiation pattern for different heights of source above a corrugated
surface. Here, m, w, t, d, and h are of the same meaning as in Fig. 4.
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—a— m=2000. w=0.12, t=0.24, d=0.252, h=2.01.

FIG. 8. Radiation pattern of a high source for different numbers of cuttings
above a corrugated surface. Here, m, w, t, d, and h are of the same meaning
as in Fig. 4.

the corrugated surface no longer acts as a soft surface for a
high source. The situation is expected to be improved by
increasing the number of cuttings. Shown in Fig. 8 are the
radiation patterns of a source 2\ above a surface with differ-
ent numbers of cuttings. Note that 2\ is the largest height
used in Fig. 7. We see that increasing the number of cuttings
does improve the radiation pattern in the lateral direction. In
fact, the radiation pattern for 2000 cuttings is almost the
same as that above a plain soft plane.

The above examples show that the radiation pattern of a
line source is sensitive to both cutting geometry and source
height. The reason is explained as follows. Consider the field
distribution on a plain hard surface. It is known that the
magnitude of the field is peaked at the point directly below
the source and is lowered with the distance from the source.
When the source is close to the surface, the field varies rap-
idly along the surface, and much energy is localized around
the peak point. Even a small change around the peak point at
the surface will have a strong influence on the field distribu-
tion. It is thus understood that a small number of cuttings are
enough to have an appreciable mitigation effect. When the
source is higher, the field varies more slowly, so the energy is
distributed more evenly along the surface. Then the influence
of the change around the peak point on the field is weakened.
To have a strong enough mitigation effect, a large number of
cuttings are therefore needed.

Generally speaking, when the source is high, the angle
subtended by the cuttings to the source is reduced. Then the
total impedance of the corrugated surface is increased, and
the surface behaves more like a plain hard surface. To keep
the surface impedance at a low level, the number of cuttings
needs to be increased to enlarge the corrugation extent. Con-
sidering that the noise spectrum is broadband, to sufficiently
suppress high frequency components, a large number of cut-
tings are needed. At high frequencies, a source is of acous-
tically large height though its physical height remains the
same.

VI. CONCLUSIONS

A set of coupled integral equations using two half-space
Green’s functions is formulated to study sound propagation
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above a hard surface textured with cuttings. A Neumann-
Dirichlet map is introduced over cutting openings. The re-
sulting algorithm is more efficient than the one presented by
Peplow and Chandler-Wilde. The use of the Neumann-
Dirichlet map reduces the computational complexity as op-
posed to the methods where the coupled equations are solved
directly, especially when multiple cuttings are studied.

The effect of cutting geometry on sound propagation is
quantified with the new integral equation method. It turns out
that the radiation pattern of a source sitting above a textured
surface is strongly affected by both the number and opening
of cuttings. The results show that 50 cuttings with an open-
ing of 0.1\ are sufficient to create an artificial soft surface
when the source is close to the surface. For practicability, the
opening has to be made as small as possible. However, the
radiation pattern is slightly affected when the opening is
small. The number of cuttings has to increase for the surface
impedance to stay at a low level.

Numerical results indicate that the radiation pattern is
also a strong function of source height. More and more varia-
tions are observed in the radiation pattern with the increase
in the source height. More nulls and peaks can be seen and
the envelope becomes complicated. On the other hand, the
effect of cuttings is weakened when the source moves away
from the surface. This tendency can be balanced by increas-
ing the number of cuttings (Chew, 2001; Kinsler, 2000; Siev-
enpiper, 1999).
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An experimental investigation of guided wave propagation

in corrugated plates showing stop bands and pass bands
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Nonplanar surfaces are often encountered in engineering structures. In aerospace structures,
periodically corrugated boundaries are formed by friction-stir-welding. In civil engineering
structures, rebars used in reinforced concrete beams and slabs have periodic surface. Periodic
structures are also being used to create desired acoustic band gaps. For health monitoring of these
structures, a good understanding of the elastic wave propagation through such periodic structures is
necessary. Although a number of research papers on the wave propagation in periodic structures are
available in the literature, no one experimentally investigated the guided wave propagation through
plates with periodic boundaries and compared the experimental results with theoretical predictions
as done in this paper. The experimental results clearly show that elastic waves can propagate
through the corrugated plate (waveguide) for certain frequencies called “pass bands,” and find it
difficult to propagate for some other frequencies called “stop bands.” Stop bands are found to
increase with the degree of corrugation. Experimental results are compared with the theoretical
predictions, and good matching is observed for plates with small degree of corrugation. Only two
parameters—the depth of corrugation and the wavelength of the periodicity—are sufficient for
modeling the elastic wave propagation in slightly corrugated plates. © 2006 Acoustical Society of

America. [DOI: 10.1121/1.2221534]

PACS number(s): 43.20.Fn, 43.20.El, 43.20.Ye [LLT]

I. INTRODUCTION

The problem of elastic wave propagation in periodic
structures has been investigated for over five decades. Bril-
louin wrote the classical book on this subject (1946). Dy-
namics of a wide variety of periodic structures has been pre-
sented in this book. Later, Mead and his co-workers (Mead,
1970, 1975, 1976, 1986; Mead and Markus, 1983; Mead and
Bardell, 1987; Mead and Yaman, 1991) made significant
contributions in this field of research. In these works, Mead
et al. solved the elastodynamic problems involving periodi-
cally supported beams (Mead, 1970; Mead and Markus,
1983), periodic damped plates (Mead, 1976), damped plates
with stiffeners (Mead, 1986; Mead and Yaman, 1991), and
thin cylindrical shells with periodic circumferential stiffeners
(Mead and Bardell, 1987). Like many other engineering
problems, periodic structure problems have been also solved
by the finite element method (Oris and Petyt, 1974). Follow-
ing Brillouin’s classical approach, recently Ruzzene and Baz
(2000) analytically solved the one-dimensional problem—
composite rods with shape memory alloy inserts, periodi-
cally embedded in the base material of the rod. Interested
readers are referred to the article by Mester and Benaroya
(1995) for a comprehensive review of wave propagation
problems in periodic and near-periodic structures.
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A common feature of the elastic wave propagation in
periodic structures is the existence of distinct frequency
bands—some of which allow wave propagation and others
do not. Those frequencies, for which the waves can propa-
gate through the structure, are called pass band frequencies,
and other frequencies for which the waves are attenuated in
the structure are called stop band frequencies or forbidden
frequency bands (Vasseur et al., 1998).

In none of the articles referred to above has the elastic
wave propagation through free plates with periodic surface
boundaries been analyzed. In the above papers, the periodic-
ity inside the materials or in the support condition has been
considered. For example, Brillouin (1946) in his classical
book presented the solution of wave propagation problem
through one-, two-, and three-dimensional lattices of point
masses with various degrees of complexity, Vasseur et al.
(1998) studied the wave transmission through two-
dimensional binary solid/solid composite media composed of
arrays of Duralumin cylindrical inclusions embedded in an
epoxy resin matrix, Ruzzene and Baz (2000) solved the one-
dimensional problem of a composite rod with periodical in-
sertions.

The problem of wave propagation in structures made of
homogeneous materials, but having nonplanar boundaries
and interfaces, has been the topic of investigation in the last
three decades (Nayfeh er al, 1978; Bostrom, 1983, 1989;
Sandstrom, 1986; Fokkema, 1980; Glass et al., 1983; El-
Bahrawy, 1994a, 1994b; Banerjee and Kundu, 2004; De-
clercq et al., 2005). Stop bands and pass bands of the
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Frequency response of Two 500KHz Non Focused Ultarsonic
Transducers in water
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FIG. 1. (Color online) Received signal amplitude variation with frequency
for the transmitter-receiver placed face to face.

Rayleigh-Lamb symmetric modes in sinusoidally corrugated
waveguides have been studied by El-Bahrawy (1994a). Only
recently have generalized dispersion equations for periodi-
cally corrugated waveguides been studied, and solutions for
both symmetric and antisymmetric modes in a sinusoidally
corrugated waveguide been presented (Banerjee and Kundu,
2006).

Although a number of theoretical papers have been pub-
lished on elastic wave propagation in periodic structures, as
mentioned above, very few experimental papers are available
on this topic. The work of Vasseur et al. (1998) is the only
two-dimensional experimental investigation available today.
To the best of our knowledge, no investigator has yet experi-
mentally measured the stop band and pass band frequencies
in corrugated plates and compared the experimental results
with the theoretical predictions as done in this paper.

Il. EXPERIMENT
A. Transducer characterization

Two 1 in. diameter ultrasonic transducers were placed
face to face. One transducer was excited by a signal fre-
quency that continuously varied from 300 kHz to 800 kHz,
while the second transducer recorded the received signal.
The recorded signal is shown in Fig. 1. Note that the trans-
ducer resonance frequency is close to 540 kHz, although the
transducers were labeled as having 500 kHz resonance fre-
quency.

B. Specimens

Three aluminum plates were machined to produce three
specimens with three different degrees of corrugation. A typi-
cal specimen is shown in Fig. 2. Figure 2(a) shows the full
plate, Fig. 2(b) shows the side view of the corrugation, and
Fig. 2(c) shows the period of corrugation D, highest plate
thickness H;, and lowest plate thickness H, in the corrugated
region. Note that the average plate thickness (24) in the cor-
rugated region is equal to (H,+H,)/2, and the corrugation
depth e=(H,-H,)/4. These dimensions for the three speci-
mens are given in Table I.

1218 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

© 2|

FIG. 2. Corrugated plate: (a) Top view, (b) side view, and (c) side view
showing different dimensions.

C. Experimental setup

Two transducers are placed in the pitch-catch arrange-
ment over the aluminum plate as shown in Fig. 3. Transducer
T acts as the transmitter and the second transducer R acts as
the receiver. Two transducers are inclined at an angle 6
(clockwise and counterclockwise) with respect to the vertical
axis as shown. The transducers are placed at a face to face
distance of “d” and a height “h” above the aluminum plate.
Transducers and the plate are immersed in water, which acts
as the coupling fluid between the transducers and the
plate—so that the ultrasonic energy can easily propagate
from the transmitter to the plate and from the plate to the
receiver. If the distance d is set such that the direct reflected
beam (shown by dashed line in Fig. 3) cannot reach the
receiver, then the ultrasonic energy must propagate through
the plate for a length g, as the guided wave (shown by the
bold arrow in Fig. 3) before leaking back into the coupling
fluid and reaching the receiver R.

Kundu et al.: Wave propagation in corrugated plates



TABLE I. Dimensions of three corrugated plate specimens. All dimensions are given in in. and mm; mm values

are given in parentheses.

Specimen H, H, 2h e

No. (2h+2¢) (2h-2¢) D (H\+H,)/2 (H,-H,)/4 2h/D e/D

1 0.5 0.416 0.425 0.458 0.021 1.078 0.049
(12.7) (10.57) (10.8) (11.63) (0.53)

2 0.5 0.3 0.37 0.4 0.05 1.081 0.135
(12.7) (7.62) (9.40) (10.16) (1.27)

3 0.5 0.187 0.38 0.344 0.078 0.905 0.205
(12.7) (4.75) (9.65) (8.74) (1.98)

D. Experimental results

Experiments are carried out for two different angles of
incidence, 6#=25° and 30°. These two angles are selected
because for these inclination angles relatively strong guided
waves could be generated in the corrugated plate in the fre-
quency range of our interest. Experimental results for these
two sets of incident angles are described in detail below.

1. Experimental results for 25° and 30° angles of
incidence

Two transducers 7 and R, of 1 in. (25.4 mm) diameter,
are placed above the smooth portion of the aluminum plate
which is 0.5 in. (12.7 mm) thick. First, the transducers are
positioned such that the directly reflected beam (shown by
dashed line in Fig. 3) can reach the receiver R. This is the
case when 2=3 in. (76.2 mm) and d=2.8 in. (71.1 mm). The
received signal strength as a function of the frequency for
this transducer-receiver arrangement is shown in Fig. 4. Note
that Figs. 1 and 4 are almost identical. Therefore, the receiv-
ing signal characteristics are not altered significantly when
the transmitter and receiver are placed in the pitch-catch
arrangement—with the receiver receiving the direct reflected
beam. The received signal is plotted after attenuating the
signal by a 37 dB attenuator. When # is reduced to 2.5 in.
(63.5 mm) and d is proportionately reduced to 2.3 in.
(58.4 mm), then the reflected beam showed similar strength
variation with frequency.

& g

FIG. 3. Schematic of the transmitter (7)), receiver (R) and the plate speci-
men arrangement. The direct reflected beam is shown by dashed lines. The
receiver is placed beyond the direct reflection zone to detect the leaky
guided waves.
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Keeping & fixed at 2.5 in. (63.5 mm) when the trans-
ducer spacing is increased to 4.25 in. (108 mm), the received
signal voltage versus frequency plot is changed
significantly—as shown in Fig. 5. We will refer to the re-
ceived signal voltage versus frequency plots as V(f) curves.
The V(f) curve of Fig. 5 is plotted after attenuating the re-
ceived signal by a 28 dB attenuator. Note that the peak near
540 kHz, observed in Figs. 1 and 4, is no longer present in
Fig. 5. Also, two peaks of Fig. 5, near 430 kHz and 645 kHz,
are absent in Figs. 1 and 4. It will be shown later that these
two peaks correspond to two Lamb wave modes in the plate.
A simple calculation with transducer diameter D=1 in.
(25.4 mm), transducer spacing d=4.25 in. (108 mm), height
h=2.51in. (63.5 mm), and transducer inclination angle @
=25° gives g (see Fig. 3) =1.918 in. (48.72 mm) and g, (see
Fig. 3) =0.815 in. (20.7 mm). Since g, is nonzero, the direct
reflected beam cannot reach the receiver. Therefore, the ul-
trasonic energy must propagate through the plate as guided
waves—for a certain distance greater than g; before leaking
into the coupling fluid and being received by the receiver. It
will be shown later that two frequencies, 430 kHz and
645 kHz, generate two guided wave modes for transducer
inclination angle 6=25°.

When the smooth plate is replaced by an aluminum plate
with small corrugation (¢/D=0.049, Specimen 1 in Table I),
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FIG. 4. Received signal voltage amplitude versus signal frequency curve, or
V(f) curve, for a smooth plate specimen when the receiver is placed in the
direct reflection zone marked by dashed lines in Fig. 3. Note the similarities
between Figs. 1(b) and 4. [For this figure, §=25°, h=3 in. (76.2 mm), d
=2.8 in. (71.1 mm), and the signal attenuation is 37 dB. A similar plot is
obtained for #=2.5 in. (63.5 mm) and d=2.3 in. (58.4 mm)].
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FIG. 5. (Color online) V(f) curve for a smooth plate specimen when the
receiver is placed beyond the direct reflection zone as shown in Fig. 3. Note
the changes in the V(f) curves of Figs. 4 and 5 in spite of the fact that the
plate specimens for both figures are the same; the only difference is the
horizontal distance (d) between the two transducers. For Fig. 5, the distance
d is greater. [For this figure, =25°, h=2.5in. (63.5 mm), d=4.25 in.
(108 mm), and the signal attenuation is 28 dB].

the V(f) curve obtained for the setting 2=3 in. (76.2 mm)
and d=7 in. (177.8 mm) is shown in Fig. 6(a). For the trans-
ducer spacing d=7 in., the distance traveled by the guided
wave in the corrugated plate is significantly greater than that
for Fig. 5. Naturally, the received signal in Fig. 6(a) is much
weaker than that in Fig. 5. Only an attenuation of strength
16 dB is applied to the received signal before plotting it in
Fig. 6(a); while for Fig. 5, it was 28 dB.

A comparison between Figs. 6(a) and 4 shows some
similarities between these two V(f) curves—both have peaks
between 500 and 550 kHz and the signal strength gradually
decays to a very small value at low (~300 kHz) and high
(~800 kHz) frequencies. However, a closer inspection also
reveals some clear distinctions that will be discussed later.

Keeping all parameters (h,d, 6) unchanged, Specimen 1
is then replaced by Specimen 2 and finally by Specimen 3.
The V(f) curve for Specimen 2 (medium corrugation, &/D
=0.135) is shown in Fig. 6(b), and for Specimen 3 (large
corrugation, £/D=0.205) is shown in Fig. 6(c). To maintain
the numerical value of the V(f) peaks close to 0.3 in all plots,
a 14 dB attenuator is used for Fig. 6(b), and an 18 dB attenu-
ator is used for Fig. 6(c). Comparison of these two figures
with Fig. 4 shows some distinctive features that are dis-
cussed later.

Similar experiments with the same three corrugated
plate specimens are carried out again for the 30° angle of
incidence and V(f) curves for the three plates are recorded.
Three V(f) curves for the three corrugated plates for 30°
angle of incidence are shown in Figs. 7(a)-7(c).

2. Distinctive features of V(f) curves of corrugated
plates

A comparison of Figs. 4 and 7(a) reveals that, in Fig. 4,
the signal strength is the maximum near 540 kHz and it de-
cays almost monotonically for both higher and lower fre-
quencies with a couple of local minima observed near 380
and 480 kHz, while that is not the case in Fig. 7(a). Although
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FIG. 6. (Color online) V(f) curves for three corrugated plate specimens
when the transducer inclination angle is #=25° and the receiver is placed
beyond the direct reflection zone as shown in Fig. 3. (a) V(f) curve for
Specimen No. 1 (low corrugation, see Table I) when =3 in. (76.2 mm),
d=7 in. (177.8 mm), and the signal attenuation is 16 dB. (b) V(f) curve for
Specimen No. 2 (medium corrugation, see Table I) when h=3 in.
(76.2 mm), d=7 in. (177.8 mm), and the signal attenuation is 14 dB. (c)
V(f) curve for Specimen No. 3 (large corrugation, see Table I) when &
=3 in. (76.2 mm), d=7 in. (177.8 mm), and the signal attenuation is 18 dB.

the V(f) amplitude envelope has a decaying trend for both
higher and lower frequencies, this trend is not as monotonic
as in Fig. 4. Clearly, in Fig. 7(a), the amplitude envelope has
two noticeable dips (almost global minima) near 380 and
480 kHz, as shown by dashed curved line in Fig. 7(a). A few
other smaller dips may be noticed in the amplitude envelope,
but the two strongest dips are near 380 and 480 kHz. Note

Kundu et al.: Wave propagation in corrugated plates
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FIG. 7. V(f) curves for three corrugated plate specimens when the trans-
ducer inclination angle #=30° and the receiver is placed beyond the direct
reflection zone as shown in Fig. 3. (a) V(f) curve for Specimen No. 1 (low
corrugation, see Table 1) when h=2.25in. (57.2 mm), d=7.5 in.
(190.5 mm), and the signal attenuation is 14 dB. (b) V(f) curve for Speci-
men No. 2 (medium corrugation, see Table I) when £2=2.25 in. (57.2 mm),
d=17.5in. (190.5 mm), and the signal attenuation is 10 dB. (c) V(f) curve
for Specimen No. 3 (large corrugation, see Table I) when h=2.25 in.
(57.2 mm), d=7.5 in. (190.5 mm), and the signal attenuation is 15 dB.

that the propagating signal amplitude is very small in the
frequency ranges of 370-390 kHz and 470-490 kHz.
Clearly, the ultrasonic signal finds it difficult to propagate in
these two frequency ranges. The frequency bandwidths that
block the ultrasonic wave propagation through the plate are
called ““stop bands” and the frequency bandwidths that do not
cause such an obstruction to the wave propagation are called
“pass bands.” Therefore, for Specimen 1, for a 30° angle of
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incidence, the stop bands are 370-390kHz and
470-490 kHz, while the frequency bandwidths of
300-370 kHz, 390-470 kHz, and 490-650 kHz constitute
the pass bands. Near the bottom of Fig. 7(a), continuous and
dashed horizontal lines are used to mark the pass band and
stop band regions, respectively. Similarly, in Figs. 7(b), 7(c),
and 6(a)-6(c) pass bands and stop bands are marked by con-
tinuous and dashed lines, respectively. In some figures, clear
distinctions exist between the signals in pass band and stop
band regions. For example, in Fig. 6(c), signals in the pass
band zones are significantly stronger than those in the stop
band zones. However, in some other figures, such as in Fig.
7(a), the signal strength variations in these two regions are
not that distinct. In some cases, logical judgments have been
used to decide pass band and stop band regions. For ex-
ample, in Fig. 7(c), one can see that the signal strength is
weak in the region from 300 to 490 kHz, and strong between
490 and 580 kHz. However, we denoted the stop band from
300 to 450 kHz instead of 490 kHz because the signal
strength starts to increase after 450 kHz in Fig. 7(c); while in
Fig. 4 (the flat plate case), the signal strength decreases from
450 to 480 kHz. Therefore, the corrugated surface is prob-
ably not creating a stop band between 450 and 490 kHz. It
should be mentioned here that such subjective judgments and
ambiguities may be overcome by employing sophisticated
signal processing techniques, which can compare the
strength of the received signals in different frequency ranges
for the corrugated plates with those for the smooth plates and
face to face orientations of the transducers.

Stop band and pass band frequencies for the three plates,
obtained for 30° and 25° angles of incidence, are shown by
continuous and dashed lines in Figs. 6 and 7, and their values
are listed in Table II.

E. Dispersion curves for smooth plates

Before analyzing and understanding the experimental
data for the corrugated plates, given in Figs. 6 and 7 and
summarized in Table II, it is necessary to investigate first if
the V(f) curve for the smooth plate (Fig. 5) is reliable; in
other words, whether the peaks of the V(f) curve for the
smooth plate—for which the guided wave propagation
theory is well developed—appear at the right places. Figure
5 shows its two peaks near 430 kHz and 645 kHz; these
peaks are not present in Fig. 4. Do these peaks correspond to
the Lamb wave modes generated in the plate? To investigate
this, the dispersion curves for the aluminum plate are theo-
retically computed. The P-wave speed (cp) in aluminum is
6.2 km/s, its S-wave speed (cg) is 3 km/s, and density (p) is
2.7 gm/cc. The plate thickness is 12.7 mm.

Lamb wave dispersion curves for a homogeneous isotro-
pic elastic plate are obtained from the well-known dispersion
equations [Kundu, 2004]:
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TABLE II. Stop band and pass band frequencies in kHz for two striking angles and three corrugated plate

specimens whose dimensions are given in Table I.

Specimen No. 1

Specimen No. 2

Specimen No. 3

Striking
angle Stop band Pass band Stop band Pass band Stop band Pass band
370-390 300-370 300-380 380-620 300-450 450-580
30° 470-490 390-470 620-645 645-680 580-600
490-650
300-350 350-375 440-460 340-440 300-390 390-470
25° 375-410 410-465 600-640 460-580 470-530 530-590
465-510 510-580 590-650
580-610
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where o is the angular frequency (w=2mf) of the propagat-
ing wave; the signal frequency f is in MHz, and w is in
rad/ us. h is one-half of the plate thickness in mm, cp and cg
are the P-wave speed and S-wave speed in the plate material,
respectively, and c; is the phase velocity of the propagating
Lamb wave modes. All velocities are in km/s. Equations (1a)
and (1b) correspond to the symmetric and antisymmetric
Lamb modes, respectively. Dispersion curves generated by
Eq. (1) are shown in Fig. 8.
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FIG. 8. Dispersion curves of 0.5 in. (12.7 mm) thick aluminum plate (cp
=6.2 km/s, cg=3 km/s, and p=2.7 gm/cc). Two black circles are the ex-
perimental data points corresponding to the two peaks at 430 kHz and
645 kHz in the V(f) curve of Fig. 5, corresponding phase velocity Vp,
=3.526 km/s for 25° angle of incidence is obtained from Snell’s law [Eq.
(2)]. Antisymmetric and symmetric modes of order m are denoted by A,, and
S, respectively.
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The incident angle for the V(f) curves of Fig. 5 is 25°.
Therefore, the corresponding phase velocity from Snell’s law
is

cr 1.49

= = ———=3.526 km/s, 2
sin @ sin(25) ) @

‘L
where ¢ is the acoustic wave speed in water (=1.49 km/s)
and @ is the incident angle (=25°). Therefore, two peaks
of Fig. 5 correspond to two points in the frequency-phase
velocity plot of Fig. 8. The horizontal and vertical coor-
dinates of these points are (430 kHz, 3.526 km/s) and
(645 kHz, 3.526 km/s). These points are plotted in Fig. 8
by solid circles. Note that they coincide with the A; (first
antisymmetric) and S, (first symmetric) modes. Thus, the
reliability of the experimental V(f) plots is established.

F. Dispersion curves for corrugated plates

Banerjee and Kundu (2006) presented a theoretical so-
Iution of elastic wave propagation in sinusoidal corrugated
plates as shown in Fig. 9. Their approach is not based on the
perturbation theory and can be applied equally well to both
small and large corrugations. They obtained the dispersion
equation by applying the traction-free boundary conditions.
Solution of the dispersion equation gives both symmetric and
antisymmetric modes. In a periodically corrugated wave-
guide, all possible spectral orders of wave numbers were
considered for the analytical solution. It was observed that
the truncation of the spectral order influenced the results. The

2k

i
B
h
'

FIG. 9. Corrugated plate geometry with sinusoidal boundaries considered
for the theoretical analysis. D=corrugation period, e=corrugation depth,
and 2h=average plate thickness.
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truncation number depends on the degree of corrugation and
the frequency of the wave. Usually, increasing frequency re-
quires increasing the number of terms in the series solution,
or in other words, a higher truncation number. The dispersion
equation for such plates with periodic boundary geometry
can be written as

Det[T]=0. (3)

The dimension of the matrix T is (2mod(n)+1) X (2mod(n)
+1), where n is the number of wave numbers developed
for each frequency in the sinusoidally corrugated plate. If
n varies from —1 to +1, the elements of the T matrix can
be written as (Banerjee and Kundu, 2006)

BC1;, == 2pu(k,m,)LDe™ (Jo(e7,) + iHy(e7,))],
BCl,, == 2u(~ k,p,)\De”"(J(e7,) - iHo(em,)],
BC1}, = ulk, - B)[De™n(Jy(ef,) +iHo(ef,))],
BCl, = u(k, — B)[De "Pr(Jo(e,) — iHo(e8,))].

BC2} = [N=k; — 1) + 2uu(~ 7,) [ De™ (I (& 7,)
+iHy(em,)],

BC2,,=[N(-k; - 7)) + 2u(= 1) [LDe™" "n(Jo(&7,)
- iH()(&‘ 7/;1))],

BC2; =2 u(k,BDe"Pn(Jo(eB,) + iHy(eB,))],
BC2,, == 2u(k,B,)\De”"Pn(Jo(2B,) - iHy(2,)].
BC3;, =2 u(k,m)\De" Mn(Jy(ss,) - iHo(7,))],
BC3,,= - 2ulk,n,)LDe"” " (Jo(em,) + iHo(e7,))],
BC3},=— ulk; - B[De "Pr(Jo(e,) - iHo(eB,))],
BC3,, = - ulk; - B[De™(Jo(e,) + iHy(2,)],

BC4}, =[Nk, + ) + 2u( ) [De™ " (o (& 77,)
—iHy(en,))],

BC4,, =[Nk, + 1) + 2u(77,) [ De" ™ (Jo(&7,)
+ iI_IO(8 7]11))]7

BC4:I—S == 2M(k1118n)|.De_ith(JO(gﬁn) - iHo(SB,,))J,

BC4;3 = zlu'(knﬁn)l.DeihB”(‘IO(SBH) + iHO(sﬁn))J’ (4)

where the Struve function H,(z) appears in the solution of
the inhomogeneous Bessel equation which for integer n has
the form
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FIG. 10. Symmetric (circles) and antisymmetric (triangles) modes computed
theoretically from Eq. for three plate specimens [(a)—small corrugation,
Specimen No. 1; (b)—medium corrugation, Specimen No. 2; and (c)—large
corrugation, Specimen No. 3]. See Table I for specimen dimensions. Experi-
mentally obtained stop bands (dashed lines) and pass bands (continuous
lines) for two normalized phase velocities (0.993 corresponds to 30° striking
angle and 1.175 for 25° striking angle) are shown in each plot. In (a), pass
bands match very well with the theoretical values. However, the matching
between the theoretical and experimental values is not as good in (b) and

(c).

2 Zn+1

dy o2 T
+7 Z+(z n)y—w(zn_l)”, (5)
the general solution of this equation consists of a linear com-
bination of the Bessel functions J,(z) and the Struve func-
tions H,(z).
Although the plate boundaries considered in the experi-
ment are not pure sinusoidal, the geometry, shown in Fig. 9,
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TABLE III. Nondimensional frequencies ({2) for stop and pass bands for two striking angles and three corrugated plate specimens, whose dimensions are

given in Table L.

Striking angle (6) 30° 30° 25° 25°
¢, (1.49/sin 6) 0.993 0.993 1.175 1.175
s 3
Specimen No. 1 Stop band Pass band Stop band Pass band
frequency frequency frequency frequency
(MHz) (MHz) (MHz) (MHz)
Frequency (f) range 0.370-0.390 0.300-0.370 0.300-0.350 0.350-0.375
(in MHz) 0.470-0.490 0.390-0.470 0.375-0.410 0.410-0.465
0.490-0.650 0.465-0.510 0.510-0.580
0.580-0.610
Nondimensional frequency 4.51-4.75 3.65-4.51 3.65-4.26 4.26-4.57
Q)
_ M: 1 1.6371-]": 12.18f 4.75-5.72 4.57-4.99 4.99-5.66
Ccs 3 5.72-5.97 5.97-7.92 5.66-6.21 6.21-7.06
7.06-7.43
Specimen No. 2 Stop band Pass band Stop band Pass band
frequency frequency frequency frequency
(MHz) (MHz) (MHz) (MHz)
Frequency (f) range 0.300-0.380 0.380-0.620 0.440-0.460 0.340-0.440
(in MHz) 0.620-0.645 0.645-0.680 0.600-0.640 0.460-0.580
Nondimensional frequency 3.19-4.04 4.04-6.56 4.68-4.89 3.61-4.68
Q)
_2mfh _10.16af o " 6.56—6.86 6.86-7.24 6.38-6.81 4.89-6.17
Ccs 3
Specimen No. 3 Stop band Pass band Stop band Pass band
frequency frequency frequency frequency
(MHz) (MHz) (MHz) (MHz)
Frequency (f) range 0.300-0.450 0.450-0.580 0.300-0.390 0.390-0.470
(in MHz) 0.580-0.600 0.470-0.530 0.530-0.590
0.590-0.650
Nondimensional stop band 2.75-4.12 2.75-3.57 3.57-4.30
frequency (£2)
=M= 8.747rf=9.15f 4.12-5.31 4.35-4.85 4.85-5.40
cS 3 5.35-5.49 5.40-5.95

is the closest geometry to our problem for which theoretical
solutions are available today. A comparison between Figs.
2(c) (true plate geometry) and 9 (plate geometry that has
analytical solution) shows some common features between
these two geometries, such as both plates have a periodicity
with wavelength D, both have a maximum plate thickness
H;, and a minimum plate thickness H,. Then, the average
plate thickness 24 is (H;+H,)/2 and the corrugation depth
2¢=(H,—H,)/2.

Analytically computed dispersion curves for the funda-
mental symmetric and antisymmetric modes for the three
plate geometries with 24/D ratio equal to 1.078, 1.081,
0.905, and the corresponding &/D ratio equal to 0.049,
0.135, and 0.205, respectively, are shown in Fig. 10. It
should be noted here that although the geometry (Fig. 9) for
the analytical solution is different from the specimen geom-
etries (Fig. 2), two important parameters (24/D and /D) are
the same for the analytical solution and the experimental
investigation (listed in the right two columns of Table I).
Three plate geometries for the analytical solution are denoted
as Specimens 1, 2, and 3; similar to the three-plate speci-
mens described in Table I. Figure 10 shows the analytically
computed dispersion curves for the three corrugated plates.
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In Fig. 10, the phase velocity is normalized with respect to
the shear wave speed (3 km/s) in the plate material. The
nondimensional frequency ({)) plotted along the horizontal
axis is defined as

_ k. (6)

Cs

where w, h, and cg are identical to those in Eq. (1).

In the dispersion curves of Fig. 10, one can observe
several discontinuities that are not observed in the dispersion
curves for a smooth plate (see Fig. 8). The gaps in the dis-
persion curves are called the stop bands. It is interesting to
note that as the corrugation depth increases, the extent of the
stop bands also increases. Experimentally, it is also observed
that the stop band zones increase with the corrugation depth,
see Figs. 6 and 7—it gives a qualitative agreement between
the experimental observations and theoretical predictions.
For a quantitative comparison between the experimental and
theoretical results, the nondimensional frequency ({)) and
the normalized phase velocity c;/cg corresponding to the
stop bands and pass bands shown in Table II, are calculated
and listed in Table III.
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As shown in Table III, ¢;/cg is 0.993 and 1.175 for the
30° and 25° angles of incidence, respectively. When the pass
band and stop band frequencies are transformed from kHz
(or MHz) to a nondimensional frequency ({)) using Eq. (6),
then the stop band of 370—390 kHz for Specimen No. 1 is
changed to 4.51-4.75, as shown in Table III. When these
stop bands (dashed lines) and pass bands (continuous lines)
are plotted on the dispersion curves of Fig. 10, then some-
times good matching and discrepancies between the theoret-
ical curves and experimental stop and pass bands are ob-
served. Since experiments are carried out for two different
incident angles that correspond to two different c; /cg values
(0.993 and 1.175), we get two horizontal lines corresponding
to these two normalized velocities, as shown in each plot of
Fig. 10.

In Fig. 10(a), experimental stop bands (dashed lines) and
pass bands (continuous lines) match very well with the the-
oretical dispersion curves. Note that the continuous lines ei-
ther coincide or are located very close to the triangles (anti-
symmetric modes) or circles (symmetric modes), while the
dashed lines are seen in the regions where neither circles nor
triangles are present. However, the matching between the
experimental data (horizontal continuous lines at c;/cg
=0.993 and 1.175) and the theoretical values (triangles and
circles) are not as good in Figs. 10(b) and 10(c). The only
matching that can be highlighted here is that, in Fig. 10(c) in
the nondimensional frequency range from 2.5 to 3.5, both
theoretical and experimental values show stop bands.

From Fig. 10 it can be concluded that for small corru-
gation depth (when the /D ratio is less than or equal to
0.05) the assumption of sinusoidal corrugation geometry is
acceptable even when the actual geometry is not sinusoidal
but periodic; however, for large corrugation depth (/D
>0.1) the sinusoidal corrugation assumption does not work
very well when the actual corrugation geometry is not sinu-
soidal.

lll. CONCLUSION

The elastic wave propagation in homogeneous plates
with periodic corrugated boundaries is experimentally inves-
tigated in this paper. Guided waves in three plates with three
different degrees of corrugation are studied. Different stop
bands and pass bands are observed for the three plates. The
extent of stop bands is found to increase with the depth of
corrugation. Experimental data generated by nonsinusoidal
corrugated plates are compared with the theoretical predic-
tions for sinusoidal corrugated plates. For a small corruga-
tion depth, the theoretical and experimental data match rea-
sonably well. However, for a large corrugation depth, the
matching is not as good—indicating that, for large degree of
corrugation, the exact geometry of the plate boundary needs
to be incorporated in the model. Only two parameters—the
wavelength of periodicity and the depth of corrugation—are
enough for correctly predicting the pass band and stop band
regions in plates with a small degree of corrugation, but
these two parameters are not enough for modeling wave
propagation in plates with a large degree of corrugation.
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Optimization of multilayered panels with poroelastic
components for an acoustical transmission objective
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A method for optimizing acoustical linings is described and applied to multilayered panels including
solid, fluid, and porous components. This optimization is based on an analytical simulation of the
insulation properties and a genetic algorithm. The objective function is defined by taking into
account both the acoustical frequency response over a 1/3 octave spectrum and the total mass of the
panel. The optimization process gives rise to an optimal choice for the number of layers as well as
for the nature and the thickness of each layer that maximizes the transmission loss. A practical
example of such an optimization is described. © 2006 Acoustical Society of America.
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PACS number(s): 43.20.Gp [DF]

I. INTRODUCTION

Multilayered panels are widely used in acoustic engi-
neering and noise control. Manufacturers of such panels are
confronted with the problem of material selection and layer
combinations. What is the best material combination in order
to increase insulation properties of multilayered panels?
Moreover, the question of minimizing the mass of the panels
often arises in aeronautic applications. These questions could
be expressed and combined to give rise to an optimization
problem (Germain, 1999). The main object of this paper con-
sists of describing such a problem and providing a potential
solution.

In the field of engineering design, objective functions of
optimization problems are often based on catalog selection.
In this case, there is no way of calculating derivatives of
objective functions and nongradient methods are a very good
alternative to tackle these kind of problems. Moreover, these
methods are more likely to reach a global optimum for con-
tinuous parameter problems (Anderson, 2000). Among these
nongradient optimization methods, one could cite: Simulated
Annealing (SA), Genetic Algorithms (GA), Random Search
(RS) or Tabu Search (TS) (Kirkpatrick et al., 1983; Gold-
berg, 1989; Jang et al., 1997; Glover, 1989). Such optimiza-
tion problems often involve conflicting objectives such as
mass, cost and mechanical resistance. This kind of problem
is called “multiobjective” and its solutions are not unique
(Steuer, 1986). In this context, evolutionary algorithms are
often used to find simple solutions to these discrete multiob-
jective optimization problems (Fonseca, 1995). This ap-
proach is currently one of the most active research directions.
Recently, Xu et al. (2004) have used such algorithm for the
optimization of flat-walled multilayered anechoic linings.

This paper is divided into three distinct parts. First, we
describe a general method that allows one to evaluate the
various types of performance offered by acoustical panels.
The so-called “Transfer Matrix Method” is used to obtain a

YElectronic mail: jean-baptiste.casimir @supmeca.fr
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suitable indicator for these performances. This method has
been widely used to deal with acoustic engineering problems
in which porous materials are involved: surface impedance
of multilayered panels (Allard er al., 1987; Lauriks et al.,
1990), transmission loss in insulation system including a
combination of solid, porous and fluid media (Bolton et al.,
1996; Lauriks et al., 1992). In others contexts of wave propa-
gation problems such as geophysics and general layered me-
dia, the Transfer Matrix Method is currently used (Vashishth
et al., 2004; Brekhovskikh, 1960). The chosen indicator is
the “Transmission Loss Factor,” denoted TL and defined
over a given frequency range. This indicator is used to cal-
culate the objective function for the optimization problem. In
the second part, the optimization problem is defined and a
genetic algorithm is presented. This problem involves both
acoustical properties and the mass density of a panel. The
genetic algorithm allows one to obtain a Pareto-optimal so-
lution. The last section describes an application of the
method. An optimal solution is obtained for a given TL spec-
trum objective and a given mass objective.

Il. THE TRANSFER MATRIX METHOD
A. General formulation

Consider a panel made up of N layers. Each layer i is
characterized by a constitutive fluid, solid or poro-elastic ma-
terial and a constant thickness e;. The lateral dimensions of
the layers are assumed to be infinite. The multilayered panel
is placed in an ambient fluid and is submitted to an incident
planar acoustical wave on its first layer. The outcoming
waves are evaluated on the final layer. The surrounding fluid
is considered to be semi-infinite layers situated before the
first panel’s layer and behind the final layer. These semi-
infinite layers are described as layer 1 and layer n, therefore
N=n-2 (see Fig. 1).

The number m; of transmitted waves in layer i depends
on the nature of the constitutive material. For a fluid layer
merely a longitudinal wave is transmitted. Two waves are
transmitted in a solid layer: a longitudinal and a transverse
wave which are, respectively, related to compression strain

© 2006 Acoustical Society of America 1227



Y

/
e

T
pa /,/ /
Layer i

Surrounding fluid \\:
(=layern) \:\\:\
AR
K, N
\\ \\
-

Surrounding fluid
(- layer 1)

Reflected wave

~
/

erpe

/

i
yyar:
.

s

s
Vayay

7
! d Ve 4

e
p

and shear strain. According to the Biot-Allard theory (Allard,
1993), in the case of a poroelastic material which is the com-
bination of a solid and a fluid phase, three waves are trans-
mitted: two longitudinal waves and a transverse Biot wave.
The wave j(1 =j=m;) in the layer i is described by an inci-
dence angle 0{, a wave number k{, and complex parameters
'¢l, 2¢l. These parameters are related to the forward and
backward propagating components of the wave. The dis-
placement potential ®/ at a given position M(x,y,z) in the
layer i is given by

vy, q){(M)MEi = (190,’-'6_"'](# cos 6

+2¢{ejk{:z cos Gg)e—jk{x sin 9{ (1)
A matricial form of expression (1) is given

'

®l(x,2) =[Fi(x,2)]. 2

)

Relations between incidence angles of waves m and n
propagating in two adjacent layers are given by the well-
known Snell-Descartes equation,

k" sin 07" = ki\y sin 07, 3)

Continuity conditions have to be written for each interface
between the layers. The resulting relations involve displace-
ments and stress components that are related to displacement
potentials. Relationships between displacement potentials
and stress/displacement components depend on the nature of
layer i, a general matricial form for these relationships is
given by expression,

ui(x7 Z)

g'i(X,Z)

=[Hi(x,2)]. {} (4)

with:
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FIG. 1. Multilayered panel.
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Components of the vectors {¢;} are amplitudes of displace-
ment potentials of the m; waves transmitted in layer i, u; and

o; are, respectively, the displacement vector and the stress
tensor in layer i.

The z position of the interface between the layers i and
i+1 is denoted z/*'. Continuity relations on this interface
concern the displacement vector and stress tensor. A general
matricial form for these relations is given by expression

u(x,z") w2t

[Ii]- :[Ii+1]- -

ax,zh)

A S
0-i+1(x’zi‘+l)

The components of the matrices [/;] depends on the presence
or absence of transmitted wave components.

Substitution of expression (4) into Eq. (5) gives conti-
nuity relations involving displacement potentials

[Ii] . [Hi(X’ZiH)] . {¢i} = [Ii+l] . [Hi+1(x’2§+])] . {¢i+1}~
(6)

As a result of the Snell-Descartes relation (3), the x depen-
dance for each component of the matrices [Hi(x,z§+1)] in-
volves an identical exponential function that could be re-
moved from Eq. (6). Hence, this equation is written,

&

[Ai(z?l) _Ai+1(Z§+1)] | biq

={0}, (7)

where
[A)]=[1].[Giz™)].

[G,(z*1)] is the x independant part of [H(x,z/"")].
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Equations (7) are written for each interface and are gath-
ered in the matricial expression

A A 0 " 0
0 AE) -4 :
. . : , 0
0 0 An—l(ZZ—l) _An(ZZ—l)
of)
P

B. Boundary conditions

Boundary conditions are given in the first and the last
semi-infinite layers. The multilayered panel is placed in a
fluid medium so that conditions on external interfaces are
defined by considering the surrounding fluids as semi-infinite
fluid domains. Inside the first semi-infinite layer m;=1 and
the incident wave is imposed, it is given by the potential 1<p}.
Inside the last semi-infinite layer m,=1 and the backward
wave is such that 2(,orll=0. Introduction of these boundary
conditions in the system (8) leads to a modified system of
linear equations whose unknowns are ch{ s Dry s Puts lqprll.

C. Resolution

For any given circular frequency w, the modified system
of linear equations shall be solved. Potentials are obtained
throughout the panel. The transparency factor 7is defined for
the whole panel according to

1 12
_ pn|1¢,11|2’ ©)
pol @1

where p, and p, are the density of the first and the last
semi-infinite layers.

The resolution is achieved for a set of circular frequen-
cies w over a given range and thus a (TL) graph is obtained.
TL is defined according to

1
TL=10log—. (10)
T
In the case of diffuse noise, incidence angles are uniformely

distributed over a given range [0, 6] and the transparency
factor (Mulholland et al., 1968) is defined according to

Or
f 7(60)sin 6 cos 6d6
0

T=

(11)

Of
f sin 6 cos 6d 6
0

lll. CONSTITUTIVE RELATIONSHIPS IN THE
LAYERS

A. Objective

The aim of this section is to define the stress and dis-
placement components that are involved in continuity rela-
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tions. In order to build the system of linear Eq. (8), the cou-
pling variables have to be written in terms of the
displacement potential according to expression (4). The num-
ber of such variables depends on the nature of the constitu-
tive material. Fluid, solid, and poroelastic materials are fully
examined.

B. Acoustical medium

A general fluid medium is commonly referred to an
“acoustical medium.” In the framework of linear acoustics
and in the absence of fluid viscosity effects, continuity rela-
tions involve normal displacements and pressure field p.
Therefore these components have to be written in terms of
the unknown displacement potential ¢.

In a Cartesian coordinate system whose z axis is perpen-
dicular to the layers, one obtains

de
u,=—
Z &Z
du, du é‘zgo ﬁzgo
==K —X+—Z>=—K<—+— s 12
P (c?)c Jz x> 97 (12)

where K is the bulk modulus of the fluid.

The dimension along the y axis is not considered be-
cause only planar waves are taken into account. This propa-
gation problem is bidimensional.

Introduction of expression (1) in system (12) gives the
matricial expression (4),

{%}=Vmuxn&¢} (13)
)4

and therefore
— jk cos Ge ke 0 cos Gelks cos b
kzpcée_jkz cos 0 k2pc(2)ejkz cos 6 ’ (14)

["Gi(2)]= (

where p is the density and cy=\K/p is the propagation ve-
locity.

C. Elastic medium

The elastic medium is assumed isotropic and constitu-
tive relationships are obtained with small perturbation as-
sumptions and linear elasticity theory. Displacement field u
is described by a scalar potential ¢ and a vectorial potential
W according to

u=Ve+V X W, (15)
Potentials of planar wave solutions are given by

1 _—jkjzcos 6, 2 jky z cos —jkyx sin 6
@ = (Tpehiz o8 0. 2pelhiz cos O)gmikuxsin 0,

W= V(llﬂe_jkTZ cos y 4 2¢€ikTZ cos y)e—jka sin y’ (16)

where v is an unitary vector, ¢ and W are potentials, respec-
tively, associated with a longitudinal wave and a transversal
wave. lo, 2o, 'y, and 2¢ are scalar parameters.

Continuity relations concern displacement and stress
vectors at the interface between two layers. The components
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involved in these relations have to be written in terms of the
potentials ¢ and W. In a Cartesian coordinate system, one
obtains

r r
do IV, a PV, PV,
u=22_ b= 20— U
ox 0z xdz 0z ox
I O P P P &
Y Jz ox Y 072 Mé‘x&z
do IV Fo _Po ;v
u.=—+— L=Qu+N—F+\N\—+2
T 0 Qut N5+ NG 2+ 2

(17)

where N and p are Lamé coefficients.
Expressions (17) are obtained for planar waves parallel
to the y axis and the layer is assumed to be infinite in this

direction. Therefore, there is no variation along the y axis
and partial derivatives relative to the variable y are zero.
These assumptions imply that the stress vector along the y
axis vanishes, #,=0. The second and fifth relations show that
ty=u(du,/ dz), the component uy is constant along the z axis.
Continuity relations only concern displacement components
u,, u, and stress components ,, f,.

Introduction of expression (16) in system (17) gives the
matricial expression (4),

1

t, ¢

2
ZZ =[*H(x,2)] lfify =[*H,(x,2) i i} (18)
Uy y

y

and therefore

N
[°Gi(2)]
kf(\+2p cos® 0)e 17 k(N +2p cos® f)e/hie <o I sin 2ye R0 Y g2y sin 2 yelkre cos ¥
— jk; cos Qe k17 cos 0 jk; cos Qelk1z cos 0 — jky sin ‘ye_jkTZ cos y — jky sin ‘ye,'sz cos y
kiﬂ sin 2 e/ 17 o8 ¢ - ki:“« sin 2 ge/*12 ©05 - k2T,U~ cos 2yeJkracosy k%U« cos 2yelkrecos
_jkL sin ee_jkLZ cos ¢ —jkL sin Ge’kLZ cos 0 ]kT cos wye_fkTZ cos y _jkT cos ,yejsz cos y

D. Poroelastic medium

Acoustical insulation necessitates special materials like
foam, glass-wool, and porous medium. Such kinds of mate-
rials are considered as two-phase media. Both a solid and a
fluid phase are intermingled throughout the material. Two
approaches are used for modeling such materials: equivalent
fluid models and Biot’s model. Equivalent fluid models
(Delany er al., 1970) are based on calculation of homog-
enized properties from the behavior of elementary cells. The
equations presented in Sec. IV B must be used in modifying
certain parmameters. Champoux-Allard’s model (Allard,
1993) suggests a mass density and a bulk modulus as a func-
tion of circular frequency w, respectively, given by

4 'ai w
p(w)=poax(l+M\/1+%>, (20)
Jjwaepg orAPp

and
P
K(w)= e :
y=(y=-1)
877 . ("’]\']PrA,2
L+ ——————\/1+jpo— —
JA"Npwpq 167

21

where poroelastic properties are ¢p, porosity; oy, resistivity
relative to air flow; a., tortuosity; A, viscosity length; A’,
thermal length; and fluid properties are p,, mass density; 7,
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(19)

viscosity; Np,, Prandtl’s number; y=cp/cy, specific heat
ratio.

For materials whose solid phase vibrations must be
taken into account, equivalent fluid models cannot be used
and Biot’s models are required (Biot, 1956). Constitutive
equations for such models are given hereafter.

Through a Fourier transform, the equilibrium equations
are given by

V. E'S'f' wz(ﬁ“us + ﬁlzuF) = 0,

V. 5F+ wz(ﬁlzus + ﬁzzuF) = 0, (22)

where p;q, p1p, and p,, are parameters depending on the na-
ture and the geometry of the poroelastic medium and the
density of the fluid phase (Allard, 1993).

Strain-stress relations describe the behavior of each
phase according to (Johnson, 1986)

F =24+ (P-20)(: DI+ 0F D,

5 = (@Dl +R(E-DI, (23)
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where w is the shear modulus and P, Q, R are the bulk
modulii of the poroelastic material. In the case of foams, in
the classical expressions of these moduli, the incompressibil-
ity of air is given by (21) (Biot and Willis, 1957).

Wave equations are obtained from Egs. (22) and (23)
written for each phase, one obtains

(P—w)VV . ud + pAud + QVV .uf + (5,0’

+ppu’) =0,

QVV .u%+ RVV .u¥ + 0?(p,,u’ + prou’) = 0. (24)

Scalar potentials ¢, ¢ and vectorial potentials WS, W¥ are
introduced to describe displacements of the two phases ac-
cording to

W=V +V X WS,

u =Vl +V X WF, (25)

From Egs. (24) and definitions (25), one obtains equations
satisfied by potentials ¢°, ¢ and WS, WX and it may be
shown (Allard, 1993) that displacements for each phase u®
and u¥ can be expressed according to

uS=V7Tl+V’7Tz+V><1F,

[PGi(Z)]
(er + Q)k%e—jklz cos 6

- [2,u, Sin2 01 - (P + r1Q)]k%e_jklz cos 6,

uFZerW1+r2V7Tz+r3VX\I’, (26)
where r; are given by

2_ 2~
B Pk; — w"pyy
TS 2°

P — Ok;
T, T, and W are displacement potentials, respectively, as-
sociated with two longitudinal and a transversal wave.

As for both elastic and acoustical media, continuity re-
lations concern displacement and stress vectors at the inter-
face between two layers. For the fluid phase displacement
u and pressure p* the solid-phase displacement components
u,, uf and stress components ¢, and ¢, are taken into account.

Development of displacement expressions (26) and

stress expressions (23) in the Cartesian coordinate system
leads rto t}%e matricial exprressiog (4), one obtains

i

pF ]71'1
tf 277'1
tS I77'
{5 p=PH&DN , - p=[PHx)] {6 (27)
uz 772
s 'y,
S 2
Y L)

and therefore

(er + Q)k%ejklz cos 6;
— [2,& sin? 0, - (P + rlQ)]k%ejklz cos 6,

ﬂk% sin Zgle_jklz cos _ ,LLk% sin zalejklz cos 6,
- — jkyry cos Hle_jklZ cos 0 jkyry cos 0lejklz cos 6,

— jk, cos gle—jk]z cos 6 jk, cos Hlejklz cos 6,

— jk, sin gle—jklz cos 6; — jky sin 01€jklz cos 6,

(er + Q)k%e_jkzz cos 6,

(Rr2 + Q)k%ejkzz cos 6,

— [2/~'L SiIl2 02 _ (P + rZQ)]kge—jkzz cos th _ [2’u sin2 (92 _ (P + er)]kgejkzz cos 6,

k3 sin 2 6y /ka7 €08 0

—jk2r2 COS eze_jkzz cos 6

— jky cos By ka7 c0s 62

— jky sin Gpe k27 08 02

0 0

ki sin 2ye ka7 Y g sin 2 yelkst cos Y

- ,u,kg cos 2ye kst cosy ,uk% cos 2ye/ksz cosy

— jksrs sin ye‘jk3z €O8Y  — jksry sin ye-’k3z cosy

— jks sin 'ye_jkﬂ cosy — jk4 sin yejk3z cosy
—jk3z cos y —jk3 cos ,yejk3z cos y

Jks cos ye

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

jk, cos B¢

—jk2 sin Ozej

— k3 sin 2 ye/k27 cos 02

jkzrz CcoS HzelkZZ cos 0

kyz cos 60,

kyz cos 0

(28)
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IV. CONTINUITY RELATIONS AT THE INTERFACES
A. Objective

The objective of this section is to examine continuity
relations for all possible interfaces. These relations depend
on the nature of the materials of adjacent layers. Six combi-
nations involving the three materials described above have to
be taken into account.

B. Continuity relations

* Fluid/Fluid interface (F/F): Continuity relations be-
tween fluid layers involve both pressure and normal
displacement. One obtains

i+ _ i+1
uzl-(zi )_MZM(Z[ )’

Pi(ZZH) =Pi+1(Z§+1)- (29)

* Solid/Solid interface (S/S): Continuity relations be-
tween solid layers involve stress and displacement
components. One obtains

i+1 i+1
ui(Z;+ )= “i+1(Z§+ ),

() =t (). (30)

* Fluid/Solid interface (F/S): Continuity relations be-
tween a fluid layer and a solid one only involve nor-
mal stress and normal displacement components. One
obtains

(z*h),

+1y _
uzi(zi )= Uz

i+1 i+1
_pi(Z;+ )= O-ZZH_,(Z? )’

0=0, (). (31)

i+1

* Poroelastic/Poroelastic interface (P/P): Continuity re-
lations between poroelastic layers involve displace-
ment components of the solid phase, conservation of
the fluid flow, total normal stress components, fluid
pressure p,:o‘fF / ¢p, and shear stress in the solid
phase. One has

( . ;
S( i+l S 1
w(z") =u, (&),

F/_i+l S i+l F i+1 S i+1
Pplu (o) —uz (&)= Pp, [u: (") —u; ()],

“i+l

< szi(ziﬂ) + O'Qi(zfﬂ) = ofzm(zﬁﬂ) + O-Zi+l(zf+l)’ (32)
A o
(I)Pi B (I)PH-I 7

+1 i+1
L% =0, G,

e Poroelastic/Fluid interface (P/F): Continuity relations
between a poroelastic layers and a fluid layer involve
conservation of the fluid flow and normal stress com-
ponents in each phase, shear stress in the solid phase
vanishes. Thus we obtain

(1= @) (&) + @l (&) =il (),
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i+1
‘szrzi(zi+
o =—Dis1>
Py
i+1
ZZI-(Z1+
—Pi+1>
1- (I)Pi +1
o5 (1) =0. (33)

‘i

* Poroelastic/Solid interface (P/S): Continuity relations
between a poroelastic layer and a solid layer involve
displacement components of the solid phase and con-
tinuity of fluid/solid normal displacement. One obtains

ui(e) = uk (@),

MZ(Z§+1) _ ”fm(z?l)’

oL@ o @ =0, @,
@ + b, (@),

(34)

C. Matricial relations of continuity

Expressions (29)—(34) allow one to obtain continuity re-
lations (7) for each kind of interface. Matricial expressions
are summarized in Table 1.

V. OPTIMIZATION
A. Definition of the problem

As mentioned in the Introduction, an optimization prob-
lem with regard to the question of multilayered panel design
often arises. Insulation properties of such panels are very
dependent on the material selected, layer thicknesses and
layer combination. Acoustical engineering seeks to find the
configuration, for example, that minimizes the acoustical
transmissibility of the panel. In addition, minimizing the
mass of the panel could be a second objective that designers
have to take into account and the total thickness of the panel
is often a constraint to satisfy. Another limiting condition is
the restricted number of available materials and the maximal
number of layers. Costs and environmental factors often
limit the choice to a list of predefined materials. This kind of
problem is called a constrained multiobjective optimization
problem, it is defined by the following data:

* The insulation properties and mass of the whole panel
define n-parameter objective functions.

* Materials, layer sequences and layer thicknesses define
the n parameters of the objective functions, these pa-
rameters are often called design variables.

* The total thickness of the panel, the maximal number of
layers and a restricted list of materials define the con-
straints of the problem. A solution that satisfies these
constraints is termed a “feasible solution.”

The multiobjective optimization problem consists in finding
n parameters that minimize the objective functions and that
satisfy the constraints. In general, for this kind of problem,
there is no set of n parameters that minimize both the two
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TABLE I. Matricial expressions of continuity relations.
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objective functions but there exists some sets that are not
dominated in a Pareto sense. These sets are called Pareto
optimal solutions of the multiobjective optimization problem
and are generally not unique. Pareto optimal solutions are
such that there is no other set of n parameters that are better
in all design objectives. Therefore, the leading problem con-
sists of obtaining one of these optimal solutions or all of
them.

B. Objective functions

Objective functions of a multiobjective optimization
problem define the criteria that are to be minimized or maxi-
mized. The TL spectrum, that is, the transmission loss func-
tion evaluated on a given frequency range, is used to evalu-
ate the performances of a feasible solution. However, instead
of maximizing TL, the problem often consists of finding a
layer configuration that leads to an objective TL spectrum
chosen in advance. Therefore, the problem consists in mini-
mizing the difference between the TL spectrum and the ob-
jective spectrum TLOY.

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006

First, the frequency range of interest is split into n band-
widths, 7;. On each bandwidth, an objective transmission loss
TL? is defined. The TL is evaluated for three frequencies in
each bandwidth and for five incidence angles, the obtained
values give rise to a mean value R; that is compared to the
objective value TL})bj. The objective function is given by a
scalar value E that is obtained according to

E=max E; (35)

with

E;=R"-R,

L

if R, = R,

E;=0 ifR,>R™.

The second objective function is the mass of the whole
panel, as for TL a more general approach consists of finding
a solution that minimizes the difference with an objective
mass M°%. The objective mass could be zero if the mass is
to be minimized. Therefore, the second objective function
G is obtained according to
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G =log—b if p = M
_OgMobj 1 = s

G=0 if M <M, (36)

Pareto optimal solutions for such multiobjective optimization
problems are by no means unique. Additional information
needs to be introduced to select one. The way this informa-
tion is introduced leads to three different approaches:

e A priori methods;
* Progressive methods;
* A posteriori methods.

The first consists of introducing preferences at the beginning
of the search process. The simplest method is based on a
weighted combination of the objective functions into one
(Steuer, 1986). Therefore, the resulting function is used as
the objective function of a single objective optimization
problem. The obtained solution is an element of a Pareto
optimal set that is a function of the weighting used.

Progressive methods consist in introducing preference
criteria during the optimization process (Benayoun et al.,
1971). The automatization of these approaches is very diffi-
cult and depends on the nature of the problem.

Finally, a posteriori methods consist of selecting an op-
timum solution among all the Pareto optimal solutions cal-
culated by the iterative process. The main difficulty is to
obtain all the feasible optimal solutions instead of one. To
this end, specialized multiobjective genetic algorithms have
been developed. They are supposed to converge to the Pareto
optimal set or a Pareto optimal subset (Schaeffer, 1985).

For the problem described in this paper, an a priori
method has been used with an objective function given by
the following combination:

F=E+10.G. (37)

C. Design variables

Design variables are the objective function’s parameters.
For the present problem, these variables have to define the
material properties, the layer sequence, and the thickness of
each layer. Moreover, they must satisfy the problems’s con-
straints. As mentioned above, three kinds of constraints are
considered:

o A restricted list of M available materials;
* A maximal number L of layers;
* A maximal thickness T,,,, for the whole panel.

Variables that characterize material properties have to
satisfy the first constraint. This implies that these variables
are discrete. The maximal number is a finite integer, there-
fore parameters that define layer sequences are discrete as
well. Finally, the only continuous parameters are those that
define the thickness of each layer. In order to formulate a
discrete variable optimization problem, thicknesses could be
expressed as discrete variables if they are multiples of a
given elementary thickness z.
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One means to satisfy both the first and second con-
straints would be to define L integer variables that identify
the constitutive material for each layer in a given order and
an integer variable that indicates how many layers have to be
considered. Let m; be the integer that identifies the material
for layer i in the predefined list and [ the total number of
layers. The first two constraints are given by

l=m=M, iel,... L, (38)

1=I=L. (39)

Let n; be the integer variable that characterizes the thickness
t; of the layer i according to

ti=ni>< t. (40)

The third constraint is given by

tZ n; = Tmax’ (41)

Therefore, the parameters of the objective function F are:
my,...,my, tl’ ,tL, and [.

D. Genetic algorithm
1. Principle

Continuous variable optimization problems are often
formulated and solved using traditional gradient based meth-
ods. Discrete variable problems are sometimes converted
into continuous variable problems but it may not be war-
ranted for many problems. In these cases, stochastic search
techniques are very good alternatives especially when objec-
tive functions should be rapidly evaluated.

For the problem described above, the Transfer Matrix
Method allows one to characterize acoustical performances
of multi-layered panels with a low calculus cost time. More-
over, the problem has been formulated with discrete design
variables. This leads us to opt for a Genetic Algorithm (GA)
approach.

GAs are evolutionary algorithms based on Darwin’s sur-
vival of the fittest theory. The principle of such algorithms is
quite simple. The n design parameters are coded in a chro-
mosome. An initial randomized population of such chromo-
somes is built and each individual is evaluated with the ob-
jective function. The best individuals are selected to give rise
to the next generation. Individuals of the next generation are
obtained from crossing and mutation procedures between
chromosomes of previous selected individuals. The iterative
procedure is performed over several generations and the best
individual from the resulting population is often a good ap-
proximation of the optimization problem’s solution.

2. Chromosome coding

Each individual in the population is described by a chro-
mosome that codes the design variables that describe a po-
tential panel solution. These design variables have been de-
fined in Sec. V C and are as follows:

* Material identification of the layers given by L integers:
my,...,mj;
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e Thickness of the layers given by L integers: t;,...,1;;
e Number of effective layers given by an integer /.

The information is collected in the individual’s chromo-
some according to the following representation:

n my ng my n, ... m n m;  ny.

L layers are described but only the first / layers are taken
into account in the calculation of the objective function. The
last [—n pairs of integers are only used in crossing and mu-
tation processes. The thickness integer n; is a number be-
tween 1 and 1000 that defines the thickness #; according to
relation (40). The parameter 7 is given at the beginning of the
calculation process.

3. Parameters of the algorithm

The major elements of a GA that uses a population of p
individuals are here described:

e Randomized initialization of the p individuals, the result-
ing population is denoted Py

e Evaluation of the p individuals of P, with the objective
functions;

e for i from 1 to G:
— selection of p,, individuals in P,_j;
— reproduction of p, children from the p, individuals;
— mutation of a fraction of the p,. children;
— insertion of the p,. children in the population P;;
— evaluation of the p individuals of P;;

e The solution is the best individual in the population P.

Parameter p has to be large enough to obtain an efficient
convergence of the algorithm. It may be 50 or 100. Param-
eter G is the number of generations; it has to lead to a final
population that contains the solution of the optimization
problem. It may be increased if convergence is not observed.
Typically, the number of generations depends on the problem
and may be several hundreds.

The evaluation process consists in mapping the objective
function over the whole population. The obtained values are
indicators of how individuals have performed in the problem

TABLE II. Available material list.
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FIG. 2. Objective and obtained solution TL spectrum.

domain, however a fitness function is used to transform these
values into a measure of relative fitness. The fitness function
f that has been used to evaluate relative fitness of an indi-
vidual x;, is

F(x;)

Jlx) = 7 :
vt B ()

(42)

The selection process consists of choosing individuals
for reproduction on the basis of their relative fitness. A Rou-
lette wheel selection method is used. This method consists of
the association of a real number interval to each individual.
The intervals are not overlapping and their size is propor-
tional to the relative fitness of the associated individual. A
random number is generated and the individual associated
with the interval that contains the number is selected for
reproduction. This selection process is repeated p,, times. The
number p; depends on the size of the next generation and the
reproduction process.

For the described algorithm, the size of the next genera-

og A A’ p ¢,

Property ¢p  (Ns/m*)  a  (um) (um) (kg/m?) E (Pa) v 7 (m/s)
Air 1.225 s s 342
Steel 7800 210.10° 03 0.001
Aluminium 2700 70.10° 0.3 0.001

Heavy mass 2100 77.10° 035 0.21

Loaded rubber 2100 77.10° 0.35 0.21

Rubber . e . B 1000 100.10°  0.45 0.2

Glass wool 1 0.98 35000 1 60 150 9.6 10.10° 0 0.2

Glass wool 2 0.98 55000 1 44 130 16 50.10° 0 0.2

Foam 1 0.81 550000 1.5 10.5 315 211 344.10° 033 0.15

Foam 2 0.96 480000 1.38 16.1 48.3 11 234.10° 033 0.09

Foam 3 0.97 17000 1.02 240 490 10 505.10° 0.3 0.07

Foam 4 0.95 12000 1 50 60 40 90.10° 0.3 0.1
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TABLE III. Combination solution 1.

Layer Material Thickness
1 Loaded rubber 4 mm
2 Foam 3 32.6 mm
3 Air 0.8 mm
4 Foam 3 22.2 mm
5 Foam 2 7 mm
6 Heavy mass 3.8 mm
7 Glass wool 1 9.6 mm

tion is 0.9 X p. The reproduction process is such that two
parents give rise to two children, therefore the number p,, is
0.9XN.

The reproduction consists in producing new chromo-
somes and is based on a multicrossover process. [ positions
in chromosome coding are selected in a random way. Infor-
mation coded into a pair of chromosomes between two suc-
cessive positions is exchanged, therefore two new chromo-
somes are produced. A crossover rate of 0.7 is used. This
implies that only 70% of the selected parents are combined.

The next step is a mutation process of some children.
The mutation consists of introducing randomized informa-
tion into a chromosome. The mutation rate gives the prob-
ability that random information within a child’s chromosome
will be introduced, and its value is 0.5%.

The last step is insertion of children into the old popu-
lation. This insertion is based on replacing the least fit indi-
viduals by the new generation.

E. Applications
1. Optimization of a multilayered panel

The described GA based on the Transfer Matrix Method
has been implemented in a MATLAB environment. The pro-
gram thus obtained has been used to obtain optimal layer
combinations characterized by an objective loss transmission
spectrum and an objective mass. An example of these results
is presented in this section.

The objective loss transmission spectrum is defined over
(0,10 000 Hz), and is represented in Fig. 2 a solid line.

The mass objective is set to 5 kg m™2. A list of 11 avail-
able materials is given in Table II.

The genetic algorithm has been applied for a population
of 100 individuals. Generations have been performed until
the best performances converged. This has been observed
after 200 generations.

The loss transmission spectrum of the converged solu-
tion is given in Fig. 2 with a dashed line. Its level is higher
than the objective. The combined solution is given in Table
III.

The combination is classic and corresponds to a high
performance panel, and consists of a double walled system.
The internal medium is a foam with high absorption proper-
ties combined with a thin air layer (<1 mm) that reduces
acoustical transmissibility in the solid phase. Figure 3 shows
the influence of an air gap, and the transmissibility objective
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FIG. 3. TL spectra for modified solutions.

is clearly reached. In this case, the substitution of the rubber
layer with a rigid one (aluminum) does not affect the perfor-
mances of the panel.

The solution thus obtained is one of the Pareto optimal
solutions. As mentioned above, this kind of solution is not
unique and depends on the choice of the objective function
as given by expression (37). Here, the solution obtained sat-
isfies the TL spectrum objective, but the mass parameter is
not minimized. The density of this Pareto-optimal solution is
approximately 17 kg m™2, and is the best that may be ob-
tained for the given spectrum objective. In this example, the
chosen objective function gives greater weight to the TL
spectrum objective. One can modify the objective function to
give greater weight to the density. More generally, an objec-
tive function could be defined with expression (43),

F=E+kG, (43)

where k is a constant parameter.

The greater the parameter k, the greater the weight for
the mass objective in the search for a Pareto solution. For
example, another simulation was performed with k=50.

1007 = = Result
- (Objective
90 =t

-

701

1
1
[
1
1

60

rT
1

50

10log(1/7) (dB)

40

TL

30

20

10 =r! ; .
10° 104
Frequency (Hz)

FIG. 4. TL spectrum with a modified objective function (k=50).
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TABLE IV. Combination solution 2.

TABLE V. Sandwich panel combination.

Layer Material Thickness Layer Material Thickness
1 Loaded rubber 2.6 mm 1 Light composite plate (specified)
2 Foam 3 17.4 mm 2 Foam 1 5.0 mm
3 Air 0.1 mm 3 Foam 2 10.0 mm
4 Foam 3 34.4 mm 4 Air <1 mm
5 Foam 2 17.4 mm 5 Foam 1 9.0 mm
6 Foam 1 8.1 mm 6 Dense composite plate (specified)

Mass and TL spectrum objectives were identical to those in
the previous simulation but priority was given to the density.
The TL spectrum for the stabilized solution is given in Fig. 4
and the combined solution is given in Table IV.

Clearly, the TL spectrum objective is not satisfied but
the density is minimized. The solution obtained is a light-
weight combination of a rubber sheet and foam layers with
an air gap that has a density of 5 kg m™2. The TL spectrum
solution is not minimized but is the best that may be obtained
for the given density objective. It is an optimal solution in a
Pareto sense.

2. Examples of industrial design

The present method has been used for designing acous-
tical panels in aircraft construction. Two examples of such
applications are described hereafter. The multilayered light
panels are part of an airplane fuselage. Some of the layers
correspond to specified parameters, therefore the chromo-
some coding is modified to take into account these fixed
layers.

In the first example, external layers are specified for a
sandwich panel. The optimization problem is related to the
choice of internal layers for a 25 mm total thickness. The
mass objective for internal layers is 2.5 kg m~2. The TL spec-
trum objective and the obtained solution are given in Fig. 5,
and the combined solution is given in Table V.

Therefore, a 1 m X 1 m multilayered panel very similar
to that proposed by the optimal solution has been manufac-
tured. A special grid has been used to preserve the air gap.
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FIG. 5. Objective and obtained solution TL spectrum (sandwich panel).
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The acoustical transparency of this panel has been tested and
the measured TL spectrum is compared with the objective in
Fig. 6.

One can notice that the TL spectrum is in close agree-
ment with the prescribed objective. For frequencies greater
than 2000 Hz, the processed TL spectrum is overestimated.
This discrepancy often arises for high TL levels (>60 dB), it
is usually explained by a loss of precision in the experimen-
tal setup and especially as a result of imperfect boundary
conditions.

The second example involves the design of a thicker
double-walled panel (60 mm). The results are given in Fig. 7
and the combined solution is given in Table VI. The obtained
results closely agree with the prescribed objective.

These two latter simulations have been conducted in an
industrial context and provide a good idea of the effective-
ness of the method. In both situations, the optimization algo-
rithm allows a reduction in the number of physical tests that
are required for the development of these insulation prod-
ucts. It provides an initial solution that can be afterwards
adapted to the manufacturing constraints. The design engi-
neer can improve the given solution with the use of other
types of simulation software and a few experimental tests.

The method’s performances are attractive as a result of
the compromise between the quick analytical approach, the
precision in Biot’s models, and the practical constraints re-
lated to a restricted library of realistic materials.
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FIG. 6. Objective and man