
ACOUSTICAL NEWS-USA 1133

USA Meeting Calendar 1140

ACOUSTICAL STANDARDS NEWS 1153

Standards Meeting Calendar 1153

TECHNICAL PROGRAM SUMMARY 1157

BOOK REVIEWS 1159

OBITUARIES 1161

REVIEWS OF ACOUSTICAL PATENTS 1162

LETTERS TO THE EDITOR

The Pekeris waveguide revisited (L) 1183Ivan Tolstoy

Utilizing a modified impedance analogy on sound propagation
past a hard, curved, rough surface (L)

1186James P. Chambers, Yves H.
Berthelot

Adjoint modeling with a split-step Fourier parabolic equation
model (L)

1190Kevin B Smith

Reply to comment on “Auditory-nerve first-spike latency and
auditory absolute threshold: A computer model” (L)

1192Ray Meddis

GENERAL LINEAR ACOUSTICS †20‡

Energy exchange in uncorrelated ray fields of vibroacoustics 1194Alain Le Bot

Coupled integral equations for sound propagation above a hard
ground surface with trench cuttings

1209Gong Li Wang, Weng Cho Chew,
Michael J. White

An experimental investigation of guided wave propagation in
corrugated plates showing stop bands and pass bands

1217Tribikram Kundu, Sourav Banerjee,
Kumar V. Jata

Optimization of multilayered panels with poroelastic components
for an acoustical transmission objective

1227O. Tanneau, J. B. Casimir, P.
Lamary

A boundary element method for porous media 1239Olivier Tanneau, Pierre Lamary,
Yvon Chevalier

Series expansion for the sound field of rotating sources 1252Michael Carley

NONLINEAR ACOUSTICS †25‡

Air entrapment in piezo-driven inkjet printheads 1257Jos de Jong, Gerrit de Bruin, Hans
Reinten, Marc van den Berg,
Herman Wijshoff, Michel Versluis,
Detlef Lohse

Vol. 120, No. 3 September 2006

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001133000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003000113300001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001153000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003000115300001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001157000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003000115700001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001159000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003000115900001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001161000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003000116100001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001162000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003000116200001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001183000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001183000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001183000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001186000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001186000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001186000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001186000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001186000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001190000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001190000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001190000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001190000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001192000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001192000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001192000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001192000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001194000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001194000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001194000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001209000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001209000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001209000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001209000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001209000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001227000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001227000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001227000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001227000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001227000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001239000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001239000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001239000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001239000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001252000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001252000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001252000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001257000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001257000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001257000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001257000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001257000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001257000001&idtype=cvips


Experimental characterization of fatigue damage in a nickel-base
superalloy using nonlinear ultrasonic waves

1266Jin-Yeon Kim, Laurence J. Jacobs,
Jianmin Qu, Jerrol W. Littles

AEROACOUSTICS, ATMOSPHERIC SOUND †28‡

Diffraction of sound due to moving sources by barriers and ground
discontinuities

1274M. Buret, K. M. Li, K.
Attenborough

UNDERWATER SOUND †30‡

Internal wave effects on the ambient noise notch in the East China
Sea: Model/data comparison

1284Daniel Rouseff, Dajun Tang

A transformation of the environment eliminates parabolic equation
phase errors

1295Irina I. Rypina, Ilya A.
Udovydchenkov, Michael G.
Brown

Experimental demonstration of iterative time-reversed reverberation
focusing in a rough waveguide. Application to target detection

1305Karim G. Sabra, Philippe Roux,
Hee-Chun Song, William S.
Hodgkiss, W. A. Kuperman, Tuncay
Akal, J. Mark Stevenson

A passive fathometer technique for imaging seabed layering using
ambient noise

1315Martin Siderius, Chris H. Harrison,
Michael B. Porter

Joint estimation of water column and sediment acoustic properties
from broadband towed array data using modal inverse
method

1324Subramaniam D. Rajan, G. V.
Anand, P. V. Nagesh

Haro Strait geometry (sloping bottom) 1335A. Tolstoy

Inverting acoustic communication signals for the sound speed
profile

1347Elin Svensson

Feeding behavior of wild dugongs monitored by a passive acoustical
method

1356Chika Tsutsumi, Kotaro Ichikawa,
Nobuaki Arai, Tomonari
Akamatsu, Tomio Shinke, Takeshi
Hara, Kanjana Adulyanukosol

Estimated detection distance of a baiji’s (Chinese river dolphin,
Lipotes vexillifer) whistles using a passive acoustic survey method

1361Kexiong Wang, Ding Wang,
Tomonari Akamatsu, Kaoru Fujita,
Rika Shiraki

An international key comparison of free-field hydrophone
calibrations in the frequency range 1 to 500 kHz

1366Stephen P. Robinson, Peter M.
Harris, Justin Ablitt, Gary Hayman,
Alex Thompson, A. Lee van
Buren, Joseph F. Zalesak, Robert
M. Drake, Alexander E. Isaev,
Alexander M. Enyakov, Christopher
Purcell, Zhu Houqing, Wang
Yuebing, Zhang Yue, Pierre Botha,
Dieter Krüger

TRANSDUCTION †38‡

Experimental investigation of coupled vibrations in piezoelectric
cylindrical shells

1374Boris S. Aronov, David A. Brown,
Sundar Regmi

Coupling between thermoacoustic resonance pipes and piezoelectric
loudspeakers studied by equivalent circuit method

1381Li Fan, Shu-yi Zhang, Ben-ren
Wang

STRUCTURAL ACOUSTICS AND VIBRATION †40‡

Brake squeal as dynamic instability: An experimental investigation 1388Francesco Massi, Oliviero Giannini,
Laurent Baillet

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 120, NO. 3, SEPTEMBER 2006

CONTENTS—Continued from preceding page

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001266000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001266000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001266000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001266000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001266000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001274000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001274000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001274000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001274000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001274000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001284000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001284000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001284000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001284000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001305000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001305000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001305000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001305000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001305000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001305000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001305000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001315000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001315000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001315000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001315000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001315000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001324000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001324000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001324000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001324000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001324000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001324000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001335000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001335000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001335000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001356000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001356000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001356000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001356000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001356000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001356000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001356000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001361000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001361000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001361000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001361000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001361000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001361000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001366000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001374000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001374000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001374000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001374000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001374000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001381000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001381000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001381000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001381000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001381000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001388000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001388000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001388000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001388000001&idtype=cvips


ARCHITECTURAL ACOUSTICS †55‡

Analysis of Sabine and Eyring equations and their application
to concert hall audience and chair absorption

1399Leo L. Beranek

An experimental evaluation of regular polyhedron loudspeakers
as omnidirectional sources of sound

1411Timothy W. Leishman, Sarah
Rollins, Heather M. Smith

ACOUSTIC SIGNAL PROCESSING †60‡

Evaluation of an autoregressive spectral estimator for modal
wave number estimation in range-dependent shallow
water waveguides

1423Kyle M. Becker, George V. Frisk

PHYSIOLOGICAL ACOUSTICS †64‡

Predictions of formant-frequency discrimination in noise based
on model auditory-nerve responses

1435Qing Tan, Laurel H. Carney

Modeling auditory-nerve responses for high sound pressure levels
in the normal and impaired auditory periphery

1446Muhammad S. A. Zilany, Ian C.
Bruce

Temporal integration of the contralateral acoustic-reflex threshold
and its age-related changes

1467Michele B. Emmer, Shlomo
Silman, Carol A. Silverman, Harry
Levitt

PSYCHOLOGICAL ACOUSTICS †66‡

Comparison of the roex and gammachirp filters as representations
of the auditory filter

1474Masashi Unoki, Toshio Irino, Brian
Glasberg, Brian C. J. Moore,
Roy D. Patterson

Detection and F0 discrimination of harmonic complex tones
in the presence of competing tones or noise

1493Christophe Micheyl, Joshua G. W.
Bernstein, Andrew J. Oxenham

The influence of spatial separation on divided listening 1506Virginia Best, Frederick J. Gallun,
Antje Ihlefeld, Barbara G.
Shinn-Cunningham

Middle ear cavity and ear canal pressure-driven stapes velocity
responses in human cadaveric temporal bones

1517Kevin N. O’Connor, Sunil Puria

Auditory filters and the benefit measured from spectral
enhancement

1529Jeffrey J. DiGiovanni, Padmaja
Nair

The spatial unmasking of speech: Evidence for better-ear listening 1539Barrie A. Edmonds, John F.
Culling

The ability of the parasitoid fly Ormia ochracea to distinguish
sounds in the vertical plane

1546Ben J. Arthur, Ronald R. Hoy

Underwater auditory localization by a swimming harbor seal
(Phoca vitulina)

1550Anais Bodson, Lars Miersch,
Bjoern Mauck, Guido Dehnhardt

SPEECH PRODUCTION †70‡

The influence of subglottal acoustics on laboratory models
of phonation

1558Zhaoyan Zhang, Juergen Neubauer,
David A. Berry

Anterior-posterior biphonation in a finite element model of vocal
fold vibration

1570Chao Tao, Jack J. Jiang

Theoretical assessment of unsteady aerodynamic effects
in phonation

1578Michael H. Krane, Timothy Wei

How far, how long: On the temporal scope of prosodic boundary
effects

1589Dani Byrd, Jelena Krivokapić,
Sungbok Lee

SPEECH PERCEPTION †71‡

Voiceless affricate/fricative distinction by frication duration and
amplitude rise slope

1600Shigeki Mitani, Toshihiro Kitama,
Yu Sato

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 120, NO. 3, SEPTEMBER 2006

CONTENTS—Continued from preceding page

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001399000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001399000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001399000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001399000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001411000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001411000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001411000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001411000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001411000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001423000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001423000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001423000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001423000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001423000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001435000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001435000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001435000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001435000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001474000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001474000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001474000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001474000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001474000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001474000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001506000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001506000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001506000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001506000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001506000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001517000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001517000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001517000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001517000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001529000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001529000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001529000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001529000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001529000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001539000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001539000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001539000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001539000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001546000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001546000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001546000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001546000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001550000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001550000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001550000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001550000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001550000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001558000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001558000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001558000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001558000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001558000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001570000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001570000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001570000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001570000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001578000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001578000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001578000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001578000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001589000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001589000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001589000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001589000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001589000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001600000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001600000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001600000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001600000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001600000001&idtype=cvips


Measurements and calculations on the simple up-down adaptive
procedure for speech-in-noise tests

1608Cas Smits, Tammo Houtgast

SPEECH PROCESSING AND COMMUNICATION SYSTEMS †72‡

Temporal characteristics of nasalization in children and adult
speakers of American English and Korean during production
of three vowel contexts

1622Seunghee Ha, David Kuehn

Speech utterance clustering based on the maximization of within-
cluster homogeneity of speaker voice characteristics

1631Wei-Ho Tsai, Hsin-Min Wang

BIOACOUSTICS †80‡

Acoustic microscope lens modeling and its application in
determining biological cell properties from single- and multi-
layered cell models

1646Tribikram Kundu, Joon-Pyo Lee,
Christopher Blase, Jürgen
Bereiter-Hahn

Acoustic analysis of vocal development in a New World primate,
the common marmoset (Callithrix jacchus)

1655Ashley L. Pistorio, Brett Vintch,
Xiaoqin Wang

Estimated communication range of social sounds used by bottlenose
dolphins (Tursiops truncatus)

1671Ester Quintana-Rizzo, David A.
Mann, Randall S. Wells

Vocal development in captive harbor seal pups, Phoca vitulina
richardii: Age, sex, and individual differences

1684Christin B. Khan, Hal Markowitz,
Brenda McCowan

Preliminary evidence for signature vocalizations among free-
ranging narwhals (Monodon monoceros)

1695Ari D. Shapiro

Pitch cue learning in chinchillas: The role of spectral region
in the training stimulus

1706William P. Shofner, William M.
Whitmer

A comparison of underwater hearing sensitivity in bottlenose
dolphins (Tursiops truncatus) determined by electrophysiological
and behavioral methods

1713Dorian S. Houser, James J.
Finneran

A simulation study on tissue harmonic imaging with a single-
element intravascular ultrasound catheter

1723Martijn E. Frijlink, David E.
Goertz, Ayache Bouakaz, Antonius
F. W. van der Steen

ERRATA

Erratum: “The influence of spectral distinctiveness on acoustic
cue weighting in children’s and adults’ speech perception”
[J. Acoust. Soc. Am. 118, 1730–1741 (2005)]

1732Catherine Mayo, Alice Turk

Erratum: “Adult-child differences in acoustic cue weighting are
influenced by segmental context: Children are not always
perceptually biased toward transitions” [J. Acoust. Soc. Am.
115, 3184–3194 (2004)]

1733Catherine Mayo, Alice Turk

JASA EXPRESS LETTERS

Discrimination of near-field infrasound sources based on time-
difference of arrival information

EL23Curt A. L. Szuberla, Kenneth M.
Arnoult, John V. Olson

High-frequency measurements of blast wave propagation EL29Alexandra Loubeau, Victor W.
Sparrow, Larry L. Pater, Wayne M.
Wright

Mechanisms of irregular vibration in a physical model of the vocal
folds

EL36David A. Berry, Zhaoyan Zhang,
Juergen Neubauer

Imaging marine geophysical environments with vector acoustics EL43Dennis Lindwall

CUMULATIVE AUTHOR INDEX 1737

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 120, NO. 3, SEPTEMBER 2006

CONTENTS—Continued from preceding page

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001608000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001608000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001608000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001608000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001622000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001622000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001622000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001622000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001622000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001631000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001631000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001631000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001631000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001646000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001646000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001646000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001646000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001646000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001646000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001646000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001671000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001671000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001671000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001671000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001671000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001684000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001684000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001684000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001684000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001684000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001695000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001695000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001695000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001695000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001713000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001713000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001713000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001713000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001713000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001713000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001732000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001732000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001732000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001732000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001732000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001733000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001733000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001733000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001733000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001733000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000003001733000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL23000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL23000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL23000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL23000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL23000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL29000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL29000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL29000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL29000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL29000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL36000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL36000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL36000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL36000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL36000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL43000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL43000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000300EL43000001&idtype=cvips


Discrimination of near-field infrasound sources
based on time-difference of arrival information

Curt A. L. Szuberla, Kenneth M. Arnoult, and John V. Olson
Geophysical Institute, University of Alaska Fairbanks, Fairbanks, Alaska 99775-7320

cas@gi.alaska.edu

Abstract: A computationally efficient method for discriminating between
near- and far-field infrasound sources using array time-difference of arrival
�TDOA� information is described. Rather than assess wave-front curvature,
the discriminant quantifies the statistical departure of TDOA information
from that of a plane wave passing the array. Since the method constrains nei-
ther the functional form nor the amplitude characteristics of a signal it is
suited for discrimination of signals across large-aperture infrasound arrays.
Experimental results confirm theoretical predictions to a range of order ten
array apertures. The discriminant is applied to data from an Antarctic infra-
sound array.
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1. Introduction

At present, more than half of the 60 planned infrasound arrays of the International Monitoring
System �IMS� of the Comprehensive Nuclear-Test-Ban Treaty Organization �CTBTO� are
operational.1 These large aperture—O�1 km�—arrays are designed to monitor and aid in the
detection of impulsive events at large distances. A major challenge facing analysts of IMS in-
frasound array data is the ubiquitous presence of natural and manmade near-field sources,
which are not generally of interest to the CTBTO. The presence of near-field signals exhibiting
high signal-to-noise and spatiotemporal correlation can effectively saturate event detection al-
gorithms with false alarms. There exists a distinct need for a discriminant between local and
regional sources within the infrasound band.

In an effort to ameliorate this situation, a theoretical method is developed for discrimi-
nating between near- and far-field sources using time-difference of arrival �TDOA� informa-
tion. The discriminant is coded in computationally efficient linear algebraic form, requiring
only knowledge of TDOA information and the array geometry for calculation. The curvature of
the wave front2 need not be estimated. Since TDOA information is estimable via generalized
cross correlation in the time domain, the method constrains neither the functional form, nor the
amplitude characteristics of the signal present at the array. This is a distinct advantage for in-
frasound array data, as terrain and vegetation often cause significant departures from 1/r am-
plitude characteristics and infrasound signals are not often well represented by simple func-
tional forms.

Recent work3 has shown that IMS-type arrays may be used to accurately localize geo-
physical and manmade sources at very close range, thus the discriminant may also be used to
eliminate long-range signals from consideration. Ice cliff avalanches and volcanic activity in
the vicinity of the IMS array �I55US� at Windless Bight, Antarctica during the 2002–2003 aus-
tral summer are used to validate the performance of the discriminant. Sources that lie within a
range of order ten times the array aperture are accurately characterized by the discriminant, as
predicted theoretically. As a result of this demonstration, the discriminant has been put into use
as a regular part of automated data processing for the infrasound arrays operated by the Univer-
sity of Alaska Fairbanks.

In this study the discriminant is applied to signals detected at the IMS array at Wind-
less Bight, Antarctica �I55US�. I55US is an eight-sensor infrasound array comprising Chaparral
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Physics microphones at the vertices of a pentagon of 1-km radius and an inner triangle of 100-m
radius. This original geometry has been distorted slightly since the array was originally con-
structed owing to the movements of the Ross Ice Shelf. Pressure data are sampled at 20 Hz from
each of the microphones.

2. Near-field discriminant

The development of a near-field discriminant begins with the description of an idealized far-
field signal incident on a d-dimensional array of n sensors. Using Dirac’s bra-ket notation,
TDOA information for the array is described by the vector ���. This vector represents the N
=n�n−1� /2 unique intersensor time delays that comprise the TDOA information corresponding
to a planar signal’s passage across the array. The array coordinates are encoded in a �N ,d�
matrix X. A plane-wave arrival at the array is described by the model

��� = X�s� + ���� , �1�

where �s� is the slowness vector and ���� is some error introduced by noise. The vector ��� is
estimated by generalized cross correlation and �s� is solved for by minimizing the quantity
��� ���� in the least squares sense. This solution of Eq. �1� via optimization is given by

�s� = C−1X†�� � , �2�

where C=X†X. Under the assumption that the errors in the time delays are normally distributed
and uncorrelated, then Eq. �2� is the maximum likelihood estimator of �s� and exactly satisfies
the Cramér-Rao bound.4

A statistical measure of the variance associated with the TDOA information ��� has
been shown5 to be

�� =�����I − R����
N − r

, �3�

where I is the identity matrix, R=XC−1X†, and r is the rank of the idempotent matrix R. Using
this, Szuberla and Olson6 demonstrated two properties of �� for infrasound arrays. First, Eq. �3�
represents the degree to which ��� differs from a physically realizable plane wave, modeled by
Eq. �1�, incident upon the array. Second, although �� appears to be strictly a function of the
TDOA information and the array geometry, the TDOA information in ��� is a function of azi-
muth, which leads to the correspondence ��=�����.

The construction of a discriminant begins with an examination of the behavior of �� as
a function of range. These results are depicted in Fig. 1 for an ensemble of synthetic, noise-free
��� at the I55US array. When the array data are sampled at fs=20 Hz, the 95% confidence limits
of �� versus source range are shown as a light gray band. Similarly, the dark band represents the
limit of an infinite sampling rate. Dark lines indicate the ranges for which ��=1/ fs. Note that as
the magnitude of �� decreases from 1/ fs the character of the finite and infinite sampling results
part company. The median value of �� for the finite sampling case is shown in the figure as a
white line.

The width of the band for continuous sampling in Fig. 1 is governed by spatial sam-
pling �array geometry�. In contrast, the finite sampling band in Fig. 1 is governed by spatiotem-
poral sampling. At close range the spatial aspect dominates, while in the far-field the temporal
�sample rate� dominates. These characteristics are seen in Fig. 2, which depicts the behavior of
�� as a function of azimuth for an ensemble of synthetic, noise-free ��� at the I55US array at a
set of fixed ranges. In each panel ����� is normalized by the mean of �� across all angles at that
range. In the near-field �Fig. 2, left plot� the outer, fivefold, geometry of I55US dictates the
appearance of �� as a function of angle for both finite and infinite sampling. For more planar
signals, arising from far-field sources �Fig. 2, right plot�, �� is no longer a strong function of
angle in either sampling regime. Note that the “noise” in ����� is not the result of a contami-
nated signal, since all the calculations were done in the noise-free case; rather, the effect is due
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to finite sampling of the data, which leads to a truncated representation of ���. Further, ���� for
finite sampling becomes greater than that for the infinite sampling case. For ��	1/ fs �center
plot� there is a transition between the effects of spatial and temporal sampling. It is in this
region, depicted by the dark lines of Fig. 1, that �� forms the basis of a discriminant between
near- and far-field sources.

For an array of sensors sampled at fs a dimensionless measure of the deviation from
signal planarity across the array can be constructed as

Fig. 1. Theoretical plot of �� vs range for the I55US array. The light gray band depicts the 95% confidence limits of
�� for the array sampled at fs=20 Hz; similarly, the dark band represents the limit of an infinite sampling rate. A
white line indicates the median value of �� for the array sampled at 20 Hz. Dark lines indicate the ranges for which
��=1/ fs. The width of the dark band is strictly governed by spatial sampling; whereas, the width of the light band
is the result of spatiotemporal sampling. For finite sampling, at close range ����1/ fs�, array geometry dominates the
behavior of ��; in the far-field ����1/ fs�, the temporal sample rate dominates.

Fig. 2. Normalized polar plots of magnitude ����� at ranges of 5, 20, and 80 km for the I55US array. In each panel
the values of ����� / ���� are depicted at the given range, where ���� is the mean of �� at that range. The solid lines
represent the infinite sampling case, while the discrete dots represent fs=20 Hz sampling in 0.1° increments. At close
range �left plot� the outer, fivefold, geometry of I55US dictates the appearance of ����� for both finite and infinite
sampling. In the far-field �right plot�, �� is no longer a strong function of angle in either sampling regime. For ��

	1/ fs �center plot� there is a transition between the effects of spatial and temporal sampling.
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Q� = ��fs. �4�

It is this measure that forms a discriminant between near- and far-field sources. According to
the formulation, a noise-free planar arrival at the array will give, identically, Q�=0. For signal
sources close to an array Q��1, while far-field sources will give Q�→0.

3. Application and discussion

From November 2002 to January 2003, 76 signals exhibiting high signal-to-noise ratio �SNR
�15 dB� were detected at the I53US array. The detections were all the result of an automated,
correlation-based algorithm that is continuously applied to the I53US data. Follow-on analysis
showed that these signals were associated with Mt. Erebus �r	25 km� volcanic activity, Vee
Cliffs �r� �8,30� km� ice and snow avalanches, and various glacial and sea ice sources �r
�10 km�. All of the high SNR events during the period of study were selected without regard to
frequency content or wave-form type in an effort to validate the theoretical predictions shown in
Fig. 1. The validation is depicted in Fig. 3, where each of the events is superposed with the
20-Hz band of Fig. 1. Each of the range estimates for the individual events in Fig. 3 are the result
of a source localization technique3 �distinct from the Q� approach of this study in that it repre-
sents a TDOA information optimization procedure to estimate source locations� and not ground
truth data. Subsequent experience with infrasound data from arrays in Alaska and Antarctica
has shown that Q�	1 is a robust discriminant, one which reliably defines the boundary between
near- and far-field for large-aperture infrasound arrays. For the I55US array Q�	1 when the
source is located roughly ten array apertures �rsource� �15,20� km� distant �shown by the dark
lines in Fig. 3�. Coincidentally, this is roughly the limit of reliable near-field localizations via the
algorithm used to estimate range in the figure.3

Fig. 3. Superposition of actual Q� data and theoretical noise-free predictions for the I55US array. The data are drawn
from high signal-to-noise ratio signals detected during the 2002–2003 austral summer at Windless Bight, Antarctica.
The light band and dark lines depict the 20 Hz sampling case as in Fig. 1. Mt. Erebus signals are shown with the �	�
symbol and Ross Is. signals are shown with the �+� symbol.
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For arbitrary arrays, the range at which Q�=1 is trivially proportional to sample rate
and it can be shown that it is also proportional to the square of the maximum aperture of the
array parallel to the signal propagation path. Hence, the technique is ideally suited to the current
generation of large-aperture IMS arrays. The discriminant is also applicable to smaller, portable
arrays if the sample rate is increased appropriately.

The use of Q� as a range discriminant is not without limitations. While it is designed to
discriminate between near- and far-field sources, it is not useful as a precise localization tool. As
SNR decreases, the assumptions underlying the estimation of �� become suspect. Even in the
high SNR case there are several outliers shown in Fig. 3. The presence of the near-field outliers
is likely due to misestimation of source range from corrupt TDOA information. Such corruption
may arise from a variety of natural phenomena, including multipath, multiple signals and co-
herent noise fields; however, the exact cause for the near-field outliers of Fig. 3 is unknown. The
far-field outliers of Fig. 3 are the result of insufficient range resolution in the localization algo-
rithm for finite fs.

3 Ground turbulence may affect the planarity of a signal across the array;
however, even if the Gaussian, uncorrelated noise assumed to exist in ��� is replaced by pink
noise, the results given here do not substantially change. As is often the case, simple bandpass
filtration is sufficient to restore a reasonable facsimile of the assumptions underlying the esti-
mation of ��.

6

4. Conclusions

A method for discriminating between near- and far-field sources has been detailed. The calcu-
lations are straightforward linear algebraic forms which generate little additional computational
overhead. The bulk of the computational effort in arriving at Q� is spent estimating the TDOA
information, which is already required to determine source azimuth and speed in the far field,6

and also geographic location in the near-field.3 While CTBTO-oriented analysts would prefer to
reduce near-field clutter �r�100 km�, experience with the two University of Alaska Fairbanks/
IMS arrays has shown that the Q� technique is most useful for discriminating sources at a range
of roughly ten array apertures �r� �15,20� km�.

The technique has been put into use for all of the automatic data processing performed
at the IMS arrays I53US and I55US. Since I53US is located nearby a population center, Fair-
banks, Alaska, it has provided numerous events for which the ground truth is known. Unlike
I55US, the sources for which ground truth is available at I53US do not cluster around the criti-
cal range at which Q�
1. The sources are either on campus �r
2 km� or at larger distances
�e.g., mine signals at r�25 km�. While not conclusive, in these specific cases the I53US results
validate the extremes of Fig. 3. Further work is required to study the discriminant at different
IMS sites, each of which will have a different, characteristic noise field and topography. Pres-
ently, the discriminant is applied to infrasound data derived from large-aperture arrays; how-
ever, its development is quite general and a study of its utility in higher frequency, small-
aperture applications is underway.
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Abstract: Blast wave propagation measurements were conducted to inves-
tigate nonlinear propagation effects on blast waveform evolution with dis-
tance. Measurements were made with a wide-bandwidth capacitor micro-
phone for comparison with conventional 3.175-mm �1/8-in.� microphones
with and without baffles. It was found that the 3.175-mm microphone did not
have sufficient high-frequency response to capture the actual rise times in
some regions. For a source of 0.57 kg �1.25 lb� of C-4 plastic explosive, the
trend observed is that nonlinear effects steepened the waveform, thereby de-
creasing the shock rise time, up to a range of 50 m. At 100 m, the rise times
had increased slightly.
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1. Introduction

Much work has been done on blast wave research in the past century, including structural re-
sponse to blasts and blast effects on human hearing. However, blast wave measurements con-
tinue to be important for assessing the impact on humans and wildlife. The finite-amplitude
pressure and the transient nature of blast waves pose challenges for obtaining accurate measure-
ments. In particular, resolving the shock structure requires special instrumentation.

Nonlinear steepening occurs in finite-amplitude waves generated by blasts because
local wave speed increases with wave amplitude, and thus peaks of the waveform travel faster
than troughs.1 The interaction of nonlinearity and dissipation controls the rise portion of the
shocks.2–4 In particular, the combined effects of dissipation and dispersion due to molecular
relaxation in air, which are more pronounced at higher frequencies, tend to increase shock rise
times. Rise time is defined in this paper as the time it takes for the pressure to rise from 10 to
90 % of the maximum amplitude.

Work by Ford et al.5 emphasized the importance of measuring blasts at medium dis-
tances to enhance understanding of blast waveform propagation in the transition area between
the close-range region of very high pressure and the linear acoustics zone much farther away.
Ford et al. acquired extensive data on blast wave propagation over concrete, grass, and water for
small unconfined charges of plastic explosive. However, the instrumentation was insufficient to
capture the short rise times of the waves. Another experimental study of blast noise that was
performed at the U.S. Army’s Fort Drum facility in New York was recently documented in a
series of articles, but no high-frequency equipment was used.6 In other research, wide-

Loubeau et al.: JASA Express Letters �DOI: 10.1121/1.2234518� Published Online 16 August 2006

J. Acoust. Soc. Am. 120 �3�, September 2006 © 2006 Acoustical Society of America EL29



bandwidth capacitor microphones have been used to measure intense acoustic impulses from
sparks7–9 and ballistic shock waves,10 but no accounts of their use in measuring medium-range
blast waves from explosives have been reported previously.

This paper describes blast wave propagation experiments conducted jointly by the U.S.
Army and Penn State in November 2005. The main goal of the experiments was to capture the
shock structure accurately using high-frequency instrumentation.

2. Microphone Equipment

Commercial 3.175-mm �1/8-in.� pressure microphones and a wide-bandwidth capacitor micro-
phone were used to measure the blast wave. In addition, microphone baffles were used with
some of the 3.175-mm microphones.

2.1 3.175-mm �1/8-in.� microphones

The 3.175-mm pressure microphones have a low sensitivity which allows for their use in finite-
amplitude measurements. The dynamic range extends to 178 dB re 20 �Pa with 3%
distortion.11 In addition, the nominal frequency response extends to 140 kHz. These micro-
phones were chosen because their size is small compared to a wavelength for frequencies up to
100 kHz. They therefore have superior high-frequency response compared to 6.35-mm �1/4-in.�
and 12.7-mm �1/2-in.� microphones. Typical preamplifiers12,13 and power supplies14 compatible
with these condenser microphones were used in the blast experiments.

2.1.1 Unbaffled configuration

Unbaffled microphones were oriented with the microphone axis perpendicular to the blast wave
direction; this will be referred to as the 90° orientation. This orientation gives a more accurate
pressure measurement than a 0° orientation �microphone axis parallel to wave direction� be-
cause it minimizes diffraction effects.15 All protection grids were removed to avoid any undes-
ired acoustic resonances.15

2.1.2 Baffled configuration

Microphone baffles were also used to reduce diffraction artifacts of the microphone housing on
the rise portion of the blast waves. The baffles used in the experiments were 20.32-cm �8-in.�
squares, and the microphones fit flush with the front of the baffle. The microphones and baffles
were oriented at 0° from the blast. Assuming a plane wave, a rigid circular baffle, and measure-
ment at a point, there is pressure doubling at the microphone due to the superposition of the
incident and reflected waves. The diffracted wave is delayed according to the radius, out of
phase, and half the amplitude.16 For the square baffles used in the experiments, the travel time
from the midpoint of the baffle edge to the center is associated with the first arrival of the
diffracted wave. The diffracted wave would first arrive with a delay of approximately 296 �s.
Therefore, even though the blast waveform was distorted due to the finite size and square shape
of the baffle, the rise portion was unaffected.

2.2 Wide-band microphone

The wide-band microphone and preamplifier9,17,18 used in this study has a high-resonance fre-
quency and therefore has a better high-frequency response than a conventional 3.175-mm mi-
crophone. This type of broadband electrostatic transducer, or “solid-dielectric,” generally has a
flat frequency response to above 500 kHz and can measure a rise time of less than 0.5 �s under
ideal laboratory conditions. With the particular microphone used in the experiments, rise times
of less than 1 �s were recorded for an acoustic impulse from a spark source in the laboratory.

The particular microphone used in the experiments had an active area diameter of
1.27 cm �0.5 in. � embedded in an insulator with a diameter of 3.81 cm �1.5 in. �. This insulator
acted as a built-in baffle when the microphone was oriented at 0° from the blast. Therefore a
wave diffracted from the edge would arrive with a delay of 55.5 �s. Because this was outside
the range of expected shock rise times, the rise portion of the waveform was not affected, and an
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additional exterior baffle was not needed.

3. Experimental setup

Experiments were performed with the U.S. Army at the Edgewood site of Aberdeen Proving
Grounds in Maryland. The explosive used was 0.57 kg �1.25 lb� of unconfined C-4 plastic ex-
plosive. Charges were detonated by a blasting cap at a height of 3 m. The experimental setup is
shown in Fig. 1 . The 3.175-mm microphones were mounted on poles at distances of 25, 50, and
100 m from the blast. The baffled 3.175-mm microphones were colocated at the same distances
of 25, 50, and 100 m; however, the 50 m baffled microphone failed. The single wide-band
microphone was placed at 50 m. The microphones were mounted nominally 5 m above ground
to minimize contamination from ground reflections. At this height, the time delay of the
ground-reflected wave associated with the path length difference between the direct and re-
flected waves was sufficiently long to not affect the shock.

Blast waveforms were recorded on a digital oscilloscope at a sampling rate of 1 MHz.
This high sampling frequency was chosen to give good resolution at the shock. Recording
equipment was situated so that cable19 lengths were minimized where possible. For example,
the shortest cable lengths, approximately 22 m, were connected to the 50-m site. Minimizing
cable lengths was a precaution taken to avoid any undesired signal distortion due to possible
reflections in the cable.20

The experiment was conducted over two days, during which time the weather condi-
tions varied. However no correlation was evident between the measured rise times and the mea-
sured local meteorological conditions.

4. Results

The measured waveforms for all 12 blasts were consistent for the 25 and 50 m sites. However,
the waveforms measured at 100 m varied considerably. The shape of some peaks and the exis-
tence of double peaks in some waveforms suggest that turbulence likely affected these wave-
forms recorded at 100 m.21

Typical blast waveforms measured at 25, 50, and 100 m are presented in Figs. 2–4 .
The asterisks denote the 10 and 90 % amplitude points used to calculate the rise time trise. The
waveforms were measured at 1 �s intervals, and an additional 0.1 �s precision in the rise por-
tion was deduced from interpolation.

For the particular blast shown in Fig. 2, the first 50 �s of the baffled and unbaffled
waveforms are compared. The baffled rise time of 19.6 �s is nearly the same as the unbaffled
rise time of 21.1 �s. Because of the pressure doubling at the baffled microphone, explained
above in Sec. 2.1.2, the baffled response was halved. However, the peak amplitude does not

Fig. 1. �Color online� Experimental setup detailing relative locations of blast source and microphones. The 50 m
baffled microphone is omitted because its measurements were unusable.
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match that of the unbaffled microphone because the pressure doubling assumption is approxi-
mate. The experiments involved a square baffle of finite area. As a result, pressure doubling
occurs only for frequencies with wavelengths that are small compared to the baffle size.

Because nonlinear steepening leads to decreased rise times, a decrease in rise times at
50 m was expected. The rise times of the waveforms at 50 m were indeed shorter. The experi-
ment was designed to compare all three microphone types at 50 m. Unfortunately, as mentioned
earlier, the baffled microphone at 50 m failed, and the only useful comparison at this location is
between the unbaffled microphone and the wide-band microphone. Figure 3 shows that the
wide-band response is clearly steeper than the unbaffled response. The rise time from the wide-
band microphone was 4.5 �s, shorter than the unbaffled rise time of 6.1 �s.

Fig. 2. �Color online� Typical waveforms measured at 25 m with unbaffled and baffled microphones. Asterisks
denote the 10 and 90 % amplitude points used to calculate the rise time trise.

Fig. 3. �Color online� Typical waveforms measured at 50 m with unbaffled and wide-band microphones. Asterisks
denote the 10 and 90 % amplitude points used to calculate the rise time trise. The maximum amplitude from the
wide-band microphone is set to be the same as the maximum amplitude of the unbaffled response.
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In Fig. 4, the 100 m unbaffled and baffled waveforms are similar, and the rise times
were 12.4 and 11.6 �s. These rise times are longer than at 50 m. It is interesting to note that the
difference in peak values observed at 25 m due to the pressure doubling approximation is not
present in the 100 m measurement. The cause of this difference at 100 m is unknown.

So far, results for one representative waveform have been presented. Figure 5 presents
the rise times as a function of range for all measurements. The rise times of the waveforms
measured with unbaffled 3.175-mm microphones at 25 m varied from 17.5 to 21.3 �s. The
baffled responses at 25 m had nominally the same rise times, ranging from 17.9 to 21.9 �s. The
average shock overpressure was 3328.4 Pa.

The rise times of the waveforms measured with unbaffled microphones at 50 m were
shorter, varying from 5.9 to 6.2 �s. At 50 m, the average shock overpressure was 1481.9 Pa.

Fig. 4. �Color online� Typical waveforms measured at 100 m with unbaffled and baffled microphones. Asterisks
denote the 10 and 90 % amplitude points used to calculate the rise time trise.

Fig. 5. �Color online� Comparison of rise times as a function of range computed for blast waves measured with
different microphone types. �a� Rise times for unbaffled �25, 50, 100 m� and wide-band �50 m� microphones. At
50 m the square markers are located at the intersection of the solid lines. For clarity, the measured rise times at 50 m
for the unbaffled microphone were 5.9, 6.2, 6.2, 6.0, 6.1, 5.9, 6.0, 6.1, 6.1, 6.0, 6.1, and 6.1 �s, and the wide-band
microphone measured rise times of 4.4, 4.5, 3.2, 4.2, 4.8, 4.5, 4.9, 4.5, 4.5, 7.5, 4.0, and 5.7 �s. �b� Rise times for
baffled microphones �25, 100 m�. In both �a� and �b� the solid lines merely connect measurement points for indi-
vidual blast events and do not represent additional data. For �b�, there were no useful measurements obtained at
50 m.
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The small variations in measured rise times at 50 m seem to indicate that a 6 �s rise time was
the limit of the 3.175-mm microphone system in the current configuration. Therefore one can-
not be sure if the true rise time of the wave was recorded.

It is because of this microphone limitation that a wide-band microphone was also used.
At 50 m, the wide-band microphone measured rise times of 3.2 to 7.5 �s. As shown in Fig. 5,
rise times from the wide-band microphone were less than 6 �s for all blasts except one. These
rise times are within the capabilities of the microphone, so it is likely that these were the true
rise times of the blast waves.

At 100 m, the rise times of the recorded waveforms were longer, with the unbaffled
rise time measurements ranging from 7.1 to 16.3 �s and the baffled rise time measurements
ranging from 8.6 to 21 �s. The average shock overpressure was 680.5 Pa. The differences be-
tween the unbaffled and baffled rise times at 100 m are probably due to some combination of
the microphone housing diffraction effect and localized atmospheric turbulence. Overall, the
experimental results show that between 50 and 100 m nonlinearity began to lose strength, and
losses began to dominate. However, at 100 m the rise time was still shorter than at 25 m.

5. Conclusions

The blast wave measurements confirm that out to a distance of 50 m, where the sound pressure
level �SPL� was around 154 dB, nonlinear effects had steepened the initial rise of the blast
waveform. This resulted in a decrease in shock rise time and therefore an increase in high-
frequency energy relative to low-frequency energy. Measurements with a wide-bandwidth mi-
crophone gave shorter rise times than measurements with conventional 3.175-mm micro-
phones. Because of its extended high-frequency response, a wide-band microphone gives more
confidence that one is observing true pressure variation and not the effect of the transducer.
Therefore the results of this test suggest that wide-band microphones should be used for mea-
suring rise times of finite-amplitude blast waves.
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Abstract: Previous investigations have shown that one mechanism of ir-
regular vocal fold vibration may be a desynchronization of two or more vi-
bratory modes of the vocal fold tissues. In the current investigation, mecha-
nisms of irregular vibration were further examined using a self-oscillating,
physical model of vocal fold vibration, a hemi-model methodology, and high-
speed, stereoscopic, digital imaging. Using the method of empirical eigen-
functions, a spatiotemporal analysis revealed mechanisms of irregular vibra-
tion in subharmonic phonation and biphonation, which were not disclosed in
a standard acoustic spectrum.
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1. Introduction

Over the past decade, the method of empirical eigenfunctions �EEFs� has been used to examine
spatiotemporal structures in vocal fold vibration �Berry et al., 1994; Alipour et al., 2000; Svec
et al., 2000; Berry et al., 2001; Neubauer et al., 2001; Zhang and Jiang, 2005; Doellinger et al.,
2005�. Herzel et al. �1994� hypothesized that “normal phonation corresponds to an essentially
synchronized motion of all vibratory modes. A change of parameters . . . may lead to a desyn-
chronization of certain modes resulting in bifurcations and chaos.” Berry et al. �1994� con-
firmed this hypothesis using a finite element simulation of vocal fold vibration. In that study, the
spatial EEFs �derived from the nodal displacements of the finite element model� were similar
for both simple and complex vibrations patterns, and the desynchronization of the EEFs was the
primary mechanism of irregular vibration. Neubauer et al. �2001� further substantiated this
hypothesis using high-speed digital imaging of vocal fold vibration in human subjects. Desyn-
chronization of anterior-posterior EEFs �derived from glottal contours� distinguished two
classes of biphonation: one based on left-right asymmetries, and one based on anterior-
posterior asymmetries. In the current study, this desynchronization hypothesis will be subjected
to more stringent testing through the use of a self-oscillating, physical model of vocal fold
vibration. That is, the laboratory investigations will not be limited by the mathematical simpli-
fications of the previous theoretical studies. Moreover, in contrast to the clinical study which
only permitted vocal fold imaging from a superior aspect, the laboratory investigations will
yield a systematic study of the medial surface dynamics of the vocal folds. In particular, medial
surface dynamics will be extracted from the model using a hemi-model methodology and high-
speed, stereoscopic, digital imaging. As a function of subglottal pressure, both simple and com-
plex oscillatory regimes will be imaged, and medial surface coordinates will be extracted. Us-
ing the method of EEFs, a spatiotemporal analysis of the medial surface dynamics will evaluate
the desynchronization hypothesis.

2. Methods

A physical replica of the human vocal system was constructed using a rubber model of the vocal
folds and a uniform �PVC� tracheal tube �with an inner diameter of 2.54 cm and a length of
approximately 60 cm� connected upstream to an expansion chamber, simulating the subglottal
system. The expansion chamber had an inner cross-section of 23.5�25.4 cm and was 50.8 cm
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long. The inside of the expansion chamber was lined with a 2.54-cm-thick layer of fiberglass.
The expansion chamber was connected to the air flow supply through a 15.2-m-long rubber
hose, reducing possible flow noise from the air supply. Because the isotropic, single-layered,
physical model of the vocal fold has been described previously �Thomson et al., 2005�, few
details will be given here. However, in the current study, the Young’s modulus was approxi-
mately 3 kPa for strains in the range of 0–20%, as compared to 13.7 kPa in the previous study.
As described elsewhere �Berry et al., 2001; Doellinger et al., 2005�, the medial surface dynam-
ics of the folds were imaged using a hemi-model methodology, stereoscopic imaging �through
means of a glass prism�, and a high-speed digital camera �Fastcam-Ultima APX, Photron Un-
limited, Inc.�. A frame rate of 2000 Hz was used with a spatial resolution of 1024�1024 pixels
per image.

Prior to imaging, graphite powder was sprinkled on the medial surface of the vocal
fold to form random dot patterns. In the post-processing stage, a multipass, time-series cross-
correlation analysis was performed on the medial surface images using the image-processing
package DaVis �LaVision Inc.�. In contrast to previous methods for tracking vocal fold dis-
placements which were semiautomatic �Berry et al., 2001; Doellinger et al., 2005�, the DaVis
software package was fully automated. The lack of automation in previous imaging studies
precluded the study of irregular vibrations.

The subglottal acoustic pressure in the tracheal tube was monitored using a probe
microphone �B&K 4182�, which was mounted flush with the inner wall of the tracheal tube,
5 cm upstream from the vocal fold plates. The mean transglottal pressure was measured using a
pressure transducer �Baratron type 220D�, which was also mounted flush with the inner wall of
the tracheal tube, 2 cm upstream from the vocal fold plates. Analog-to-digital conversion of the
signal was performed using a United Electronic Industries Powerdaq board �model no. PD2-
MFS-8-500/16�, with 16 bit resolution over a ±10 V measurement range at a sampling rate of
50 kHz.

3. Results and discussion

During the experiment, the subglottal pressure was increased from zero to a maximum value in
discrete increments, and then decreased back to zero in discrete decrements. At each step, mea-
surement was delayed for an interval of approximately 4–5 s after the subglottal pressure
changed, allowing the flow field to stabilize. The power spectra of the microphone signal at each
of these constant subglottal pressure values are summarized in Fig. 1 . Inspection of this figure
suggests that several distinct oscillatory regimes appeared in the physical model: “1” denotes
biphonation at a subglottal pressure of approximately 2.1 kPa, “2” denotes a quintupling bifur-
cation �creating a period-5 subharmonic� at a subglottal pressure of approximately 1.8 kPa, and
“3” denotes periodic phonation, or a limit cycle, at a subglottal pressure of approximately
0.8 kPa.

The acoustic spectra for each of these vibratory regimes are shown in Fig. 2 . In Fig.
2�a�, the acoustic spectrum for periodic phonation is shown with a fundamental frequency of
approximately 200 Hz, and two overtones. In Fig. 2�b�, the acoustic spectrum of a subharmonic
phonation is shown, with a fundamental frequency of approximately 231 Hz, and subharmonics
occurring at integer multiples of approximately 46.2 Hz, corresponding to a period-5 or quin-
tupling of the fundamental frequency. The entrainment, or integer ratio, of these two dominant
frequencies is captured by the discrete, finite number of spectral lines in Fig. 2�b�. On the other
hand, the dense spectral line structure in Fig. 2�c� suggests a lack of entrainment, or a noninte-
ger ratio, of two independent frequencies.

Using the method of EEFs, a spatiotemporal analysis was performed on the three dis-
tinct phonatory regimes. The EEFs were computed from high-speed recordings over a time
window of 150 ms, centered at the three time locations shown in Fig. 1. The EEFs for periodic
phonation are illustrated in the two left-most columns of Fig. 3 . The first column illustrates the
spatial EEFs �only the medial-lateral component is shown for comparison with lateral modes of
vibration introduced previously in the literature�. The second column illustrates the spectra of
the corresponding temporal EEFs. Spatial EEFs are often considered the buildings blocks of
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vibration. For example, for a linear system, the spatial EEFs would correspond to the normal
modes of the system. In column 1, the first spatial EEF �e.g., illustrated in the top subplot�
appears to be qualitatively similar to a x-11 mode �according to nomenclature used previously
by Titze and Strong �1975�, and Berry and Titze �1996��, in which superior and inferior portions
of the medial surface vibrate 180 deg out-of-phase with each other. These out-of-phase regions
are illustrated by the adjacent red and blue regions found between 0 and 5 mm along the x axis
�anterior-posterior direction� and near 0 mm along the y axis �inferior-superior direction�. The
second spatial EEF �e.g., the subplot directly below EEF1� appears qualitatively similar to a
x-10 mode, which captures the in-phase lateral vibrations of the fold �as marked by the blue
region, between 0 and 5 mm on the x axis�. As shown in the second column, the corresponding
temporal EEFs entrained at a fundamental frequency of 200 Hz. As shown in Table 1 these first

Fig. 1. �Color online� A spectral bifurcation diagram produced by the physical model of vocal fold vibration �in SPL
�dB��. The numbers 1, 2, and 3, denote the instances at which biphonation, subharmonic phonation �quintupling�, and
periodic phonation occurred, respectively.

Fig. 2. �Color online� Acoustic spectra corresponding to the numbers 3, 2, and 1 in Fig. 1, which represent the
following phonation types, respectively: �a� periodic phonation; �b� subharmonic phonation �quintupling�; and �c�
biphonation.
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two EEFs captured 96.2% of the variance of the medial surface data. Spatial EFFs 3–6 captured
higher-order modes in both the anterior-posterior and inferior-superior directions. These
higher-order EEFs exhibited both harmonic and nonharmonic frequency components, with re-
spect to the fundamental frequency of 200 Hz.

The EEFs extracted from the subharmonic �quintupling� regime are illustrated in the
two central columns of Fig. 3. The first two spatial EEFs entrain at a fundamental frequency
f1=231 Hz, and are qualitatively similar to the first two EEFs from periodic phonation �the
switching of blue and red from superior to inferior positions, as compared to column one, is not
significant: Either case demonstrates that the inferior and superior regions are 180 deg out-of-
phase with each other�. Spatial EEFs 3–6 capture higher-order modes.

Fig. 3. �Color online� Columns �1�, �3�, and �5�: the normalized medial-lateral components of the first six spatial
EEFs for periodic phonation �limit cycle�; subharmonic phonation �quintupling�; and biphonation, respectively. As
shown to the left of the figure, the y axis spans the “inferior-superior” direction. Columns �2�, �4�, and �6�: the
acoustic spectra of the first six temporal EEFs for periodic phonation �limit cycle�; subharmonic phonation �quin-
tupling�; and biphonation, respectively. As shown to the right of the figure, the y axis captures the “spectral
amplitude” �arbitrary units�.

Table 1. Percentage variances �or weights� of the first six EEFs.

Limit cycle Quintupling Biphonation
weight �%� weight �%� weight �%�

EEF1 58.6 60.5 45.6
EEF2 37.6 27.7 30.1
EEF3 0.76 3.3 6.1
EEF4 0.71 2.3 4.4
EEF5 0.54 1.6 3.9
EEF6 0.42 0.7 1.7
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While the EEFs 1–2 entrained with each other, the higher-order EEFs also entrained
with the subglottal acoustic resonance fsg of approximately 138 Hz, as estimated by the quarter-
length resonance of the subglottal tube. For example, EEF3 �which possessed a dominant fre-
quency component at f2=277 Hz�, exhibited 2:1 entrainment with fsg. EEF4 had significant
frequency components at approximately 46, 93, 139, 185, 231, and 277 Hz, etc. All these fre-
quency components were linear combinations of the two primary frequencies, f1 and f2 �i.e.,
f�n ,m�=nf1+mf2, where m and n are integers, e.g., f�−1,1�=−231 Hz+277 Hz=46 Hz�.

From Table 1, the first two EEFs capture 88.2% of the variance, in comparison to
96.1% of the variance captured by the first two EEFs of periodic phonation. Six EEFs from this
quintupling regime were required to capture 96.1% of the variance. In Table 2 , the spatial EEFs
from periodic phonation and the quintupling regime are compared using the dot product �the
Euclidean scalar product of two vectors�. A value of 100% corresponds to identical vectors, or
to identical spatial EEFs. A value of 0% corresponds to perpendicular vectors, or to EEFs which
are spatially uncorrelated. The dot products of the first three EEFs of the periodic and quintu-
pling regimes were 91.2, 78.7, and 4.6%, denoting a relatively high-spatial correlation between
the first two EEFs of the two vibratory regimes. Because EEFs 3 and higher were only weakly
excited in the periodic regime, the higher-order EEFs may have captured noise patterns rather
than physically meaningful information. Thus, one would not necessarily expect to see a corre-
spondence between the higher-order EEFs of these two oscillation types.

The EEFs extracted from the example of biphonation are illustrated in the two right-
most columns of Fig. 3. The first two spatial EEFs entrain at a fundamental frequency of f1
=296 Hz, and are qualitatively similar to the first two EEFs from periodic phonation. Spatial
EEFs 3–6 capture higher-order modes. EEFs 3–4 have two dominant frequency components at
f2=69 Hz �which exhibited a 1:2 entrainment with the subglottal acoustic resonance of
138 Hz�, and 365 Hz. EEF5 also has a frequency component at 365 Hz, and EEF6 has a fre-
quency component at 592 Hz. Thus, again, the higher-order EEFs entrained not only with other
tissue modes, but also with the subglottal acoustic resonance. Also, similar to the quintupling
regime, all frequency components were linear combinations of f1 and f2. Thus, while the central
importance of these two frequencies was not apparent in the corresponding acoustic spectra of
Fig. 2�c� the spatiotemporal decomposition using EEFs revealed considerable information re-
garding mechanisms of irregular vibration.

From Table 1, the first two EEFs captured 75.7% of the variance, in comparison to
88.2% for the quintupling regime, and 96.1% for periodic phonation. Six EEFs from this quin-
tupling regime were required to capture 91.8% of the variance. In Table 2, the spatial EEFs from
periodic phonation, quintupling, and biphonation regime were compared. For the first spatial
EEF, the dot product across the three regimes ranged between 72.5 and 91.2%; and for the
second EEF, the dot produced ranged between 66.6 and 79.6%. For the higher-order EEFs the
dot products continued to decrease. However, the dot products between the quintupling regime
and biphonation �Qi ,Bi� did not diminish as quickly for the higher-order EEFs, perhaps because
the higher-order modes were relatively strong and thus essential descriptors of these more com-
plex phonation types, and less significant for periodic phonation.

Dynamical complexity of the vocal fold system not only complicated the entrainment
patterns of the EEFs, but also increased the effective number of spatial EEFs more dramatically
than observed in a previous theoretical study �Berry et al., 1994�. In part, this may have been

Table 2. Dot products to compare the spatial correlation of the first six EEFs of periodic phonation �P�, quintupling
�Q�, and biphonation �B�.

EEF1 EEF2 EEF3 EEF4 EEF5 EEF6

�Pi ,Qi� 91.2 78.7 4.6 7.6 4.7 41.7
�Pi ,Bi� 72.5 66.6 9.0 50.7 23.5 14.6
�Qi ,Bi� 76.8 79.6 41.4 42.1 58.0 19.4

Berry et al.: JASA Express Letters �DOI: 10.1121/1.2234519� Published Online 16 August 2006

EL40 J. Acoust. Soc. Am. 120 �3�, September 2006 © 2006 Acoustical Society of America



because the parameter variation implemented in the current study was subglottal pressure,
which naturally excites additional modes when increased. In contrast, the previous study varied
mucosal stiffness.

One may argue that the bifurcations observed in this paper may not be related to hu-
man phonation because of the relatively long subglottal tube length of 60 cm. However, the
entrainment of the vocal folds to acoustic resonances of the supraglottal tract in human subjects
has been reported previously �Mergell and Herzel, 1997�. Moreover, previous investigators
have observed an intimate connection between subglottal acoustic resonances and vocal regis-
ters �Austin and Titze, 1997�. Also, given the range of first resonances of the human subglottal
system reported in the literature �approximately 400–500 Hz, see Ishizaka et al., 1976�, some
of the frequency components of the EEFs for irregular phonation reported by Neubauer et al.,
�2001, e.g., in the range of 197–338 Hz�, may have been exhibiting 1:2 entrainment patterns
with sub- or supra-glottal acoustic resonances. Thus, while future laboratory studies which
more accurately model the human subglottal system may be needed to further investigate
mechanisms of irregular vibration, the entrainment patterns observed between tissue modes and
acoustic resonances in this study appear to be characteristic of source-resonator systems, and
are consistent with previous observations in voice literature.

4. Conclusions

Mechanisms of irregular vibrations were explored in a self-oscillating, physical model of vocal
fold vibration. Medial surface dynamics of a vocal fold were obtained using a hemi-model
methodology together with high-speed, stereoscopic, digital imaging. Using the method of
EEFs, a spatiotemporal analysis was performed on the medial surface vibrations of the folds.
Mechanisms of irregular vibration for subharmonic phonation �quintupling� and biphonation
were revealed by the entrainment patterns of the spatial EEFs. While stronger, lower-order
EEFs tended to entrain with each other, weaker, higher-order EEFs also sometimes entrained
with subglottal acoustic resonances. These mechanisms of irregular vibration were not dis-
closed by a spectral analysis of the acoustic signal, but were revealed through a spatiotemporal
analysis of vocal fold oscillations using the method of EEFs. Using these same laboratory tech-
niques, future studies are envisioned which will investigate mechanisms of irregular vibration
across many phonatory conditions of both the normal and pathological voice. Such studies may
employ the following models: multilayered physical models, excised animal larynges, excised
human larynges, and in vivo animal larynges. While high-speed observation of the medial sur-
face of the vocal folds is not currently available in the clinic, as the temporal and spatial reso-
lution of ultrasonic imaging methods continues to increase, at some point in the future it may be
possible to have clinical access to the medial surface of the vocal folds in order to assess mecha-
nisms of irregular vibration. Already, Neubauer et al. �2001� have demonstrated that some
mechanisms of irregular vocal fold vibration may be investigated clinically using a spatiotem-
poral decomposition of the superior view provided by high-speed, digital, endoscopic imaging.
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Imaging marine geophysical environments
with vector acoustics

Dennis Lindwall
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Abstract: Using vector acoustic sensors for marine geoacoustic surveys
instead of the usual scalar hydrophones enables one to acquire three-
dimensional �3D� survey data with instrumentation and logistics similar to
current 2D surveys. Vector acoustic sensors measure the sound wave direc-
tion directly without the cumbersome arrays that hydrophones require. This
concept was tested by a scaled experiment in an acoustic water tank that had
a well-controlled environment with a few targets. Using vector acoustic data
from a single line of sources, the three-dimensional tank environment was
imaged by directly locating the source and all reflectors.
© 2006 Acoustical Society of America
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Vector acoustic sensors, sometimes called acoustic intensity sensors, are compact devices
that measure the direction of motion of an acoustic wave.1–3 They generally measure either the
particle motion or the pressure gradient caused by the passing waves and produce data as a
three-component vector. Three-dimensional vector acoustic data does not have the axisymmet-
ric directional ambiguity of hydrophone array data. Vector sensors have been used to study the
directional nature of noise in the ocean as well as to track whales.4,5 Using a vector sensor with
a controlled pulse source, one can determine both range and bearing for the sound source as
well as scattering and reflection points. In the case of nonoverlapping reflections, the vector
time series from a single source pulse recorded at a single position can provide a three-
dimensional acoustic picture of the local environment. In practice, much of the data has over-
lapping signals from two or more reflections or scattering targets. Identification of reflecting
surfaces requires multiple source or receiver positions. If multiple reflections are strong
enough, they will appear as ghosts behind the real reflectors.

Data from linear hydrophone arrays used for geoacoustic surveys or seismic profiling are
mapped onto half planes that are either the �usually flat� seafloor on one side of the ship track or
vertically below the ship track. Three-dimensional �3D� structures in the environment that can
be correctly imaged with vector sensor data will be incorrectly located in a hydrophone-based
2D image. This paper presents how a vector acoustic sensor may be used for marine geoacoustic
applications and shows that vector acoustic data can be acquired with existing sensors. This is
verified by an experiment using an accelerometer-based vector acoustic sensor in a water tank
with a short-pulse source and passive scattering targets.

Vector sensing seismometers have been used to measure local particle motion in the solid
earth since the start of observational seismology. These seismometers usually measure displace-
ment or acceleration and with three sensors arranged orthogonally, produced a vector descrip-
tion of the local motion. One significant practical difficulty with seismometers is the coupling
between the solid earth and the sensors as well as the device resonance.5 Using seismometers in
water posses even more difficult coupling problems but new developments in miniature accel-
erometers have solved the largest part of this problem by designing a small, rigid, neutrally
buoyant sensor. Moving an accelerometer-based sensor through the water would require a more
practical suspension solution while minimizing the flow noise.

Pressure gradient sensors have been around for many years, particularly in air acoustics1

but there have been few demonstrations in water acoustics and they have never been used for
geoacoustic survey applications. A typical pressure gradient sensor consists of six hydrophones
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arranged in three orthogonal pairs or four hydrophones on the vertices of a tetrahedron. The
hydrophones must be exactly matched in phase but may result in a more robust package than a
three-axis accelerometer.

We used an accelerometer-based vector sensor designed specifically for use in water by
Roger Richards and others of the NAVSEA division of the Naval Underwater Warfare Center in
conjunction with Wilcoxon Research Inc. This sensor is called the TV-001 Miniature Vector
Sensor, has a sensitivity of 1.0 V/g and a frequency response of about 3 to 9 kHz, has the shape
of a cylinder with two hemispherical end caps, and is 71 mm long and 41 mm in diameter with
a mass of 54 g. This sensor is neutrally buoyant in water to produce the best motion coupling
with the acoustic waves in the water. The sensor was suspended near the center of a pool of
water with five, thin, elastic strands. This allowed the sensor to move freely in all directions and
had a resonant frequency of approximately one hertz. The electrical cables were left slack so as
to minimize their motion influence on the sensor. The sound source was a single transducer
using a single cycle sine wave at 8 kHz. The vector sensor remained stationary and the source
transducer was moved along several lines so as to cover multiple directions and distances from
the sensor and targets. After shooting several reference lines, we placed two medium-sized
floats and two small floats in the water as highly reflective targets.

Figure 1 is a time-series offset plot of the x-axis accelerometer. The reflections from objects
that are broadside to the source line appear as hyperbolas and the reflections from objects be-
yond the ends of the source line appear as straight lines. The gain on this display is very high,
clipping the direct wave, so that the much weaker reflections are visible. The weak precursor to
the main signal pulse, which is one of the noise sources, is also visible. The coherency of the
main pulse as well as the precursor across all source positions is some indication of the consis-
tent receiver response over a wide range of angles.

Fig. 1. �Color online� Time-series offset plot of the x-axis accelerometer. This display is in the seismic sense with
time increasing downward and red and blue colors denoting positive and negative amplitudes. The direct arrival from
the source is the most prominent signal and is hyperbolic with the x-axis node and its phase shift at the hyperbola’s
apex. The main pulse of the signal has a delay of 15 ms from the time break. The sandy bottom of the tank and the
water surface reflections are visible as hyperbolic reflections with their apexes at the same offset as the direct arrival
and times of 3.9 and 4.5 ms. The scattered waves from target floats in the tank show up as similar hyperbolic
reflections with apexes that are offset to the sides and beginning times of about 3.5 s and having about 0.01 the
amplitude of the direct wave.
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Figure 2 illustrates the directional sensitivity of our accelerometer-based vector sensor and
also shows some of the inaccuracies of the sensor and of the experimental setup. This is a
hodogram of the raw data from the x and y components of the accelerations from direct source
signals at four different locations. Two of the signals are aligned with the x and y axes and two
are at 45-deg angles from the axes. The y-axis accelerometer of this sensor is about twice as
sensitive as the x-axis accelerometer. The sensor motion from the source in the y-axis direction
was aligned well with the y axis but the sensor motion from the source in the x direction devi-
ated substantially from the axis. We speculate that the x-component deviations were caused
either by an internal defect in the sensor or by motion restrictions from the electrical cables. The
45-deg off-axis signals however do not show such interference and indicate a direction of about
30 deg from the y axis because they have not been corrected for the lower sensitivity of the
x-axis accelerometer. The principle of vector acoustic surveys can still be demonstrated with
these data in spite of the different sensitivities and the nonlinear x-direction response.

A controlled source can be located with a single vector sensor measuring the bearing and
the delay time. The source position vector S is

S = G + d̂tc , �1�

where G is the receiver position vector. The direction vector d̂ is the unit vector in the direction
of the accelerometer response, t is the travel time, and c is the sound speed. Locating a single
scattering target with a single vector sensor can be done if the source location and pulse timings
are known. Even if the source timings are unknown, the target bearings are known and there is
a linear relation for the source and target ranges. Multiple scattering targets can be located with
a single vector sensor provided that the individual scattered pulses are separated in time at the
sensor. The target position vector T is calculated by

Fig. 2. �Color online� Hodogram of the x and y components of the accelerations from direct waves from the source.
Two of the signals are aligned with the x and y axes and two are at 45-deg angles from the axies. The y-axis
accelerometer of this sensor is about twice as sensitive as the x-axis accelerometer. The 45-deg off-axis signals
appear to be about 30 deg from the y axis because there have been no amplitude corrections applied to these data.
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T = G + d̂r , �2�

r =
s�s − tc�

b cos2��/2� − s
, �3�

s =
tc + b

2
, �4�

� = cos−1�d • S

b�d� � . �5�

r is the range to the target, b is the source to receiver range, d is the target vector, � is the angle
between the receiver-source and the receiver-target vectors, and �� denotes the norm, or length,
of the vector. The large dot denotes the vector dot product.

A hodogram of the motions in the x-y plane of the scattered signals from two target floats
graphically illustrates that an acoustic environment and not just the sources can be directly
sensed with vector acoustic data �Fig. 3�. The signals were time windowed and from a source
location that gave the best separation from other signals. These data have not been corrected for
the different sensitivity of the x and y axes accelerometers.

If scattered signals from several targets or surfaces overlap, such as in our data, then they
cannot always be located with a single source and receiver location. Locating each target within
a field of scattering targets depends on target spacing relative to the signal wavelength. For most
cases, a single line of either source or vector receiver locations is sufficient.

The data from our acoustic tank experiment were mapped into a volume image by binning
the target vectors and summing the signal amplitudes in each bin. Figure 4 shows three slices
through the z axis of the volume map showing the two float targets as well as more distant walls.

Fig. 3. �Color online� Hodogram of the x and y components of the accelerations due to waves scattered from the
target floats. The signals were time windowed and selected from a position that had the best separation from other
signals.
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Since the scattered target position vector is calculated with a different equation than the source
position vector, a time window was applied that eliminated most of the direct wave. The targets
and walls are well positioned except for the wall in the top figure. Most of the targets and walls
have ghosts caused by the unrectified negative parts of the signals. The noise causes uncertainty
in the direction to the targets but not for most of the ranges. The data were corrected for different
sensitivities of the axies before imaging.

The imaging of these vector sensor data can probably be improved substantially by incor-
porating existing techniques such as migration and phase coherence. These existing processing
techniques can reduce the noise and may be able to separate overlapping arrivals from different
targets such as seen in Fig. 1.

Fig. 4. �Color online� Horizontal slices of the volume image of the tank environment from three different source
lines. The sensor is at the red dot in the center, the sources are every 5 cm along the red line, and the targets are
located at the centers of the black circles. The source lines have a minimum distance of one meter from the source.
These images ware made by calculating the range and bearing for each time sample using Eq. �2� and adding the
magnitude of the signal to the corresponding grid point. The ghosts are due to the unrectified signals.
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In conclusion, this work demonstrates the application of a vector acoustic sensor to marine
geoacoustic surveys. The accelerometer data show the direct source wave as well as the target
scattered waves and reflections from the nearby water surface, tank bottom, and sides. Vector
data from single shots show that the wave motion direction can be readily determined for both
direct waves and scattered waves. Without resorting to the usual methods of imaging used in
seismic exploration, which in this case would have only been two dimensional and relied en-
tirely on the use of a synthetic source aperture, the three-dimensional volume of the tank envi-
ronment was imaged. Vector acoustics in marine environments may be applicable to a wide
range of problems ranging from long-range ocean acoustics to subseafloor seismic exploration
surveys.

Acknowledgments

This work would not have been possible without the loan of a TV-100 sensor as well as the
technical expertise of Roger Richards from the NAVSEA division of the Naval Underwater
Warfare Center. The experimental setup regarding the tank configuration and data acquisition
was done by Harry Roberts and Roger Volk of NRL. This work was funded by the Office of
Naval Research program element No. 61153N.

References and links
1M. J. Berliner and J. F. Lindberg, Acoustic particle velocity sensors: Design, performance, and applications
�AIP Conf. Proc. 368, 1996�.

2F. J. Fahy, “Measurement of acoustic intensity using the cross-spectral density of two microphone signals,” J.
Acoust. Soc. Am. 62, 1057–1059 �1977�.

3F. J. Fahy, Sound Intensity �Elsevier Science, New York, 1989�.
4G. L. D’Spain, W. S. Hodgkiss, and G. L. Edmonds, “Energetics of the deep ocean’s infrasonic sound field,” J.
Acoust. Soc. Am. 89, 1134–1158 �1991�.

5G. L. D’Spain, W. S. Hodgkiss, and G. L. Edmonds, “The simultaneous measurement of infrasonic acoustic
particle velocity and acoustic pressure in the ocean by freely drifting swallow floats,” IEEE J. Ocean.
Eng. 16, 195–207 �1991�.

Dennis A. Lindwall: JASA Express Letters �DOI: 10.1121/1.2266023� Published Online 17 August 2006

EL48 J. Acoust. Soc. Am. 120 �3�, September 2006 © 2006 Acoustical Society of America



ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of the journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

J. Acoust. Soc. Am. 120 �3�, September 2006 © 2006 Acoustical Society of America 11330001-4966/2006/120�3�/1133/20/$22.50



1134 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006



Annual Reports of Technical Committees
�See October issue for additional report�

Acoustical Oceanography

Fall 2005 Meeting (Minneapolis, MN). The Technical Committee on
Acoustical Oceanography �AO� sponsored two special sessions: �1� “Inver-
sion Using Ambient Noise Sources,” organized by Peter Gerstoft �Marine
Physical Laboratory, Scripps�; and �2� “Ocean Ecosystem Measurements,”
cosponsored by Animal Bioacoustics �AB� and organized by Whit Au �Ha-
waii Inst. of Marine Biology� and Van Holliday �BAE Systems�. The Best
Student Paper Awards in Acoustical Oceanography went to Michael Morley
from the University of Victoria �First Prize winner� for his paper: “Estimat-
ing geoacoustic properties of marine sediments by matched field inversion
using ship noise as a sound source,” and Julie Oswald from Scripps �Second
Prize winner�, for her paper: “New tool for real-time acoustic species iden-
tification of delphinid whistles.” Martin Siderius �HLS, San Diego� repre-
sented AO at the Technical Program Organizing Meeting.

Spring 2006 Meeting (Providence, RI). The 2006 Medwin Prize in
Acoustical Oceanography was awarded to John Horne of the University of
the Washington School of Aquatic and Fishery Science, Seattle, “for re-
search on the acoustic identification of fish species and applications to fish-
eries resource management.” Dr. Horne presented a highly entertaining
Medwin Prize Lecture entitled “Acoustic species identification: When biol-
ogy collides with physics.” AO sponsored two special sessions, and contrib-
uted a paper in the Hot Topics in Acoustics special session. Ralph Stephen
�Woods Hole Oceanographic Institution� organized a special session entitled
“Ultra-Low and Low Frequency Marine Seismo-Acoustics.” David Bradley
�Penn State� and Whit Au �Hawaii Inst. of Marine Biology� organized a
special session jointly with Animal Bioacoustics entitled “Exploitation of
Sound by Marine Mammals.” Karim Sabra of the Marine Physical Labora-
tory presented the AO Hot Topics lecture: “Extracting coherent information
from cross correlations of random wave fields.” Matthias Meyer �Free Uni-
versity of Brussels� won first prize in the competition for the Best Student
Paper Award in Acoustical Oceanography for his paper entitled “Adjoint
approach to the physical characterization of a shallow water environment,”
and Jason Holmes �Boston University� was awarded second prize for his
paper entitled “Low frequency sound reflection and conversion to Darcy-
type diffusion waves at bottom interfaces with marine sediments.” Andone
Lavery �Woods Hole Oceanographic Institution� and Mohsen Badiey �Uni-
versity of Delaware� represented AO at the Technical Program Organizing
Meeting. AO also arranged for the speaker for the Tutorial Lecture at the
Providence Meeting. The lecture, “The 2004 Sumatra earthquake and tsu-
nami: Multidisciplinary lessons from an ocean monster,” was given by geo-
physicist Emil Okal of Northwestern University.

Information on these and related matters is available on the new
Acoustical Oceanography Technical Committee website, for which we are
indebted to Kate Brooks of the Centre for Earth and Ocean Research at the
University of Victoria. It can be reached through the ASA web page by
clicking on “Committees.” Please e-mail any material for or comments on
the web site directly to chapman@uvic.ca.

I want to close by thanking all the volunteers who have contributed to
the success of the activities of the AO Technical Committee during this past
year. All of the AO members were greatly saddened by the passing of Hank
Medwin earlier this year. Hank was one of the founding members of the AO
technical committee, and his advice and encouragement have been impor-
tant to all of us.
N. ROSS CHAPMAN
Chair

Animal Bioacoustics

The Animal Bioacoustics �AB� Technical Committee �TC� had a busy
and productive year. Members of the TC as well as Acoustical Society of
America �ASA� members citing animal bioacoustics as either a primary or a
secondary interest were well represented at both the fall �Minneapolis� and
spring �Providence� meetings.

We take special pride in acknowledging our most recent award recipi-
ents. At the Minneapolis meeting, James A. Simmons of Brown University
received the Silver Medal in Animal Bioacoustics ‘‘for his contributions to
understanding bat echolocation.’’Also at this meeting, Alison Stimpert, from
the Hawaii Institute of Marine Biology, received the Best Student Paper

Award in Animal Bioacoustics for her paper “Sound production patterns
from humpback whales in a high latitude foraging area.” In Providence, we
had two student paper award winners, Charlotte Kotas �Georgia Institute of
Technology� for her paper “Are acoustically induced flows relevant in fish
hearing?” and Anthony Petrites �Brown University� for his paper “Echolo-
cating big brown bats shorten interpulse intervals when flying in high-clutter
environments.” Lee Miller �University of Southern Denmark� and Bertel
Møhl �Aarhus University� were both elevated to Fellow status.

AB sponsored or cosponsored three special sessions at the Minneapo-
lis meeting. These include Cognition in the Acoustic Behavior of Animals
organized by Caroline Delong and cosponsored with Psychological and
Physiological Acoustics �P&P�; Ocean Ecosystem Measurements organized
by Whitlow Au and Vance Holliday with Acoustical Oceanography �AO� as
the primary sponsor; Temporal Patterns of Sounds by Marine Mammals
organized by Jeanette Thomas; and Frequency Weighting for Animal Spe-
cies organized by Larry Pater and Ann Bowles and cosponsored by P&P and
Standards. A full session of contributed papers, chaired by Michael Fer-
ragamo, was also held. The TC meeting attracted over 30 attendees, with
most discussion centering around issues arising from the session on Fre-
quency Weighting and Associated Standards topics.

The Providence meeting was very heavily attended, with so many AB
sessions that overlap in scheduling could not be avoided. Joshua Schwartz
organized a day-long session on Acoustic Interactions in Animal Groups that
attracted many non-ASA members. Along with AO and Underwater Acous-
tics �UW�, AB cosponsored the Joe Blue Memorial Session on Shallow
Water and Marine Animal Acoustics, chaired by Ed Gerstein and George
Frisk. Arthur Popper and Richard Fay organized and cochaired a session on
Effects of Anthropogenic Sounds on Fishes, also cosponsored with AO and
UW. Jim Simmons organized a session on Mechanisms of Biosonar, cospon-
sored with SP and EA. Whit Au and David Bradley organized and cochaired
a day-long session on Exploitation of Sound by Marine Mammals, cospon-
sored by AO. Neil Todd organized a session titled Is Hearing All Cochlear,
cosponsored by P&P. In addition, there were three contributed paper ses-
sions, chaired by Peter Scheifele, John Buck, and Jennifer Miksis-Olds. AB
organized a special art/soundscape performance by the local artist China
Blue that explored urban bioacoustics. This performance was also heavily
attended. Approximately 50 people participated in the ABTC meeting,
where discussion centered on publication issues.

Planning continues for the Second International Workshop on Acoustic
Communication by Animals, to be held in Oregon in summer 2008, under
the leadership of David Mellinger.

AB owes a great debt to our members for their efforts in making our
meetings successful and for their participation in the overall affairs of our
Society. Whitlow Au finished his year as Vice President-Elect and now will
serve as Vice President. Whit and Jim Simmons continue as section editors
for AB for JASA, and Cynthia Moss continues as AB editor for JASA Ex-
press Letters. Ann Bowles serves as the AB representative to ASACOS and
Dave Mellinger continues to keep our website �http://cetus.pmel.noaa.gov/
Bioacoustics.html� up to date. Michael Ferragamo volunteered as our TPOM
for the Minneapolis meeting, while John Buck and Andrea Simmons shared
Technical Program Organizing Meeting duties for the Providence meeting.
John, Jim Simmons, Peter Scheifele and Andrea Simmons all participated on
the Local Organizing Committee for this meeting. We also acknowledge
Mardi Hastings �Executive Council�, Charles Greene �Medals and Awards�,
and Darlene Ketten �Membership� for the completion of their outstanding
service on these important committees. We congratulate Marla Holt, our
outgoing student representative, on the award of her Ph.D. Alison Stimpert
will be replacing Marla on the Student Council. The terms of the following
ABTC members ended at the Providence meeting: Ann Bowles, John Buck,
Charles Greene, Mardi Hastings, Van Holliday, David Mann and Sam Ridg-
way. Their participation and assistance on the TC are much appreciated. We
welcome our new ABTC members, Robert Dooling, Dave Mellinger, Arthur
Popper and Annemarie Surlykke, and we are grateful to Whit Au, Christo-
pher Clark, and William Cummings for agreeing to continue for another
term.

Finally, this is my last report as ABTC chair. I thank AB members and
members of the Technical Council for their support and encouragement
during my term. It has been an honor to work with all of you. My successor
is Richard Fay �Loyola University�.
ANDREA M. SIMMONS
Chair 2003–2006

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 1135



Biomedical Ultrasound/Bioresponse to Vibration

The Biomedical Ultrasound/Bioresponse to Vibration Technical Com-
mittee �BBTC� has been very active for the period of this report—Fall 2005
�Minneapolis� and Spring 2006 �Providence� meetings. Meetings have been
well attended with many special sessions, awards, and Fellowship promo-
tions.

Special sessions �and organizers� at the Minneapolis meeting included:
Topical Meeting on Imaging and Control of High Intensity Focused
Ultrasound-induced Lesions �Emad Ebbini�, Medical Applications of Time
Reversal Acoustics �Armen Sarvazyan�, and Acoustic Radiation Force
Methods for Medical Imaging and Tissue Evaluation �Mostafa Fatemi�.
Contributed sessions �and chairs� included: Ultrasound Contrast Agents
�John Allen�, Transducers and Imaging �Robert McGough�. A sampling of
topics covered was surgery through the skull with ultrasound, a 40 MHz
array that has improved eye imaging, and preliminary investigations of tis-
sue engineering of vocal-fold tissue.

Two other people put special effort in on behalf of the BBTC. Carr
Everbach gave the hot topics presentation on ultrasound therapy and its
integration with ultrasonic imaging, and presented a well-attended tutorial
lecture on diagnostic imaging in biomedical ultrasound. Emad Ebbini served
as the Technical Program Organizing Meeting representative.

For several years, the BBTC has tried to emphasize the spring meet-
ing. Special sessions �and organizers� at the Providence meeting included
Brown Tadpoles and Red Herrings: Boiling, Inertial Cavitation and Nonlin-
earity in High Intensity Focused Ultrasound Lesion Formation �Glynn Holt
and Peter Kaczkowski�, Memorial Session for Frederic Lizzi �Jeff Ketterling
and Ernest Feleppa� Sensing and Imaging Using Light and Sound �Todd
Murray and Ron Roy�, Targeted Contrast Agents �Tyrone Porter and Christy
Holland�, and Celebration Session for Edwin Carstensen �Diane Dalecki,
Lawrence Crum, Leon Frizzell, and Fred Kremkau�. The contributed session
was Imaging and Wave Propagation �Yuri Pishchalnikov�. The tadpole ses-
sion was an extended debate and discussion to explain how thermal necrosis
of tissue �e.g., of cancer tumors� occurs, can be accelerated, is monitored,
and may be controlled. Talks highlighted Dr. Lizzi’s diverse and influential
career by discussing for example, the use of ultrasound to differentiate can-
cerous from healthy tissue, development of a therapeutic ultrasound system
used clinically to treat the eye, and adding ultrasound to enhance the deliv-
ery of drugs. Targeted agents, primarily tiny stabilized bubbles, are used to
deliver drugs to a tissue region where ultrasound then activates the drug’s
release. Dr. Carstensen has led many in the ASA to help establish safe
guidelines for diagnostic ultrasound, has brought nonlinear acoustics to the
field of medical ultrasound, and established bioeffects, particularly near gas
pockets in the body. Robin Cleveland and Glynn Holt were the TPOM
representatives.

Several members of the BBTC received awards at the Providence
meeting. Lawrence Crum received the Student Council Mentoring Award.
Purnima Ratilal received the R. Bruce Lindsay Award “for contributions to
the theory of wave propagation and scattering through a waveguide, and to
the acoustic remote sensing of marine life.” Some of this work has been
applied to medical imaging. Mathias Fink received the Helmholtz-Rayleigh
Interdisciplinary Silver Medal “for contributions to the understanding of
time reversal acoustics.” His work has led to many new medical imaging
and therapy techniques, including a really gee-whiz way of supersonically
generating shear waves used to image the stiffness of a tumor. Jamie Collin
of Oxford University and Matthew Urban, working at the Mayo Clinic, were
the BBTC Student Paper Award winners in a competition that included 20
excellent presentations by students. At both meetings, several people from
the BBTC were promoted to Fellow.

On the whole, the BBTC is growing and membership has been very
active. Technical committee meetings have been attended by over 50 people
and long lists of special sessions and invited speakers are developed each
time. Shira Broschat continues to maintain the BBTC website �http://
moab.eecs.wsu.edu/�shira/asa/bubv.html�. As evidenced by the list of
awards and Fellows, Lawrence Crum, as representative to the Medals and
Awards Committee, and Carr Everbach, who succeeded Tony Brammer as
representative to the Membership Committee, have kept busy. This year,
Paul Barbone took over for Jeff Ketterling as the ASA representative to the
Biomedical Imaging Research Opportunities Workshop �BIROW�. Neil
Owen finished his term as the BBTC representative to the ASA Student
Council at the Minneapolis meeting, and Michael Canney of the University

of Washington was elected to succeed him. All are looking forward to a full
meeting of at least six special sessions with our Japanese colleagues in
Honolulu in the Fall of 2006 and to a special session on bioresponse to
vibration at the Salt Lake meeting in Spring 2007.
MICHAEL R. BAILEY
Chair

Engineering Acoustics

The Engineering Acoustics Technical Committee �EATC� met at each
of the two meetings of the Society, Minneapolis, MN in the Fall, and Provi-
dence, RI in the Spring.

In Minneapolis, the EATC sponsored one special session and one ses-
sion of contributed papers. The title of the special session and organizer
was: An ANSI standard for measuring in-situ directivity of hearing aids in
3-dimensions—Steve Thompson. In addition, EATC cosponsored several
other sessions with the various technical committees. The Committee offers
many thanks to Steve Thompson, who served as the representative to the
Minneapolis Technical Program Organizing Meeting. The EATC met in
Minneapolis on the evening of Tuesday, October 18.

In Providence, the EATC sponsored two special sessions and one ses-
sion of contributed papers. The special session topics and organizers were as
follows:

• Joe Blue Memorial Session II: Transduction, Linear and Nonlinear—
Thomas G. Muir and Joseph F. Zalesak

• Joe Blue Memorial Session III: Transducers—David A. Brown and Ed-
mund R. Gerstein.

The Committee offers many thanks to David A. Brown, Jeffrey E.
Boisvert, and Thomas R. Howarth who served as EATC representatives to
the Providence TPOM.

The EATC met in Providence on the evening of Tuesday, June 6.
At the Providence meeting, James E. West, a longstanding member of

the Engineering Acoustics Technical Committee received the Society’s Gold
Medal award. His citation reads ‘‘for the development of polymer electret
transducers, and for leadership in acoustics and the Society.’’ A well de-
served congratulations to Jim!

The recipients of the Best Student Paper awards for Engineering
Acoustics were: in Minneapolis—Miguel A. Horta, “Sonic gas analyzer for
microbiological metabolic measurements,” �3aEA9�, and in Providence—
Aaron M. Kyle, “Wave propagation in fluid-filled tubes: measurements and
model predictions,” �4pEA8�.

Prior to the Providence meeting, Dennis Jones was elected as the new
Chair of EATC. Also, many thanks to our past student representative, Alex-
andra Loubeau, who was an integral member of the EATC. Her replacement
will be Doug Wilcox, also from Pennsylvania State University.

The outgoing Chair of EATC would like to thank all the people who
have worked to make the activities of EATC successful this year, and to
invite all interested parties to attend EATC meetings to be held at future
meetings of the Society.
KIM C. BENJAMIN
Chair 2003–2006

Musical Acoustics

During 2005–2006 the Technical Committee on Musical Acoustics
�TCMU� was chaired by James Beauchamp, although Peter L. Hoekje sub-
stituted for him at the Providence meeting in June 2006. Representatives to
ASA committees were as follows: James P. Cottingham, Membership; Uwe
Hansen, Medals and Awards; Ian M. Lindevald, ASACOS; and James W.
Beauchamp, Technical Council. Associate Editors were Diana Deutsch and
Neville H. Fletcher. Technical Program Organizing Meeting �TPOM� repre-
sentatives were Ian M. Lindevald �Minneapolis� and Courtney B. Burroughs
�Providence�. Those appointed or reappointed for 2006–2009 terms as mem-
bers of TCMU are Rolf Bader, Xavier Boutillon, Jonas Braasch, Murray D.
Campbell, Rene E. Causse, Antoine J. Chaigne, Neville H. Fletcher, Nicho-
las J. Giordano, J. M. Harrison, William M. Hartmann, William L. Martens,
James M. Pyne, Daniel A. Russell, Punita G. Singh, Sten O. Ternstrom, Paul
A. Wheeler, and Shigeru Yoshikawa. Also, two TCMU members were re-
cently elected Fellows of the ASA: Anders G. Askenfelt, a musical acousti-
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cian with the Royal Institute of Technology in Stockholm, and James Cot-
tingham, previous TCMU Chair and professor of physics at Coe College,
Cedar Rapids, Iowa.

TCMU presented four special sessions at the Minneapolis meeting in
October, 2005: “Patents in Musical Acoustics,” organized and cochaired by
George Brock-Nannestand and George Augspurger; “Nonlinear Vibrations
of Strings,” organized and chaired by Antoine Chaigne; “Acoustics of Choir
Singing I & II” �cosponsored by the Technical Committee on Architectural
Acoustics�, organized and cochaired by Sten Ternstrom, Thomas Rossing,
and Anthony Hoover; and “Music Information Retrieval,” organized and
chaired by James Beauchamp. In addition, Ian Lindevald chaired the session
“General Topics in Musical Acoustics,” which consisted of contributed pa-
pers not related to the special sessions. The “Acoustics of Choir Singing”
session was split into morning and afternoon sessions, and the afternoon
session was followed by a panel discussion and choir concert at the Central
Lutheran Church in Minneapolis. The panel, consisting of the session orga-
nizers and Dr. John Ferguson of St. Olaf College, Northfield, MN, discussed
“Acoustical issues relevant to choral singing.” This was followed by a ser-
vice especially designed for the Acoustical Society with “Reflections” given
by Pastor Bruce Benson and a choir concert by the St. Olaf Cantorei di-
rected from the organ by John Ferguson. The concert, a definite highlight of
the Minneapolis meeting for TCMU, featured “Magnificat,” an original
composition by Dr. Ferguson.

Three special sessions were presented at the Providence meeting in
June, 2006: “Scaling of Musical Instrument Families,” organized and
chaired by George Bissinger; “Finite Element and Finite Difference Meth-
ods in Musical Acoustics I & II,” organized and chaired by Rolf Bader and
Uwe Hansen; and “Human-Computer Interfaces,” organized and chaired by
Jonas Braasch and William Martens. Also, Peter Hoekje chaired “Topics in
Musical Acoustics,” consisting of contributed papers. In addition, TCMU
was a cosponsor of the special sessions “Surround Sound Essentials I & II,”
organized and chaired by Alexander Case and Anthony Hoover of the
TCAA; and “Composed Spaces” and “Composed Spaces Loudspeaker Con-
cert I & II,” both organized and chaired by Alexander Case.

TCMU continues to promote student involvement in musical acous-
tics. Since the Vancouver �May 2005� meeting Brian Monson has been
TCMU’s representative to the Student Council, and he also has been chair of
that group. Also, we have continued to sponsor ASA Best Student Paper
Awards in Musical Acoustics. There were six entries for the competition at
the Minneapolis meeting and nine entries for the Providence meeting. The
winners were Harald Jers �Germany�, first place at Minneapolis for “Multi-
track analysis of amateur and professional choirs;” Jyri Pakarinen �Finland�,
second place at Minneapolis for “Modeling of tension-modulated strings
using finite difference and digital waveguide techniques;” Andrey Ricardo
da Silva �Canada�, first place at Providence for “Benchmarking the lattice
Boltzmann method for the determination of acoustic impedance of axisym-
metric waveguides;” and Jacob Skubal �U.S.�, second place at Providence
for “Tuning parameters of a Nigerian slit gong.”

Recently, new subject classifications �PACS� for Musical Acoustics
replaced ones, which had been in place for many years. The new classifica-
tions incorporate suggestions provided by a subcommittee of TCMU. These
are scales, intonation, vibrato, composition; music perception and cognition;
bowed stringed instruments; woodwinds; brass instruments and other lip-
vibrated instruments; plucked string instruments; drums; bells, gongs, cym-
bals, mallet percussion, and similar instruments; free reed instruments; pi-
anos and other struck string instruments; pipe organs; reed woodwind
instruments; flutes and similar wind instruments; singing; musical perfor-
mance, training, and analysis; electroacoustic and electronic instruments;
electronic and computer music; automatic music recognition, classification,
and information retrieval; instrumentation and measurement methods for
musical acoustics; analysis, synthesis, and processing of musical sounds.

A good number of papers on musical acoustics topics were published
in JASA during 2005–2006. There were papers on such topics as timbre
spaces, wind instrument and pipe organ analysis/synthesis, piano acoustics
and modeling, vocal and choral acoustics, meter induction, music perfor-
mance expression, and analysis of ethnic instruments and singing. Also,
James Beauchamp recently published an article on brass acoustics in Acous-
tics Today �April, 2006�, ASA’s popular acoustics magazine.

TCMU sometimes supports extra-society events. Last year, ASA, in
response to a request from James Cottingham, the previous TCMU Chair,
cosponsored “Octet 2005,” the First International Convention of the New

Violin Family Association. The convention was held in Ithaca, New York in
November 2005 with Carleen Hutchins, inventor of the string octet family,
former TCMU member, and 1981 recipient of ASA’s Silver Medal in Mu-
sical Acoustics, as the ASA contact person.
JAMES W. BEAUCHAMP
Chair

Noise

The Fall 2005 meeting of the ASA in Minneapolis was a special oc-
casion for the Technical Committee on Noise: This meeting was held jointly
with the NOISE-CON 2005 conference, organized by the Institute of Noise
Control Engineering �INCE�. Many members of TC-Noise are also members
of INCE. It was a time to showcase all aspects of noise and its control.
Forty-one special sessions included both Noise and NOISE-CON as spon-
sors. TC-Noise took the lead on five of these special sessions. These were
“Special Session in Honor of William W. Lang” �organized by Paul Schomer
and George Maling�, “Workshop on Methods for Community Noise and
Noise Policy” �Brigitte Schulte-Fortkamp and Bennett Brooks�, “Specifying
Uncertainties in Acoustic Measurements, I and II” �William Murphy and
Ralph Muehleisen�, and “Hospital Interior Noise Control” �Ilene Busch-
Vishniac and James West�. Mike Stinson was the Noise representative at the
Technical Program Organizing Meeting.

The Spring 2006 Providence ASA meeting was not as noise-centric but
was still host to an interesting array of special sessions. TC-Noise was lead
organizer for “Audio-Visual Design in Soundscapes, I and II” �Brigitte
Schulte-Fortkamp and Bennett Brooks�, “Essential Acoustical Curriculum
for Noise Control Techniques for Engineers, Industrial Hygienists, and Ar-
chitects” �William Murphy�, “New Loudness Standard” �Rhona Hellman�,
“Fifty Years of Speech Privacy, I and II” �Greg Tocci�, and “Heating, Ven-
tilation and Air-Conditioning Noise Control” �Dan Raichel and Bennett
Brooks�. Nancy Timmerman was the Noise representative at the Technical
Program Organizing Meeting.

On the classroom acoustics front, the ASA has been having construc-
tive discussions with the Director of the Modular Building Institute. The
Collaborative for High Performance Schools �CHPS� has been convinced of
the need for good acoustics in schools—they are promoting ANSI S12.60
and their actions are being held as an example for schools elsewhere in the
US. ASA President Bill Yost issued a position statement stressing that sound
amplification should not routinely be used in the classroom.

The contributions of several Noise people were recognized at these
two meetings. For the Minneapolis meeting, we had two winners of the
Noise Young Presenter award, Courtney McGinnes for her talk “An envi-
ronmental and economical solution to sound absorption using straw” and
Steven Ryherd for his talk “Acoustical prediction methods for heating, ven-
tilating, and air-conditioning �HVAC� systems.” In Providence, the Noise
Young Presenter award went to Kent Gee for his talk “Analysis of high-
amplitude jet noise using nonlinearity indicators.” We have a new Fellow of
the ASA, Samir Gerges. And in Providence, James West was presented with
the ASA Gold Medal “for development of polymer electret transducers, and
for leadership in acoustics and the Society.”

The efforts of several volunteers should be recognized. Nancy Tim-
merman is the Noise representative on the Medals & Awards Committee,
John Erdreich is our representative on the Membership Committee, and
Richard Peppin is our representative on the ASA Committee on Standards.
Connor Duke is our Student Council representative and, following the prac-
tice initiated a few meetings ago, the secretary for the TC-Noise meetings.
�Connor was unable to attend Providence due to his recent marriage; we
thank Matt Green for ably substituting.� The Noise web page �http://
www.nonoise.org/quietnet/tcn/� is maintained by Les Blomberg. Ralph Mue-
hleisen is coordinator for the Noise Young Presenter Awards. Serving as
Associate Editor for JASA Express Letters is Mike Stinson and as JASA
Associate Editors are Keith Attenborough, Kenneth Cunefare, Vladimir
Ostashev, and Brigitte Schulte-Fortkamp.

My term as Chair of TC-Noise is complete. It has been a fun three
years, in large part because of the dedication, cooperation, and good cheer
that exists within the Technical Committee on Noise. I am pleased to wel-
come our incoming Chair, Brigitte Schulte-Fortkamp.
MICHAEL R. STINSON
Chair 2003–2006
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Physical Acoustics

It is truly an honor and a privilege for me to have the opportunity to
serve the Physical Acoustics �PA� community as your new Chair of the
Physical Acoustics Technical Committee of the ASA. Tom Matula, our past
Chair �from 2003–2005�, has provided the committee with excellent leader-
ship, blending past success with new initiatives in the long-range planning
of special sessions among other activities. It is the hope of the new chair to
provide good leadership, move forward with new initiatives, and most im-
portantly to get PA committee members, along with other Society members,
involved.

To quote Tom from his 2004–2005 Annual Report, “We’ve been rede-
fining ourselves over the past few years ¼ .” This is very evident at both the
150th Minneapolis and 151st Providence meetings.

While funding in sonoluminescence and thermoacoustics might have
leveled, new avenues of interest are emerging in thermoacoustics, infra-
sound, nonlinear acoustics including �a� nonlinear techniques in biomedical
ultrasonic imaging and therapy �along with acoustic radiation force meth-
ods�, �b� high intensity focused ultrasound �HIFU� and boiling cavitation,
and �c� nonlinear and time reversal techniques in acoustic-seismic landmine
detection, atmospheric acoustics, and nanoacoustics.

The tutorial lectures “Diagnostic imaging in biomedical ultrasound,”
by E. Carr Everbach �Minneapolis� and “The 2004 Sumatra earthquake and
tsunami: Multidisciplinary lessons from an ocean monster,” by Emile Okal
�Providence� were excellent and highly attended.

The Minneapolis ASA Meeting was held jointly with NOISE-CON
2005. PA planned one large �two part� special session entitled: “Thermoa-
coustics: What Our Customers Want and Why They Want It,” organized by
David Gardner and cosponsored by Engineering Acoustics which featured
invited papers by Swift, Corey, Garrett �et al.�, Spoor, Poese, Mozurkewich,
Backhaus, and Kotsubo. There was standing room only for all of the 16 total
papers. Physical Acoustics and Biomedical Ultrasound/Bioresponse to Vi-
bration had participation in Hot Topics in Acoustics. Carr Everbach spoke
on biomedical ultrasonic therapy, imaging, and therapeutic applications of
High Intensity Focused Ultrasound. Thanks again, Carr.

Physical Acoustics cosponsored two special sessions: �a� NOISE-
CON’s, “Advances in Military Jet Noise Modeling,” �co-organizers Sparrow
and Downing� featuring nonlinear propagation; and �b� BB’s “Acoustic Ra-
diation Force Methods for Medical Imaging and Tissue Evaluation,” �orga-
nized by Fatemi� featuring Rudenko’s “Principles of radiation force,” and
radiation pressure papers by Marston, Ostrovsky, and Silva. Other PA ses-
sions were “Topics in Atmospheric Acoustics” and “Topics in Seismic
Acoustics.” “Atmospheric Acoustics” papers featured shock propagation,
volcanic infrasound, high altitude propagation, scattering, windscreen ef-
fects, ground impedance, and phased-array antennas. The “Seismic Acous-
tics” papers appeared to have roots going back to Sabatier’s research, Na-
tional Center for Physical Acoustics workshops, or his outreach and covered
impedance, signature human footsteps, soil and landmine nonlinearity, reso-
nances, granular-plate interaction and acoustic vibrometry.

Education in Acoustics had PA representation with Korman, Keolian,
and Loubeau’s “Acts of Sound”—Hands-on Workshop for High School Stu-
dents,” and “Acoustics Demonstrations,” by Poese �demo apparatus work-
shop�, Garrett, “Hey kid! Wanna build a loudspeaker?” and Korman and
Bond’s �landmine detection demo�.

PA had two special sessions in Providence �with �1400 registered�.
Joseph Turner and Donna Hurley organized an excellent session entitled
“Acoustic Microscopy at the Nanoscale,” with invited papers from Ger-
many, Switzerland and Japan. The “Celebration of the Work of Brown Uni-
versity” �organizers Letcher, Maris and Korman� featured Robert Beyer
�who received a standing ovation�, Nyborg, Chick, Muir, Elder, Butler, Rog-
ers, Foote, Brown, among talks by the organizers. Works of Lindsay, Will-
iams, Beyer, and Westervelt were admired.

PA cosponsored the following special sessions: �a� Architectural
Acoustics, Noise and Engineering Acoustics:” “Microperforated Acoustical
Absorbing Materials,” co-organizers Nocke and Xiang; �b� Biomedical
Ultrasound/Bioresponse to Vibration and Signal Processing: “Sensing and
Imaging Light and Sound,” �co-organizers Roy and Murray�; �c� Engineer-
ing Acoustics: “Joe Blue Memorial Session II: Transduction, Linear and
Nonlinear,” �co-organizers Gerstein, Muir, and Zalesak�, featuring Joe’s col-
leagues from Office of Naval Research, Naval Sea Systems Command, Na-

val Undersea Warfare Center, Georgia Tech, US Naval Academy, Boston
University, Woods Hole, National Center for Physical Acoustics, and U. of
Del., along with talks by the organizers; �d� Biomedical Ultrasound/
Bioresponse to Vibration: “Celebration Session for Edwin Carstensen, Parts
I and II �co-organizers Crum, Dalecki, Kremkau, and Frizzell�, highlighted
HIFU therapy, sound-induced lung hemorrhage, Carstensen’s nonlinear con-
tributions, medical imaging, and thermal effects. Part II included bubble
phenomenon in cavitation and lithotripsy.

PA had four other sessions, �e� “Outdoor Sound Propagation,” cover-
ing propagation under cloud cover, over irregular terrain, by turbulence,
nonlinear and magnetic sound in the atmosphere, seismic pulses, blast
waves, aeroacoustics, and sound absorption on Mars; �f� “Nonlinear Acous-
tics, Flow and Miscellaneous Topics,” involving material damage, elastody-
namic field resonances, interactions in elastic media, finite-amplitude and
thermal gradient effects, time reversal, oscillations of a bias-flow aperture,
flow around a porous screen, diffraction effects and transient evanescent
waves; �g� “Landmine Detection; Scattering Phenomena,” included aspects
of linear and nonlinear acoustic detection, time reversal, and ultrasonic vi-
brometry, scattering problems included a wedge, a cylinder over an absorb-
ing boundary, cluster of rigid rods, super-radiant modes in distorted hexago-
nal clusters, caustics from backscattering and coherent backscattering; and
�h� “Thermoacoustics and Resonating Systems,” discussing the ultrasonic
analog for a laser, time reversal focusing, periodic binary systems and band-
gap effects �engineering, transmission through periodic arrays of hollow
cylinders, and bubbly media�, particle history in fields, thin film resonators
as mass sensors, thermoacoustic topics �infrasonic engines, miniature cool-
ers and hot wire anemometry temperature measurements�. This session had
papers from Belgium, France, Mexico and Spain. All said, the Minneapolis
and Providence meetings were big successes for PA.

Technical Program Organizing Meeting representatives were Joseph
Turner, �Minneapolis� and Ron Roy, Tom Muir and Charles Thomas �Provi-
dence�. Thank you all for a great job! At Minneapolis, Charlie Church and
Paul Johnson became new fellows. Congratulations!

After Providence, Anthony Atchley became our new President and
Gilles A. Daigle our new President-Elect. Outstanding and congratulations!
Anthony and Gilles are flanked by our own PATC members Vic Sparrow
and Wayne Wright who serve on the Executive Council.

In Minneapolis Wheeler Howard passed the torch to Todd Hay, our
new student council rep. Thanks Wheeler and good luck to Todd.

It is time to acknowledge members of PA who volunteer their services
on various committees: Robert Keolian who has served on the Medals and
Awards Committee for over three years, will pass the baton to Tom Matula,
who will officially start in Honolulu. Jim Sabatier was Robert’s predecessor
and both have worked hard to do a great job for the Society. Steve Garrett
serves on the Membership Committee; Phil Marston serves on the Books�

Committee, and Sameer Madanshetty serves on ASACOS. This year Mack
Breazeale, Logan Hargrove, and James Miller reached 50 years of ASA
service. Wow!

Other items: David Blackstock is extremely active in the Student
Council and the program involving “Take a Student to Lunch.” Ron Roy’s
tenure at ARLO is now over and Keith Wilson takes over as editor of JASA
Express Letters. Ron also received the Eastman Fellowship. His one year
sabbatical is in Oxford. The 2006 Physical Acoustics Summer School, PASS
2006, took place from 18–25 June 2006, at Sunrise Springs, La Cienega,
New Mexico. The program is jointly run by NCPA �Hank Bass� and Penn
State �Anthony Atchley�, with strong ASA ties.

The 4th Joint Meeting of the ASA and Acoustical Society of Japan
�ASJ� will take place in Honolulu, 28 November–2 December 2006. There
are five excellent special sessions �see the most recent call for papers� that
were planned during Tom Matula’s reign. Your new Chair has met with Dr.
Yoîti Suzuki �current President of ASJ and the ASJ Chair of the Technical
Program� along with Dr. Hiroshi Sato �Secretary of the ASJ Technical Pro-
gram Committee� in Minneapolis to develop a well thought out program
involving all the Technical Committees.

Tom, I am grateful for all your help and guidance. Those are big shoes
to fill. Thank you very much. You have been an inspiration to us all and an
excellent Chair.
MURRAY S. KORMAN
Chair
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Psychological and Physiological Acoustics

Reflecting Psychological and Physiological’s �P&P’s� strategy of em-
phasizing participation at ASA’s spring meetings, the 150th Meeting of the
Acoustical Society of America—the fall meeting in Minneapolis—was
sparsely attended by the members of P&P. P&P sponsored one session, and
was a cosponsor on four special sessions. We thank Magda Wojtczak for
organizing the sessions for this meeting. Although P&P policy is to deem-
phasize fall meetings, the meeting in Hawaii next fall will be something of
an exception, due to it being a joint meeting with the Acoustical Society of
Japan.

The spring meeting in Providence was buzzing with activity. There
were six sessions sponsored by P&P, one of which was cosponsored by the
ASA Committee on Standards and by Noise. Of the six sessions, two were
special sessions. We extend our thanks to the organizers of the special ses-
sions: Sharon Kujawa and Lynne Marshall �Individual Susceptibility to
Noise-Induced Hearing Loss� and Frederick J. Gallun �Characterizing Au-
ditory Attention�. P&P also contributed as the cosponsor of three additional
special sessions. We thank Laurie Heller for accomplishing the challenge of
organizing the P&P sessions for the Providence meeting.

The P&P open meeting included an update of the Student Council
report by student representative Suzy Carr. Brenda Lonsbury-Martin in-
formed the group about JASA Express Letters, the replacement for ARLO.
Most of the discussion in the open meeting centered on the relatively low
impact factor of JASA, the negative effect this is having on some members
of the Society, and ways for trying to deal with this problem. The P&P
Associate Editors provided an overview of their efforts, and encouraged the
members of ASA to agree to review papers, and complete the reviews in a
timely manner. We thank the P&P Associate Editors, Brenda L. Lonsbury-
Martin, William P. Shofner, John H. Grose, Gerald D. Kidd, Armin Kohl-
rausch, Robert A. Lutfi, and Andrew J. Oxenham, for their efforts on our
behalf. We express our thanks to Lynne Marshall, Don Sinex, and Magda
Wojtczak for organizing the ballot for election to the Technical Committee,
and, thanks to members of the P&P community who so willingly added their
names to the ballot. The newly elected members of the Technical Committee
are Sid Bacon, Qian-Jie Fu, Kim Schairer, Chris Shera, Ed Walsh, and
Beverly Wright. We thank our outgoing members, Michelle Hicks, Lynne
Marshall, Chris Plack, Don Sinex, and Magda Wojtczak.

Two of P&Ps Associate Editors, Gerald D. Kidd and Armin Kohl-
rausch, completed successful terms this year. Their efforts on our behalf are
greatly appreciated; the work of our associate editors is important but also
time consuming and difficult. Their willingness to contribute, and the con-
tributions of the other associate editors, is highly valued by the community.
Our two new Associate Editors are Rich Freyman and Ruth Litovsky. We
also thank Joe Hall, III, our outgoing representative to the Medals and
Awards Committee, and Les Bernstein, our outgoing representative to the
Membership Committee.

The P&P Technical Initiatives continue unchanged. The initiatives in-
clude travel support for invited speakers, student receptions, and homepage
maintenance. Suggestions for uses of funds, including innovations such as
workshops, satellite meetings, etc., are welcome �estrick@purdue.edu�.
ELIZABETH A. STRICKLAND
Chair

Speech Communication

The Speech Communication Technical Committee �SCTC� supports
the activities, meetings, publications, etc. for the largest technical area in the
Society. This report covers the meetings in Minneapolis, MN, and Provi-
dence, RI. The current members of the Committee are Jean Andruski,
Norma Barroso, Patrice Beddor, Lynne Bernstein, Ocke-Schwen Bohn, Su-
zanne E. Boyce, Ann Bradlow, Dani Byrd, Roger Chan, Robert Fox, Alex-
ander Francis, Bruce Gerratt, Kenneth Grant, Helen Hanson, Diane Kewley-
Port, Jody E. Kreiman, Anders Lofqvist, Andrew Lotto, Benjamin Munson,
Terrence Nearey, Peggy Nelson, Douglas O’Shaughnessy, Dwayne Paschall,
Joseph Perkell, Astrid Schmidt-Nielsen, and Gary G. Weismer. Ex-officio
members include Abeer Alwan �Membership Committee�, Shrikanth Naray-
anan �ASACOS�, Fredericka Bell-Bert �Medals and Awards Committee�,
and Jennell Vick �Student Council�. The continuing Associate Editors for
speech production are Anders Lofqvist and Brad Story; for speech percep-
tion they are Ann Bradlow, Kenneth Grant, Paul Iverson, Mitchell Sommers,
and Joan Sussman. The continuing Associate editor for Speech Processing is

Douglas O’Shaughnessy. Christine Shadle is the newly appointed Associate
Editor for Speech Production.

We are grateful for the help of our members this year: �1� Our paper
sorters, who arranged the technical programs at meetings: Ben Munson and
Arlene Carney in Minneapolis; and Doug Whalen and Harriet Magen in
Providence and �2� Coordinator for student judging: Khalil Iskarous. We
also are very happy to welcome four new fellows to the ASA from the
speech communication TC: Peggy Nelson, Kenneth Grant, Carole Espy-
Wilson, Shri Narayanan,

The Klatt Award has been awarded to Rajka Smiljanic at the Univer-
sity of Minnesota.

Student Activities

The Committee sponsored two student activities at each meeting in-
cluding a competition with a cash award for best student presentation and an
evening reception. The evening reception, which is sponsored jointly with
other technical committees, is intended to allow students to meet more se-
nior ASA members informally. The reception was well attended. The student
papers were judged by SCTC members and the winners were awarded $300
for first prize and $200 for second prize. In Vancouver the first- and second-
place winners were Asaf Bacharach of Massachusetts Institute of Technol-
ogy and Amanda Miller of Advanced Technological Research, Japan. In
Minneapolis the first and second place winners were Tarun Pruthi of the
University of Maryland, and Byron Erath of Purdue University. In Provi-
dence, a student ice-breaker social was initiated and was very well received.

Special Sessions, Special Talks and Workshops

Speech Communication has sponsored many interesting special ses-
sions during the past year. In Minneapolis Pat Keating organized a special
session “In honor of the 80th birthday of Peter Ladefoged,” who passed
away shortly thereafter. In Providence Yi Xu and Carlos Gussenhaven orga-
nized a special session entitled “Phonetic Enhancement in Speech: Evidence
and Mechanisms.”
MAUREEN L. STONE
Chair

Structural Acoustics and Vibration

Although structural acoustics and vibration play an important part in
many areas of acoustics and noise, many of those involved with the Acous-
tical Society of America �ASA� through the Structural Acoustics and Vibra-
tion Technical Committee �SAVTC� have been historically involved in re-
search for the US Navy. As Navy research funding in structural acoustics
has decreased, so has the activities of SAVTC in ASA. From July 2005 to
June 2006, there were two special technical sessions in the two ASA meet-
ings, and 28 papers in structural acoustics published in JASA. During the
same period ten years ago, there were six special technical sessions at the
two ASA meetings and 63 structural acoustics papers published in JASA.
Although this indicates that structural acoustics and vibration remain active,
it also implies that challenges remain if the level of activities of SAVTC in
ASA is to rise to the level it once enjoyed.

During the year from July 2005 to June 2006, there was one new
Fellow elected from the SAVTC, Greg McDaniel. Jerry Ginsberg was pre-
sented the Trent-Crede award at the Minneapolis meeting in October 2005.
The two special technical sessions were Experimental Modal Analysis, or-
ganized by Jerry Ginsberg at the Minneapolis meeting, and Ultrasonic
Waveguides for Structural Monitoring, organized by Joel Garrelick at the
Providence meeting in June 2006. Two student paper awards were presented
at each of the ASA meetings. In Minneapolis, Noah Schiller won first place
and Benjamin Doty, second place. In Providence, Michael Pedrick won first
place and Christopher Dudley, second place. Two Associate Editors for
structural acoustics were appointed; David Feit and Linda Franzoni. There
are now six JASA Associate Editors in structural acoustics. The TPOM
representative for SAVTC for the Minneapolis meeting was Courtney Bur-
roughs and for the Providence meeting, Jeff Boisvert.

Courtney Burroughs completed his three-year term as chair of the
SAVTC at the end of the Providence meeting. Sean Wu was elected as the
new chair of SAVTC.
COURTNEY B. BURROUGHS
Chair 2003–2006
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Underwater Acoustics

The year began with preparation for the Fall 2005 meeting in Minne-
apolis, for which we thank Dave Dowling and Dezhang Chu for represent-
ing the Underwater Acoustics Technical Committee �UWTC� at the Techni-
cal Program Organizing Meeting. In Minneapolis the UWTC sponsored
special sessions entitled “Head waves and interface waves,” organized by
Peter Dahl, and “Sonar performance and signal processing in uncertain en-
vironments” organized by Lisa Zurk and David Dowling. We are also
pleased to report that Henrik Schmidt received the Pioneers of Underwater
Acoustics Medal in Minneapolis and we congratulate UWTC members
Ralph Stephen and Dajun Tang on the occasion of their election to Fellow-
ship in the ASA at the Minneapolis meeting and Jixun Zhou who was
elected in Vancouver.

As always, there was healthy number of papers submitted to the stu-
dent paper competition for the Minneapolis meeting under the auspices of
the UWTC. The first prize went to Weichang Li �Massachusetts Institute of
Technology� for the paper entitled: “Identification of rapidly time-varying
acoustic communication channels.” The second prize went to Jason Holmes
�Boston University� for his paper entitled: “An autonomous underwater ve-
hicle technique for in-situ waveguide characterization.”

Finally, the period between the Minneapolis meeting and Providence
meeting was marked by the sad passing in January of Prof. Hank Medwin,
a pioneer in underwater acoustics and the founder of our allied Technical
Committee on Acoustical Oceanography.

The spring 2006 meeting in Providence had special significance for
Underwater Acoustics given the long standing involvement of local New
England, and Navy institutions, in the field of underwater sound. A special
thanks is given to Jim Miller �meeting chair� and Jim Lynch �technical
chair�, and to Kathleen Wage and Gopu Potty for representing the UWTC at
the Technical Program Organizing Meeting.

In Providence, the UWTC sponsored sessions entitled “High-
Frequency ambient noise,” organized by Juan Arvelo, “Scattering of sound
at the sea surface,” organized by Duncan Williams, and “High frequency
acoustic propagation and applications,” organized by James Preisig and
Mohsen Badiey. Paul Hines gave the Hot Topic presentation on behalf of the
UWTC on the subject of vector sensors. In Providence the first prize for the
student paper competition went to Kevin R. James �University of Michigan�
for his paper entitled “Approximating acoustic field uncertainty in underwa-
ter sound channels.” The second prize went to Jason Holmes �Boston Uni-
versity� for his paper entitled: “Shallow water waveguide characterization
using an autonomous underwater vehicle towed hydrophone array.”

We are very pleased to announce that UWTC member Purnima Ratilal
of Northeastern University was the recipient of the R. Bruce Lindsay Award
in Providence. We also congratulate UWTC members Charles Holland,
Kevin LePage, and AOTC members Mark Trevorrow, David Palmer and
Peter Rona, who were elected Fellows in Providence.

Shortly into 2006, the UWTC held its election for Chair and I am
pleased to announce that Kevin LePage takes over from me. It has been a
pleasure and honor to serve as Chair of the UWTC.
PETER H. DAHL
Chair 2003–2006

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2006
17–21 Sept. INTERSPEECH 2006 �ICSLP 2006�, Pittsburgh,

PA�Web: www.interspeech2006.org�
28 Nov.–2 Dec. 152nd Meeting of the Acoustical Society of America

joint with the Acoustical Society of Japan, Honolulu,
Hawaii �Acoustical Society of America, Suite 1NO1,
2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; Web: http://asa.aip.org�.

2007
4–8 June 153rd Meeting of the Acoustical Society of America,

Salt Lake City, Utah �Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; E-mail: asa@aip.org; Web: http://
asa.aip.org�.

27 Nov.–2 Dec. 154th Meeting of the Acoustical Society of America,
New Orleans, Louisiana �note Tuesday through Sat-
urday� �Acoustical Society of America, Suite 1NO1,
2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; Web: http://asa.aip.org�.

2008
28 July–1 Aug. 9th International Congress on Noise as a Public

Health Problem �Quintennial meeting of ICBEN, the
International Commission on Biological Effects of
Noise�, Foxwoods Resort, Mashantucket, CT �Jerry
V. Tobias, ICBEN 9, Post Office Box 1609, Groton
CT 06340-1609, Tel.; 860-572-0680; Web:
www.icben.org. E-mail. icben2008@att.net.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �paper-
bound�; Nonmembers $75 �clothbound�.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 �paper-
bound�; Nonmembers $90 �clothbound�.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616, Price: ASA members $50;
Nonmembers $90 �paperbound�.
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Members of Technical and Administrative
Committees of the Acoustical Society
of America

The Technical and Administrative Committees listed below have been
appointed by the Executive Council. These appointments, with such changes
as may be made by the President from time to time, will be in effect until the
Spring meeting of the Society in 2007.

Technical Committees 2006–2007

Acoustical Oceanography

N. Ross Chapman, Chair to 2007
Term to 2009
Mohsen Badiey
Michael J. Buckingham
Dezhang Chu
John A. Colosi
Christian de Moustier
Stan E. Dosso
Kenneth G. Foote
D. Vance Holliday
Andone C. Lavery
Zoi-Heleni Michalopoulou
Jeffrey A. Nystuen
David R. Palmer
Simon D. Richards
Martin Siderius
Aaron M. Thode

Term to 2008
Daniela Di Iorio
Gerald L. D’Spain Gary J. Heald
Jean-Pierre Hermand
David P. Knobles
Timothy G. Leighton
James H. Miller
Daniel Rouseff
Emmanuel K. Skarsoulis
Jerome A. Smith
Dajun Tang

Term to 2007
Kyle M. Becker
Grant B. Deane
Christopher Feuillade
Peter Gerstoft
Oleg A. Godin
John K. Horne
Bruce M. Howe
Anthony P. Lyons
Ralph A. Stephen
Kathleen E. Wage
Peter F. Worcester

Ex officio:
James F. Lynch, member of Medals and Awards Committee
Mohsen Badiey, member of Membership Committee
Anthony P. Lyons, member of ASACOS
Lora J. Van Uffelen, member of Student Council

Animal Bioacoustics
Richard R. Fay, Chair to 2009

Term to 2009
Christopher W. Clark
William C. Cummings
Robert R. Dooling
David K. Mellinger
Arthur H. Popper
Annemarie Surlykke

Term to 2008
Whitlow W.L. Au
Kelly J. Benoit-Bird
W. Tecumseh Fitch
Dorian S. Houser
Lee A. Miller
Larry L. Pater
Hiroshi Riquimaroux
Peter M. Scheifele
James A. Simmons
Edward J. Walsh

Term to 2007
Sheryl L. Coombs
Edmund R. Gerstein
Seth S. Horowitz
Cynthia F. Moss
Jeannette A. Thomas

Ex officio:
James A. Simmons, member of Medals and Awards Committee
Andrea M. Simmons, member of Membership Committee
Ann E. Bowles, member of ASACOS
Marla M. Holt, member of Student Council

Architectural Acoustics
Lily M. Wang, Chair to 2007

Term to 2009
Nils-Ake Andersson
C. Walter Beamer, IV
Leo L. Beranek
Sergio Beristain
Jim X. Borzym
Erica E. Bowden
David T. Bradley
David Braslau
Todd L. Brooks
Courtney B. Burroughs
Paul T. Calamia
Alexander U. Case
William J. Cavanaugh
Dan Clayton
Jessica S. Clements
Elizabeth A. Cohen
David A. Conant
Damian Doria
John Erdreich
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Robin S. Glosemeyer
Timothy E. Gulsrud
Byron W. Harrison
Robert D. Hellweg
Murray R. Hodgson
Ian B. Hoffman
Jin Jeon
James A. Johnson
Jian Kiang
Bertram Y. Kinzey, Jr.
Mendel Kleiner
Alexis D. Kurtz
Timothy W. Leishman
Jerry G. Lilly
Edward L. Logsdon
Peter A. Mapp
David E. Marsh
Gregory A. Miller
Hideo Miyazaki
Matthew A. Nobile
Christian Nocke
Bruce C. Olson
Cornelius H. Overweg
Richard J. Peppin
Stephen D. Pettyjohn
Scott D. Pfeiffer
Norman H. Philipp
James E. Phillips
Joseph Pope
Jens Holger Rindel
Carl J. Rosenberg
Kenneth P. Roy
Hiroshi Sato
Melvin L. Saunders
Ron Sauro
Paul D. Schomer
Kevin P. Shepherd
Yasushi Shimizu
Gary W. Siebein
Abigail E. Stefaniw
Christopher A. Storch
Jason E. Summers
Louis C. Sutherland
Jiri Tichy
Nancy S. Timmerman
Brandon D. Tinianov
Gregory C. Tocci
Rendell R. Torres
Alfred C.C. Warnock
George P. Wilson
Ning Xiang

Term to 2008
Wolfgang Ahnert
Christopher N. Blair
John S. Bradley
Christopher N. Brooks
Angelo J. Campanella
Quinsan Ciao
Robert C. Coffeen
Peter D’Antonio
Felicia M. Doggett

William Dohn
Timothy J. Foulkes
Richard D. Godfrey
Tyrone Hunter
Clare M. Hurtgen
J. Christopher Jaffe
Mendel Kleiner
Jeff P. Kwolkoski
Brad W. Lewis
Stephen J. Lind
David Lubman
Ralph T. Muehleisen
Michael T. Nixon
Boaz Rafaely
Daniel R. Raichel
Jack E. Randorff
Jonathan Rathsam
H. Stanley Roller
Steven R. Ryherd
B. Schulte-Fortkamp
Noral D. Stewart
Michael Vorländer
Ning Xiang
Term to 2007
Warren E. Blazier
Joseph F. Bridger
Norm Broner
Bennett M. Brooks
Steven M. Brown
Todd A. Busch
Richard H. Campbell
F. M. del Solar Dorrego
Erin L. Dugan
M. David Egan
Jesse J. Ehnert
Michael Ermann
Adam R. Foxwell
Ronald R. Freiheit
Klaus Genuit
Matthew V. Golden
Kenneth W. Good, Jr.
Brad N. Gover
Mark A. Holden
K. Anthony Hoover
Jerald R. Hyde
David W. Kahn
Martha M. Larson
Gary S. Madaras
Benjamin E. Markham
Charles T. Moritz
David L. Moyer
Edward T. Nykaza
Paul B. Ostergaard
Dennis A. Paoletti
Stephen W. Payne
Benjamin C. Seep
Neil A. Shaw
Ryan G. Sieler
Rose Mary Su
Jeff D. Szymanski
Richard H. Talaske
Michelle Vigeant
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Ewart A. Wetherill
George E. Winzer
Michael R. Yantis

Ex officio:
Ewart A. Wetherill, member of Medals and Awards
Gregory C. Tocci, member of Membership Committee
George E. Winzer, member of ASACOS
Michelle C. Vigeant, member of Student Council

Biomedical Ultrasound/Bioresponse to Vibration
Michael R. Bailey, Chair to 2008

Term to 2009
Emmanuel Bossy
Anthony J. Brammer
Robin O. Cleveland
Paul A. Dayton
Mostafa Fatemi
Yuri A. Ilinskii
Peter J. Kaczkowski
Jeffrey A. Ketterling
Vera A. Khokhlova
Oliver D. Kripfgans
James C. Lacefield
James A. McAteer
Yuri A. Pishchalnikov
Tyrone M. Porter

Term to 2008
John S. Allen
Whitlow W.L. Au
Paul E. Barbone
Charles C. Church
Gregory Clement
Floyd Dunn
E. Carr Everbach
Mark S. Hamilton
Christy K. Holland
R. Glynn Holt
Elisa E. Konofagou
Subha Maruvada
Wesley L. Nyborg
James A. Simmons
Andrew J. Szeri

Term to 2007
Constantin-C. Coussios
Diane Dalecki
J. Brian Fowlkes
Kullervo H. Hynynen
T. Douglas Mast
Thomas J. Matula
Robert J. McGough
Douglas L. Miller
Ronald A. Roy
Thomas J. Royston
Kendall R. Waters
Pei Zhong

Ex officio:
Lawrence A. Crum, member of the Medals and Awards Committee
E. Carr Everbach, member of the Membership Committee and member of
ASACOS
Neil R. Owen, member of Student Council

Engineering Acoustics
Dennis F. Jones, Chair to 2009

Term to 2009
Stanley L. Ehrlich
Gary W. Elko
Robert D. Finch
Guillermo C. Gaunaurd
Thomas R. Howarth
Dehua Huang
Sung Hwan Ko
Victor Nedzelnitsky
James M. Powers
P. K. Raju
Stephen C. Thompson
James E. West
George S. K. Wong

Term to 2008
Steven R. Baker
David A. Brown
Stephen C. Butler
Robert D. Corsaro
Stephen E. Forsythe
Brian H. Houston
W. Jack Hughes
Robert M. Koch
L. Dwight Luker
Arnie L. Van Buren
Kenneth M. Walsh
Daniel M. Warren
Joseph F. Zalesak

Term to 2007
Mahlon D. Burkhard
James Christoff
Fernando Garcia-Osuna
Charles S. Hayden
Jan F. Lindberg
Yushieh Ma
Elizabeth A. McLaughlin
Alan Powell
Roger T. Richards
Kenneth D. Rolt
Neil A. Shaw
James F. Tressler

Ex officio:
Mahlon D. Burkhard, member of Medals and Awards Committee and
member of ASACOS
Thomas R. Howarth, member of Membership Committee
Alexandra Loubeau, member of Student Council
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Musical Acoustics
James W. Beauchamp, Chair to 2008

Term to 2009
Rolf Bader
Xavier Boutillon
Jonas Braasch
Murray D. Campbell
Rene E. Causse
Antoine J. Chaigne
Neville H. Fletcher
Nicholas J. Giordano
J. M. Harrison
William M. Hartmann
William L. Martens
James M. Pyne
Daniel A. Russell
Punita G. Singh
Sten O. Ternstrom
Paul A. Wheeler
Shigeru Yoshikawa

Term to 2008
George A. Bissinger
Annabel J. Cohen
James P. Cottingham
Diana Deutsch
Neville H. Fletcher
Roger J. Hansen
Uwe J. Hansen
Peter L. Hoekje
James H. Irwin
Ian M. Lindevald
Stephen E. McAdams
Gary P. Scavone
Chris E. Waltham

Term to 2007
R. Dean Ayers
Judith C. Brown
Courtney B. Burroughs
John R. Buschert
Thomas M. Huber
Bozena Kostek
Barry Larkin
Daniel O. Ludwigsen
Thomas D. Rossing
David B. Sharp
Julius O. Smith
William J. Strong

Ex officio:
Uwe J. Hansen, member of Medals and Awards Committee
James P. Cottingham, member of Membership Committee
Ian M. Lindevald, member of ASACOS
Brian B. Monson, member of Student Council

Noise
Brigitte Schulte-Fortkamp, Chair to 2009

Term to 2009
Sergio Beristain
Susan B. Blaeser
Erica E. Bowden
Bennett M. Brooks
Ilene J. Busch-Vishniac
Angelo J. Campanella
William J. Cavanaugh
Gilles A. Daigle
Patricia Davies
Damian J. Doria
Connor R. Duke
Jesse J. Ehnert
Tony F. W. Embleton
John Erdreich
David J. Evans
Bradford N. Gover
Robert D. Hellweg
Tyrone Hunter
William W. Lang
Richard H. Lyon
Alan H. Marsh
Ralph T. Muehleisen
William J. Murphy
Joseph Pope
Daniel R. Raichel
Kenneth P. Roy
Kevin P. Shepherd
Scott D. Sommerfeldt
Kerrie G. Standlee
George S.K. Wong

Term to 2008
Elliott H. Berger
Ann E. Bowles
Frank H. Brittain
Steven M. Brown
Mahlon D. Burkhard
Robert D. Collier
Lawrence S. Finegold
Samir N. Y. Gerges
Richard D. Godfrey
Matthew V. Golden
Murray R. Hodgson
Jerry G. Lilly
Stephen J. Lind
David Lubman
George A. Luz
Matthew A. Nobile
Richard J. Peppin
Robert A. Putnam
Jack E. Randorff
Stephen I. Roth
Paul D. Schomer
Michelle E. Swearingen
Nancy S. Timmerman
Brandon D. Tinianov
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Gregory C. Tocci
Lily M. Wang

Term to 2007
Martin Alexander
Brian E. Anderson
Keith Attenborough
John P. Barry
Leo L. Beranek
Arno S. Bommer
James O. Buntin
John C. Burgess
Jim R. Cummins
Kenneth A. Cunefare
Paul R. Donavan
Ronald R. Freiheit
Klaus Genuit
Michael L. Gross
David C. Haser
Gerald C. Lauchle
George C. Maling
Thomas R. Norris
John P. Seiler
Noral D. Stewart
Louis C. Sutherland
Jiri Tichy
D. Keith Wilson
Ning Xiang

Ex officio:
Nancy S. Timmerman, member of Medals and Awards Committee
John Erdreich, member of Membership Committee
Richard J. Peppin, member of ASACOS
Connor R. Duke, member of Student Council

Physical Acoustics
Murray S. Korman, Chair to 2008

Term to 2009
Anthony A. Atchley
Henry E. Bass
Yves H. Berthelot
James P. Chambers
Charles C. Church
Kenneth G. Foote
Mark F. Hamilton
David I. Havelock
Philip L. Marston
Peter H. Rogers
Ronald A. Roy
James M. Sabatier
Philip S. Spoor
Larry A. Wilen
D. Keith Wilson
Evgenia A. Zabolotskaya

Term to 2008
Robert T. Beyer
Robin O. Cleveland
Lawrence A. Crum

Kenneth E. Gilbert
Robert A. Hiller
R. Glynn Holt
Bart Lipkens
Thomas J. Matula
Ralph T. Muehleisen
Harry Simpson
John S. Stroud
Richard L. Weaver
Preston S. Wilson

Term to 2007
David T. Blackstock
David A. Brown
John A. Burkhardt
Kerry W. Commander
Bruce C. Denardo
Logan E. Hargrove
D. Kent Lewis
Julian D. Maynard
George Mozurkewich
Lev A. Ostrovsky
Andrea Prosperetti
Neil A. Shaw
Victor W. Sparrow
Richard Stern
Roger M. Waxler

Ex officio:
Thomas J. Matula, member of Medals and Awards Committee
Steven L. Garrett, member of Membership Committee
Sameer I. Madanshetty, member of ASACOS
Todd A. Hay, member of Student Council

Psychological and Physiological Acoustics
Elizabeth A. Strickland, Chair to 2008

Term to 2009
Katherine H. Aerhart
Amy R. Horwitz
Glenis R. Long
Enrique A. Lopez-Poveda
Robert S. Schlauch
Stanley E. Sheft

Term to 2008
Michael A. Akeroyd
Alain de Cheveigne
Brent W. Edwards
John H. Grose
Gerald D. Kidd, Jr.
Armin Kohlrausch
Brenda L. Lonsbury-Martin
William P. Shofner
Lynne A. Werner

Term to 2007
David A. Eddins
Lawrence L. Feth
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Hedwig E. Gockel
Jennifer Lentz
Mario A. Ruggero

Ex officio:
William M. Hartmann, member of the Medals and Awards Committee
Lynne A. Werner, member of Membership Committee
Brent W. Edwards, member of ASACOS
Suzanne P. Carr, member of Student Council

Signal Processing in Acoustics
David H. Chambers, Chair to 2009

Term to 2009
James V. Candy
William M. Carey
Leon Cohen
Geoffrey S. Edelson
Stanley L. Ehrlich
Brian Ferguson
Paul J. Gendron
Peter Gerstoft
William M. Hartmann
Kevin D. Heaney
William S. Hodgkiss
Paul D. Hursky
John M. Impagliazzo
Patrick J. Loughlin
Jens M. Meyer
Hassan Namarvar
Joe W. Posey
James C. Preisig
Brian D. Rapids
Edmund J. Sullivan

Term to 2008
Frank A. Boyle
Joe A. Clark
R. Lee Culver
David J. Evans
David M. Fromm
Howard A. Gaberson
David I. Havelock
Jean-Pierre Hermand
George E. Ioup
Juliette Ioup
Matti A. Karjalainen
Sean K. Lehman
Lance L. Locey
Zoi-Heleni Michalopoulou
Brian B. Monson
Joseph Pope
Leon H. Sibul
Randall W. Smith
Krykidos Tsiappoutas
James E. West
Gary R. Wilson
George S. K. Wong
Ning Xiang

Term to 2007
Max Deffenbaugh
Alireza A. Dibazar
Gary W. Elko
Alan W. Meyer
Daniel J. Sinder
David C. Swanson
Robert C. Waag
Preston S. Wilson
Lixue Wu

Ex officio:
Leon H. Sibul, member of Medals and Awards Committee
David I. Havelock, member of Membership Committee
Charles F. Gaumond, member of ASACOS
John H. Camin, member of Student Council

Speech Communication
Maureen L. Stone, Chair to 2007

Term to 2009
Jean E. Andruski
Lynne E. Bernstein
Ocke-Schwen Bohn
Suzanne E. Boyce
Ann R. Bradlow
Bruce R. Gerratt
Kenneth W. Grant
Paul E. Iverson
Benjamin R. Munson
Peggy B. Nelson
Mitchell S. Sommers
Brad H. Story
Joan E. Sussman

Term to 2008
Norma S. Barroso
Fredericka Bell-Berti
Ann R. Bradlow
Dani M. Byrd
Roger W. Chan
Alexander L. Francis
Kenneth W. Grant
Anders Lofqvist
Terrance M. Nearey
Douglas D. O’Shaughnessy
Joseph S. Perkell
Astrid Schmidt-Nielsen
Joan E. Sussman
Gary G. Weismer

Term to 2007
Patrice S. Beddor
Melissa A. Epstein
Robert Allen Fox
Helen M. Hanson
Diane Kewley-Port
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Jody E. Kreiman
Andrew J. Lotto
Shrikanth S. Narayanan
Dwayne Paschall

Ex officio:
Fredericka Bell-Berti, member of Medals and Awards Committee
Abeer Alwan, member of Membership Committee
Shrikanth S. Narayanan, member of ASACOS
Jennell Vick, member of Student Council

Structural Acoustics and Vibration
Sean F. Wu, Chair to 2009

Term to 2009
Joseph M. Cuschieri
David Feit
Sabih I. Hayek
Philip L. Marston
James E. Phillips
Earl G. Williams

Term to 2008
Dean E. Capone
Joel Garrelick
Peter C. Herdic
Teik C. Lim
Thomas J. Royston
Angie Sarkissian
Richard L. Weaver
Jeffrey S. Vipperman

Term to 2007
Jeffrey E. Boisvert
Stephen C. Conlon
Linda P. Franzoni
Robert C. Haberman
Rudolph Martinez
Koorosh Naghshineh
Carl Pray
Michael F. Shaw

Ex officio:
Courtney B. Burroughs, member of Membership Committee
Mauro Pierucci, member of Medals and Awards Committee
Sabih I. Hayek, member of ASACOS
Micah Shepherd, member of Student Council

Underwater Acoustics
Kevin LePage, Chair to 2009

Term to 2009
Ralph N. Baer
John R. Buck
Chi-Fan Cheng
David R. Dowling
Roger C. Gauss
Frank S. Henyey

Paul C. Hines
Chen-Fen Huang
Marcia J. Isakson
Finn B. Jensen
Sunwoong Lee
James H. Miller
John R. Preston
Purnima Ratilal
Karim G. Sabra
John B. Schneider
Ralph A. Stephen
Alexander G. Voronovich
Kevin L. Williams
Lisa M. Zurk

Term to 2008
Juan I. Arvelo, Jr.
Pierre-Philippe Beaujean
Shira L. Broschat
Geoffrey F. Edelmann
Peter Gerstoft
John H. Glattetre
Brian T. Hefner
Jean-Pierre Hermand
Charles W. Holland
John C. Osler
Kevin B. Smith
Brian J. Sperry
Christopher T. Tindle
Alexandra I. Tolstoy

Term to 2007
David C. Calvo
Jee Woong Choi
Christian P. de Moustier
Stan E. Dosso
Nicholas C. Makris
Zoi-Heleni Michalopoulou
Tracianne B. Neilsen
Robert I. Odom
Marshall H. Orr
Gregory J. Orris
James C. Preisig
Martin Siderius
Kathleen E. Wage
Jixun Zhou

Ex officio:
Henrik Schmidt, member of Membership Committee
Eric I. Thorsos, member of Medals and Awards Committee
Joseph F. Zalesak, member of ASACOS
Andrew Ganse, member of Student Council

Administrative Committees 2006–2007

Archives and History
Julian D. Maynard, Chair to 2007

Term to 2009
Jont B. Allen
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Ralph R. Goodman
David I. Havelock
Wesley L. Nyborg
Richard J. Peppin
William J. Strong

Term to 2008
Anthony A. Atchley
Leo L. Beranek
William J. Cavanaugh
Steven L. Garrett
Logan E. Hargrove
Allan D. Pierce
Victor W. Sparrow

Term to 2007
Henry E. Bass
David T. Blackstock
E. Carr Everbach
William W. Lang
David L. Moyer
Richard Stern
Rosalie M. Uchanski

Audit Committee
George V. Frisk, Chair to 2006

Term to 2007
Judy R. Dubno

Term to 2008
Diane Kewley-Port

Books+

David L. Bradley, Chair to 2008

Term to 2009
Juan I. Arvelo
Jerry H. Ginsberg
Philip L. Marston

Term to 2008
James P. Cottingham
Nancy S. McGarr
Jeffrey A. Nystuen
Neil A. Shaw
Emily A. Tobey

Term to 2007
Stanley L. Chin-Bing
Robert C. Spindel

Ex officio:
Allan D. Pierce, Editor-in-Chief

College of Fellows
Janet M. Weisenberger, Chair to 2007

Term to 2009
Thomas J. Matula
Scott D. Sommerfeldt
Stephen C. Thompson
Beverly A. Wright

Term to 2008
Stanley L. Ehrlich
E. Carr Everbach

Term to 2007
Peter G. Cable
M. David Egan
Uwe J. Hansen
Diane Kewley-Port
Thomas D. Rossing

Ex officio:
William J. Cavanaugh, past Chair
Richard H. Lyon, past Chair

Education in Acoustics
James M. Sabatier, Chair to 2009

Term to 2009
William A. Ahroon
Takayuki Arai
Anthony A. Atchley
Fredericka Bell-Berti
Suzanne E. Boyce
Robert D. Celmer
Annabel J. Cohen
E. Carr Everbach
Thomas B. Gabrielson
Steven L. Garrett
Kent L. Gee
Uwe J. Hansen
Katherine S. Harris
Elizabeth S. Ivey
Joie P. Jones
Maria B. Mody
Amy T. Neel
P. K. Raju
Deborah M. Rekart
Daniel A. Russell
M. Roman Serbyn
Victor W. Sparrow
Emily A. Tobey

Term to 2008
David T. Blackstock
Courtney B. Burroughs
Robin O. Cleveland
Kenneth A. Cunefare
D. Michael Daly
Mary Florentine
Logan E. Hargrove
Mardi C. Hastings
Peter L. Hoekje
Darrell R. Jackson
Michel T. T. Jackson
Murray S. Korman
Luc Mongeau
Neil A. Shaw
Kevin B. Smith
Ralph A. Stephen
James E. West
Wayne M.Wright

Term to 2007
George A. Bissinger
David A. Brown
Robert D. Collier
Corinne M. Darvennes
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Margaritis S. Fourakis
Carole E. Gelfer
Daniel O. Ludwigsen
Sharon Y. Manuel
Philip L. Marston
Ralph T. Muehleisen
Andrew A. Piacsek
Daniel R. Raichel
Thomas D. Rossing
Ronald A. Roy
Dawn R. Schuette
Scott D. Sommerfeldt
William Thompson, Jr.
Robert A. Walkling
George S. K. Wong

Ethics and Grievances
Janet M. Weisenberger, Chair to 2008

Term to 2008
William J. Cavanaugh
Gerald L. D’Spain
Barbara G. Shinn-Cunningham

International Research and Education
Gilles A. Daigle, Chair
Sergio Beristain
Lawrence A. Crum
Malcolm J. Crocker
Samir N. Y. Gerges
Vera A. Khokhlova
William M. Hartmann
Konstantin A. Naugolnykh
Oleg Sapozhnikov
Brigitte Schulte-Fortkamp
Michael Vorlander
Suk Wang Yoon

Investments
Ilene J. Busch-Vishnaic, Chair to 2007

Term to 2009
William A. Yost

Term to 2008
Lawrence A. Crum
Richard H. Lyon

Ex officio:
David Feit, Treasurer

Medals and Awards
David L. Bradley, Chair to 2007

Term to 2009
Lawrence A. Crum Biomedical Ultrasound/Bioresponse to

Vibration
William M. Hartmann Psychological and Physiological Acoustics
Thomas J. Matula Physical Acoustics
Nancy S. Timmerman Noise

Term to 2008
James A. Simmons Animal Bioacoustics
Mauro Pierucci Structural Acoustics and Vibration
Eric I. Thorsos Underwater Acoustics
Ewart A. Wetherill Architectural Acoustics

Term to 2007
Uwe J. Hansen Musical Acoustics
Fredericka Bell-Berti Speech Communication
Mahlon D. Burkhard Engineering Acoustics
James F. Lynch Acoustical Oceanography
Leon H. Sibul Signal Processing in Acoustics

Meetings—June 2006–November 2006

Clark S. Penrod, Chair to 2008

Whitlow W.L. Au, Fall 2006, Honolulu and ASA Vice President-Elect
Fred C. DeMetz, Fall 2007, New Orleans
George V. Frisk, Vice President
Murray S. Hodgson, Spring 2005, Vancouver
James H. Miller, Spring 2006, Providence
Elaine Moran, ASA Office Manager, ex officio
Peggy B. Nelson, Fall 2005, Minneapolis
Charles E. Schmid, Executive Director, ex officio
Scott D. Sommerfeldt, Spring 2007, Salt Lake City
Meetings—November 2006–June 2007
Clark S. Penrod, Chair to 2008

Whitlow W.L. Au, Fall 2006, Honolulu and ASA Vice President-Elect
Fred C. DeMetz, Fall 2007, New Orleans
George V. Frisk, Vice President
Murray S. Hodgson, Spring 2005, Vancouver
James H. Miller, Spring 2006, Providence
Elaine Moran, ASA Office Manager, ex officio
Peggy B. Nelson, Fall 2005, Minneapolis
Charles E. Schmid, Executive Director, ex officio
Scott D. Sommerfeldt, Spring 2007, Salt Lake City
William A. Yost, Spring 2008, Paris

Membership
Peter H. Rogers, Chair to 2009

Term to 2009
Abeer Alwan Speech Communication
Lynne E. Werner Psychological and Physiological Acoustics
James P. Cottingham Musical Acoustics
Thomas R. Howarth Engineering Acoustics
Andrea M. Simmons Animal Bioacoustics

Term to 2008
E. Carr Everbach Biomedical Ultrasound/Bioresponse to

Vibration
Courtney B. Burroughs Structural Acoustics and Vibration
Burton G. Hurdle International Members
John Erdreich Noise

Term to 2007
Mohsen Badiey Acoustical Oceanography
Steven L. Garrett Physical Acoustics
David I. Havelock Signal Processing in Acoustics
Henrik Schmidt Underwater Acoustics
Gregory C. Tocci Architectural Acoustics

Prizes and Special Fellowships
Wayne M. Wright, Chair to 2007

Term to 2009
Fredericka Bell-Berti
James E. West
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Term to 2008
Uwe J. Hansen

Term to 2007
Anthony A. Atchley
Constantine Trahiotis

Public Relations
Geoffrey E. Edelmann, Chair to 2009

Term to 2009
Paul A. Baxley
Ann E. Bowles
Paul D. Hursky
Jack E. Randorff
Barbara J. Sotirin
Lora J. Van Uffelen
Kathleen E. Wage

Term to 2008
Katherine H. Kim
Ellen S. Livingston
Andrew A. Piacsek
Brigitte Schulte-Fortkamp

Term to 2007
Kelly J. Benoit-Bird
E. Carr Everbach
Christy K. Holland
Joe W. Posey
Stephen C. Thompson

Ex officio:
Allan D. Pierce, Editor-in-Chief
Elaine Moran, ASA Office Manager
Charles E. Schmid, Executive Director
Thomas D. Rossing, Echoes Editor

Publication Policy
Mark F. Hamilton, Chair to 2009

Term to 2009
Jont B. Allen
David I. Havelock
Brenda L. Lonsbury-Martin

Term to 2008
Diane Dalecki
James F. Lynch

Term to 2007
Charles C. Church
Mark F. Hamilton
Mardi C. Hastings

Ex officio:
Gilles A. Daigle, President-Elect
Allan D. Pierce, Editor-in-Chief

Regional Chapters
Juan I. Arvelo, Cochair to 2008
Elizabeth A. McLaughlin, Cochair to 2008

Brian B. Monson Brigham Young Univ. Student Chapter
Angelo J. Campanella Central Ohio
Robert M. Keolian Central Pennsylvania
Ernest M. Weiler Cincinnati

Rebecca Mercuri Delaware Valley
Gary W. Siebein Florida
Timothy J. Foulkes Greater Boston
Michael J. Anderson Inland Northwest
Neil A. Shaw Los Angeles
Hari S. Paul Madras, India
Sergio Beristain Mexico City
Roger T. Richards Narragansett
Jonathan Rathsam Univ. of Nebraska, Student Chapter
Richard F. Riedel New York
George A. Bissinger North Carolina
Peter F. Assmann North Texas
James R. Angerer Northwest
David Lubman Orange County
Paul A. Baxley San Diego
David Braslau Upper Midwest
Juan I. Arvelo Washington, D. C.
Thomas M. Disch Wisconsin

Ex officio:
James M. Sabatier, Chair, Education in Acoustics
David Feit, Treasurer
Connor Duke, Student Council representative

Rules and Governance
William M. Hartmann, Chair to 2008

Term to 2009
Elaine Moran
Charles E. Schmid

Term to 2008
Ilene J. Busch-Vishnaic
Tony F. W. Embleton
Richard H. Lyon

Term to 2007
William J. Cavanaugh
Floyd Dunn

Standards
Executive Committee
Paul D. Schomer, Chair �Standards Director�
Robert D. Hellweg, Vice Chair
Susan B. Blaeser, Standards Manager, ex officio

S1 Representation
John P. Sieler, Chair S1 and ASA rep. on S1
George S. K. Wong, Vice Chair S1 and ASA alternate rep. on S1

S2 Representation
Ronald L. Eshleman, Chair S2
Ali T. Herfat, Vice Chair
Sabih I. Hayek, ASA rep. on S2
Bruce E. Douglas, ASA alternate rep. on S2

S3 Representation
Craig A. Champlin, Chair S3 and ASA rep. on S3
Robert F. Burkard, Vice Chair S3 and ASA alternate rep. on S3

S12 Representation
Robert D. Hellweg, Chair S12
William J. Murphy, Vice Chair S12
Bennett M. Brooks, ASA rep. on S12
David Lubman, ASA alternate rep. on S12
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International TAGs �ex officio�
Paul D. Schomer, Chair, U. S. TAG for ISO/TC 43 and ISO/TC 43/SC1
David J. Evans, Chair, U. S. TAG for ISO/TC 108
Victor A. Nedzelnitsky, U. S. Technical Advisor for IEC/TC 29

ASA Technical Committee Representatives
Whitlow W. L. Au, Chair of ASA Technical Council, ex officio
Anthony P. Lyons, Acoustical Oceanography
Ann E. Bowles, Animal Bioacoustics
George E. Winzer, Architectural Acoustics
E. Carr Everbach, Biomedical Ultrasound/Bioresponse to Vibration
Mahlon D. Burkhard, Engineering Acoustics
Ian M. Lindevald, Musical Acoustics
Richard J. Peppin, Noise
Sameer I. Madanshetty, Physical Acoustics
Brent W. Edwards, Psychological and Physiological Acoustics
Charles F. Gaumond, Signal Processing in Acoustics
Shrikanth S. Narayanan, Speech Communication
Sabih I. Hayek, Structural Acoustics and Vibration
Joseph F. Zalesak, Underwater Acoustics

ASA Officers
David Feit, Treasurer, ex officio
Charles E. Schmid, Executive Director, ex officio

Past Chair of ASACOS �ex officio�
Tony F. W. Embleton
Associate Editors for Standards News—JASA �ex officio�
Susan B. Blaeser
George S. K. Wong

Student Council
Brian B. Monson Chair and Musical Acoustics
Jennell C. Vick Speech Communication
Suzanne P. Carr Psychological and Physiological Acoustics
Michelle C. Vigeant Architectural Acoustics
Connor R. Duke Noise and Regional Chapters Com. Liaison
Andrew Ganse Underwater Acoustics
Marla M. Holt Animal Bioacoustics
Todd A. Hay Physical Acoustics
Lora J. van Uffelen Acoustical Oceanography
Alexandra Loubeau Engineering Acoustics
John Camin Signal Processing in Acoustics
Michael Canney Biomedical/Bioresponse
Micah Shepherd Structural Acoustics and Vibration

Tutorials
Lily M. Wang, Chair to 2009

Term to 2009
Gerald D. Kidd

Term to 2008
Kenneth A. Cunefare
David R. Dowling
Barbara G. Shinn-Cunningham

Term to 2007
Ann R. Bradlow
James V. Candy
James P. Chambers

Ex officio:
Charles E. Schmid, Executive Director

Women in Acoustics
Lisa M. Zurk, Chair to 2009

Term to 2009
Kathryn W. Hatlestad
Carolyn J. Richie

Term to 2008
Mardi C. Hastings
Brigitte Schulte-Fortkamp
Sophie Van Parijs
Lily M. Wang

Term to 2007
Sarah Hargus Ferguson
Benjamin R. Munson
Donna L. Neff
Nancy S. Timmerman

Ex officio:
George V. Frisk, Vice President-Elect

Acoustics Today Editorial Board
Richard Stern, Chair
Elliott H. Berger
Ilene J. Busch-Vishniac
Carol Espy-Wilson
K. Anthony Hoover
James F. Lynch
Allan D. Pierce
Thomas D. Rossing
Brigitte Schulte-Fortkamp

JASA Editorial Board
Term to June 2009
S. L. Broschat, Underwater Sound
J. A. Colosi, Underwater Sound
D. R. Dowling, Underwater Sound
R. F. Freyman, Psychological Acoustics
R. C. Gauss, Undewater Sound
M. C. Hastings, Bioacoustics—Animal
R. Y. Litovsky, Psychological Acoustics
A. Lofqvist, Speech Production
B. L. Lonsbury-Martin, Physiological Acoustics
T. D. Mast, Ultrasonics and Physical Acoustics
J. J. McCoy, Mathematical Acoustics
E. Moran, Acoustical News—USA
T. D. Rossing, Education in Acoustics
C. H. Shadle, Speech Production
V. W. Sparrow, Education in Acoustics
E. J. Sullivan, Acoustic Signal Processing
R. Stern, Electronic Archives
A. I. Tolstoy, Underwater Sound
S. F. Wu, General Linear Acoustics

Term to June 2008
K. A. Attenborough, Noise
S. B. Blaeser, Acoustical News—Standards
D. S. Burnett, Computational Acoustics
W. M. Carey, Signal Processing in Acoustics
K. A. Cunefare, Noise, Its Effects and Control
D. Deutsch, Music and Musical Instruments
D. Feit, Structural Acoustics and Vibration
N. H. Fletcher, Music and Musical Instruments
K. G. Foote, Underwater Sound
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K. W. Grant, Speech Perception
P. E. Iverson, Speech Perception
G. C. Lauchle, Atmospheric Acoustics and Aeroacoustics
R. A. Lutfi, Psychological Acoustics
P. L. Marston, Acoustical Reviews-Books
W. G. Mayer, Acoustical News-International
V. E. Ostashev, Atmospheric Acoustics and Aeroacoustics
L. D. Rice, Acoustical Reviews-Patents
B. Schulte-Fortkamp, Noise: Effects and Control
W. P. Shofner, Physiological Acoustics
M. Sommers, Speech Perception
R. A. Stephen, Underwater Sound
B. H. Story, Speech Production
J. E. Sussman, Speech Perception
A. J. Szeri, Ultrasonics and Physical Effects of Sound
R. M. Waxler, General Linear Acoustics
G. S. K. Wong, Acoustical News—Standards
A. J. Zuckerwar, Applied Acoustics; Transduction; Acoustical
Measurements

Term to June 2007
W. W. L. Au, Bioacoustics-Animal
P. E. Barbone, Ultrasonics; Physical Effects of Sound
Y. H. Berthelot, Ultrasonics, Physical Effects of Sound
A. R. Bradlow, Speech Perception
C. C. Church, Bioacoustics-Biomedical
A. J. M. Davis, General Linear Acoustics
F. Dunn, Bioacoustics-Biomedical
L. P. Franzoni, Structural Acoustics andVibration
J. H. Grose, Psychological Acoustics
J. H. Ginsberg, Structural Acoustics and Vibration
M. F. Hamilton, Nonlinear Acoustics
M. S. Howe, Atmospheric Acoustics and Aeroacoustics
M. Kleiner, Architectural Acoustics
J. G. McDaniel, Structural Acoustics and Vibration
D. D. O’Shaughnessy, Speech Processing and Communication Systems
A. J. Oxenham, Psychological Acoustics
R. Raspet, Ultrasonics, Physical Effects of Sound
W. L. Siegmann, Underwater Acoustics
J. A. Simmons, Bioacoustics
L. C. Sutherland, Atmospheric Acoustics and Aeroacoustics
L. L. Thompson, General Linear Acoustics
R. L. Weaver, Structural Acoustics and Vibration
E. G. Williams, Structural Acoustics and Vibration
N. Xiang, Architectural Acoustics

Associate Editors of JASA Express Letters (JASA-EL)
Term to 30 June 2009
D. S. Burnett, Computational Acoustics
J. V. Candy, Acoustic Signal Processing
C. C. Church, Bioacoustics
M. F. Hamilton, Nonlinear Acoustics

J. M. Hillenbrand, Speech Perception
A. Lofqvist, Speech Production
J. F. Lynch, Underwater Acoustics
B. L. Lonsbury-Martin, Physiological Acoustics
T. J. Matula, Ultrasonics, Quantum Acoustics and Physical Effects of
Sound
J. G. McDaniel, Structural Acoustics and Vibration
A. N. Norris, General Linear Acoustics
D. D. O’Shaughnessy, Speech Processing and Communication Systems
and Speech Perception
T. D. Rossing, Music and Musical Instruments
M. R. Stinson, Noise
R. M. Waxler, General Linear Acoustics
N. Xiang, Architectural Acoustics

Term to 30 June 2008
I. J. Busch-Vishniac, Transduction
D. Deutsch, Musical Acoustics
Q.-J. Fu, Psychological Acoustics
V. E. Ostashev, Aeroacoustics and Atmospheric Acoustics

Term to 30 June 2007
G. B. Deane, Underwater Sound
S. G. Kargl, Nonlinear Acoustics
C. F. Moss, Bioacoustics
J. Mobley, Ultrasonics, Quantum Acoustics and Physical Effects of Sound

Ad-Hoc Committees 2006–2007

JASA–EL Editorial Advisory
D. Keith Wilson, Chair
E. Carr Everbach
Anders Lofqvist
Philip L. Marston
Andrew N. Norris
Allan D. Pierce
Michael R. Stinson

Strategic Use of Investment Income
David Feit, Chair
Anthony A. Atchley
Charles E. Schmid

Education Outreach
Uwe J. Hansen
Jules S. Jaffe
Matthew E. Poese

ASA Webpage
Stephen C. Thompson, Chair
Susan Blaeser
Andrew Ganse
Katherine Kim
Elaine Moran
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ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager
ASA Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 �Tel.: �631� 390-0215; Fax: �631� 390-0217; e-mail: asastds@aip.org�

George S. K. Wong
Acoustical Standards, Institute for National Measurement Standards, National Research Council,
Ottawa, Ontario K1A 0R6, Canada �Tel.: �613� 993-6159; Fax: �613� 990-8765; e-mail:
george.wong@nrc.ca�

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
S3, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes Catalogs of Acoustical Standards, both National and International. To receive copies of the
latest Standards Catalogs, please, contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar National
During the 152nd ASA Meeting, Honolulu, Hawaii, at the Sheraton Waikiki

Hotel, 28 November to 2 December 2006, the ASA Committee on Stan-
dards �ASACOS� and ASACOS STEERING Committees will meet as
follows:

• Tuesday, 28 November 2006, 7:00 p.m.

ASACOS Steering Committee

• Wednesday, 29 November 2006, 8:30 a.m.

ASA Committee on Standards �ASACOS�. Meeting of the Committee that
directs the Standards Program of the Acoustical Society.

Photos from the Providence Meetings
The four Accredited Standards Committees and nine U.S. Technical Advi-

sory Groups held their annual administrative meetings in Providence, RI
in June, along with 15 standards working groups.

There are many opportunities to participate in the development of ANSI
Standards. Working group membership is open to individuals with exper-
tise in the subject and willingness to volunteer their time and knowledge.
There is no cost to participate in standards working groups. Contact the
Secretariat for details about the active working groups.

Matthew Nobile received a plaque from S1 Chair John Seiler for Chairing
S1/WG 4 and completing ANSI S1.13-2005 American National Standard
Measurement of Sound Pressure Levels in Air.

Rhona Hellman’s plaque was for her work as Chair of S3/WG51, which
completed ANSI S3.4-2005 American National Standard Procedure for the
Computation of Loudness of Steady Sounds. Paul Schomer presented the
plaque at the S3 meeting.

Martin Alexander was presented with a plaque for chairing S12/WG 43
which completed ANSI S12.652005 American National Standard for Rating
Noise with Respect to Speech Interference. William Murphy, Vice Chair of
S12, presented the plaque.
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Changes in S2 Leadership
The Providence meeting of S2 represented the final meeting chaired by

Richard J. Peppin. Both Mr. Peppin and S2 Vice Chair David J. Evans
have completed their terms of office. ASACOS Chair Paul Schomer pre-
sented them each with a plaque and sincere thanks from S2 and from
ASACOS.

Paul Schomer presented a plaque to Richard Peppin in appreciation of his
six years of service as Chair of Accredited Standards Committee S2.

Paul Schomer presented a plaque to David J. Evans in appreciation of his six
years of service as Vice Chair of Accredited Standards Committee S2, pre-
ceded by six years as S2 Chair.

The new Chair of S2 is Ronald L. Eshleman, Director of the Vibration
Institute.

The new Vice Chair of S2 is Ali T. Herfat, Director of Global Technical
Services for the Copeland Corporation.

Standards News from the United States
�Partially derived from ANSI Reporter, and ANSI Standards Action, with

appreciation�

American National Standards Call for
Comment on Proposals Listed

This section solicits comments on proposed new American National
Standards and on proposals to revise, reaffirm, or withdrawal approval of
existing standards. The dates listed in parenthesis are for information only.

ASA „ASC S3…
New Standards

BSR S3.47-200x, Specification of Hearing Assistance Devices/Systems
�new standard�

This standard describes definitions and measurements suitable for
the specification and evaluation of Hearing Assistance Devices/Systems
�HADS�. HADS are a group of physically configured instruments that are
intended to facilitate hearing by providing amplification of an acoustic
signal and/or improving the signal-to-noise ratio by means of a nonacous-
tic signal transmission method. These include personal assistive listening
devices, auditory trainers, hearing aids, large area assistive listening sys-
tems, telephone amplifiers, alerting devices, and similar devices. �24 July
2006�.

ASABE „American Society of Agricultural and
Biological Engineers…
New National Adoptions

ANSI/ASABE/ISO 5007-2003, Agricultural wheeled tractors—Operator’s
seat—Laboratory measurement of transmitted vibration �identical national
adoption�: 5/25/2006.

ANSI/ASABE/ISO 5008–2002W/Cor.1-2006, Agricultural wheeled trac-
tors and field machinery—Measurement of whole-body vibration of the
operator �identical national adoption� �25 May 2006�.

Project Initiation Notification System „PINS…
ANSI Procedures require notification of ANSI by ANSI-accredited stan-

dards developers of the initiation and scope of activities expected to result
in new or revised American National Standards. This information is a key
element in planning and coordinating American National Standards. The
following is a list of proposed new American National Standards or revi-
sions to existing American National Standards that have been received
from ANSI-accredited standards developers that utilize the periodic main-
tenance option in connection with their standards. Directly and materially
affected interests wishing to receive more information should contact the
standards developer directly.

ASA „ASC S2…
BSR S2.71-200x, Guide to the Evaluation of Human Exposure to Vibration

in Buildings �revision of ANSI S2.71-1983 �R2006��

Reactions of humans to vibrations of 1 to 80 Hz inside buildings are
assessed in this standard by use of degrees of perception and associated
vibration levels and durations. Accelerations or velocities inside buildings
may be measured to assess perceptibility and possible adverse reactions
from those inside. A variety of building types and situations are covered
by the use of multiplying factors applied to the basic curves. Responses
are related to the event durations, frequencies of vibration, and body ori-
entation with respect to the vibration. Project Need: To put this standard
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into alignment with related ISO standards, this version updates several
outdated normative references, frequency weightings, and exposure limits.

ASA „ASC S12…
BSR S12.9-Part 6-200x, Quantities and Procedures for Description and

Measurement of Environmental Sound-Part 6: Methods for Estimation of
Awakenings Associated with Aircraft Noise Events Heard in Homes �re-
vision of ANSI S12.9-Part 6-2000 �R2005��

This Standard defines noise levels that are associated with sleep
disturbance in home settings in which people are familiar with the neigh-
borhood noise environment. Project Need: This type of measurement of
environmental sound is critical to the assessment of airport impacts at
night.

BSR/IEEE 1329-200x, Standard Method for Measuring Transmission Per-
formance of Handsfree Telephone Sets �revision of ANSI/IEEE
1329-1999�

This standard provides the techniques for objective measurement of
electroacoustic and voice switching characteristics of analog and digital
handsfree telephones �HFTs�. Due to the various characteristics of HFTs
and the environments in which they operate, not all of the test procedures
in this standard are applicable to all HFTs. The application of the test
procedures to atypical HFTs should be determined on an individual basis.

NEMA „ASC C136… „National Electrical
Manufacturers Association…
BSR C136.30-200x, Roadway and Area Lighting Equipment—Pole Vibra-

tion Testing Procedure �new standard�

This standard covers the minimum vibration withstand requirements
and testing procedures for poles used in roadway and area lighting appli-
cations. Project Need: This standard would assure minimum product in-
tegrity for vibration under normal use.

ASTM „ASTM International…
BSR/ASTM WK8183/F2544-200x, Standard Test Method for Determining

A-Weighted Sound Power Level of Central Vacuum Power Units �new
standard�

This test method calculates the overall A-weighted sound power
level emitted by central vacuum power units, intended for operation in
domestic applications. This standard applies to the power unit only, at the
power unit location. To test the sound power level of a central vacuum at
the user’s location, refer to ASTM test standard F1334. Project Need: This
test method describes a procedure for determining the A-weighted sound
power level of small noise sources. This test method uses a nonspecial
semireverberant room.

Final actions on American National Standards
The standards actions listed below have been approved by the ANSI Board

of Standards Review �BSR� or by an ANSI-Audited Designator, as
applicable.

ASA „ASC S2…
Reaffirmations

ANSI S2.2-1959 (R2006), Standard Methods for the Calibration of Shock
and Vibration Pickups �reaffirmation of ANSI S2.2-1959 �R2001�� �19
May 2006�

ANSI S2.16-1997 (R2006), Vibratory Noise Measurements and Acceptance
Requirements for Shipboard Equipment �reaffirmation of ANSI S2.16-
1997 �R2001�� �22 May 2006�

ANSI S2.26-2001 (R2006), Vibration Testing Requirements and Acceptance
Criteria for Shipboard Equipment �reaffirmation of ANSI S2.26-2001� �22
May 2006�

ANSI S2.48-1993 (R2006), Servo-Hydraulic Test Equipment for Generating
Vibration—Methods of Describing Characteristics �reaffirmation of ANSI
S2.48-1993 �R2001�� �22 May 2006�

ANSI S2.71-1983 (R2006), Guide to the Evaluation of Human Exposure to
Vibration in Buildings �reaffirmation and redesignation of ANSI S3.29-
1983 �R2001�� �19 May 2006�

Revisions

ANSI S2.70-2006, Guide for the Measurement and Evaluation of Human
Exposure to Vibration Transmitted to the Hand �revision of ANSI S3.34-
1986 �R1997�� �19 May 2006�

Withdrawals

ANSI S2.47-1990, Vibration of Buildings—Guidelines for the Measurement
of Vibrations and Evaluation of Their Effects on Buildings �withdrawal of
ANSI S2.47-1990 �R2001�� �19 May 2006�

ASA „ASC S3…
Reaffirmations

ANSI S3.36-1985 (R2006), Manikin for Simulated in-situ Airborne Acous-
tic Measurements �reaffirmation of ANSI S3.36-1985 �R2001�� �27 April
2006�

ANSI S3.44-1996 (R2006), Determination of Occupational Noise Exposure
and Estimation of Noise-Induced Hearing Impairment �reaffirmation of
ANSI S3.44-1996 �R2001�� �27 April 2006�

ASA „ASC S12…
Reaffirmations

ANSI S12.1-1983 (R2006), Guidelines for the Preparation of Standard Pro-
cedures to Determine the Noise Emission from Sources �reaffirmation of
ANSI S12.1-1983 �R2001�� �3 May 2006�

ANSI S12.3-1985 (R2006), Statistical Methods for Determining and Veri-
fying Stated Noise Emission Values of Machinery and Equipment �reaffir-
mation of ANSI S12.3-1985 �R2001�� �3 May 2006�

ANSI S12.17-1996 (R2006), Impulse Sound Propagation for Environmental
Noise Assessment �reaffirmation of ANSI S12.17-1996 �R2001�� �3 May
2006�

ANSI S12.19-1996 (R2006), Measurement of Occupational Noise Exposure
�reaffirmation of ANSI S12.19-1996 �R2001�� �23 May 2006�

ANSI S12.23-1989 (R2006), Method for the Designation of Sound Power
Emitted by Machinery and Equipment �reaffirmation of ANSI S12.23-
1989 �R2001�� �3 May 2006�
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New National Adoptions

ANSI S12.55-2006/ISO 3745:2003, Acoustics—Determination of sound
power levels of noise sources using sound pressure—Precision methods
for anechoic and hemi-anechoic rooms �identical national adoption and
revision of ANSI S12.35-1990 �R2001�� �27 April 2006�

ATIS „Alliance for Telecommunications
Industry Solutions…
New Standards

ANSI ATIS 0600005-200x, Acoustic Measurement �new standard� �16 May
2006�

U.S. Technical Advisory Groups Revised
Operating Procedures American Society of
Mechanical Engineers „ASME International…

The American Society of Mechanical Engineers �ASME Interna-
tional� has submitted a single set of revised operating procedures for the
U.S. Technical Advisory Groups to the following ISO Technical Commit-
tees and Subcommittees that it currently administers:

TC 39: Machine tools �includes SC 2, Test conditions for metal cutting
machine tools; SC 6, Noise of machine tools; SC 8, Work holding spindles
and chucks� �10 July 2006�

Newly Published ISO and IEC Standards
Listed here are new and revised standards recently approved and

promulgated by ISO—the International Organization for Standardization

ISO Standards

TRACTORS AND MACHINERY FOR
AGRICULTURE AND FORESTRY „TC 23…
ISO 22867/Cor1:2006, Forestry machinery—Vibration test code for por-

table hand-held machines with internal combustion engine—Vibration at
the handles

IEC Standards

WIND TURBINE GENERATOR SYSTEMS
„TC 88…
IEC 61400-11 Amd.1 Ed. 2.0 en: 2006, Amendment 1—Wind turbine gen-

erator systems—Part 11: Acoustic noise measurement techniques

ISO Draft Standard

ACOUSTICS „TC 43…
ISO 3822-1/DAmd1, Acoustics—Laboratory tests on noise emission from

appliances and equipment used in water supply installations—Part 1:
Method of measurement—Amendment 1: Measurement uncertainty—�5
August 2006�

MECHANICAL VIBRATION AND SHOCK
„TC 108…
ISO/DIS 18436-4, Condition monitoring and diagnostics of machines—

Requirements for training and certification of personnel—Part 4: Field
lubricant analysis �23 July 2006�

ISO/DIS 18436-8, Condition monitoring and diagnostics of machines—
Requirements for training and certification of personnel—Part 8: Ther-
mography �23 July 2006�

SMALL CRAFT „TC 188…
ISO/DIS 14509-1, Small craft—Airborne sound emitted by powered recre-

ational craft—Part 1: Pass-by measurement procedures �26 August 2006�

IEC Draft Standard

29/600/FDIS, IEC 60318-5 Ed.1: Electroacoustics—Simulators of human
head and ear—Part 5: 2 cm 3 coupler for the measurement of hearing aids
and earphones coupled to the ear by means of ear inserts �30 June 2006�

International documents submitted to the U.S.
for vote and/or comment
Some of the documents processed recently by the ASA Standards Secre-

tariat. Dates in parenthesis are deadlines for submission of comments and
recommendation for vote, and they are for information only.

U.S. TAG ISO and IEC documents
S1 IEC/FDIS 60318-5 (29/600/FDIS) “Electroacoustics—

Simulators
of human head and ear—Part 5: 2 cm3 coupler for the
measurement
of hearing aids and earphones coupled to the ear by
means of ear
inserts” �18 June 2006�
IEC 29/599/NP “Audio-frequency induction loop sys-
tems for assisted
hearing—Method of measuring and specifying the per-
formance of system
components” �9 June 2006�
IEC 29/598/NP “Audio-frequency induction loop sys-
tems for assisted
hearing—Method of measuring the low frequency mag-
netic field
emissions from the loop of assessing conformity with
guidelines on limits
for human exposure” �9 June 2006�

S12 ISO/FDIS 16832 “Acoustics—Loudness scaling by
means of
categories” �12 June 2006�
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust Soc. Am. 81, 1651 (May 1987).]

Vertebrate Hair Cells

Edited byRuth Anne Eatock,
Richard R. Fay, and Arthur N. Popper

Springer, New York, 2006, 454 pp. Price: $129.00 (hardcover).
ISBN: 0387952020

This book is the 27th of a series known as the “Springer Handbook of
Auditory Research,” which now constitutes the most comprehensive library
of information on the auditory system. Although the sensory receptor cells
of the inner ear—the hair cells—have been dealt with in other volumes of
this series, this is the first to concentrate exclusively on the hair cells them-
selves. Rather than present a dozen shorter chapters covering all aspects, the
editors chose to present 8 chapters, some of them quite extensive, on im-
portant features, most of which have been the subject of recent intense
research. The authors are among the best-known workers in the respective
research areas.

Put into perspective, hair cells are quite remarkable. Whereas our eyes
work with more than 100 million receptor cells each, each of our ears has
only about 30,000 hair cells at birth and, of these, only about one-quarter
actually transmit information to the brain—that is four orders of magnitude
fewer receptors than in the eye! Obviously, these are rather special cells that
are worthy of a lot of attention.

Most of the book concentrates on the cochlea, but a final chapter deals
with mammalian vestibular hair cells. The review of cochlear hair cells
includes their development, their structure, and their function, including the
physiology of the innervating afferent and efferent nerve fibers. Each of the
comprehensive chapters can be read as a unit, and the number of very recent
references demonstrates that they are up to date. Although the emphasis is
on mammalian hair cells, many studies have been carried out using non-
mammals, such as chickens, turtles and frogs, and these receive appropriate
attention.

Recent advances in molecular biology have made it possible to gain
much more insight into the processes guiding development, and a substantial
chapter by Goodyear, Kros, and Richardson not only covers the genetics and
the roles of many proteins in development but integrates it nicely into struc-
tural and electrophysiological development. This is accompanied by a num-
ber of new and very useful illustrations. It is refreshing to see authors take
the time to avoid recycling old figures!

The structural basis of mechanoelectrical transduction by the hair-cell
bundle is examined by Furness and Hackney. This chapter is mostly about
the nature and the spatial localization of a large number of proteins thought
to be involved in connecting bundle stereovilli, in the transduction channels
and the cytoskeleton. Recent findings indicate that the tip link itself is not
the so-called gating spring, but rather the ankyrin repeats that connect the
cytoplasmatic side of the channel to the cytoskeleton. Transduction exami-
nation using physiological techniques is discussed by Fettiplace and Ricci.
Here, the extensive work carried out on turtle auditory and frog vestibular
hair cells—using sophisticated micromechanical measurements, electro-
physiology, and chemical manipulation of channels and ionic
concentrations—is thoroughly discussed. There is a useful discussion of the
various aspects of channel adaptation, and this is particularly interesting
with respect to the apparent linkage between adaptational phenomena and
active processes involving hair-cell channels. Fewer data are available from
mammals, but those that are indicate a fundamentally similar situation but
with faster kinetics. Unfortunately, two recent important pieces of work on

active movements in mammalian hair-cell bundles were obviously published
at a time permitting only a cursory mention in the very last sentence.

Electrical frequency tuning of hair cells has not been demonstrated in
mammals, but in many nonmammalian auditory and in vestibular hair cells.
Although much of the data discussed in a chapter by Art and Fettiplace is
not new, electrical tuning does present new challenges and opportunities for
the molecular study of hearing processes. Tuning to specific frequencies in
these cells is achieved by a particular combination of channel numbers,
kinetics, and accessory channel subunits, and some of the proteins involved
are known to have a number of regions of alternative splicing. This combi-
nation of factors apparently makes it possible to create thousands of differ-
ent combinations that permit a tonotopic arrangement of hair cells over a
wide frequency range. The challenge for the future will be to show how a
hair cell’s frequency response is determined, and how neighboring cells can
have just very slightly differing response ranges.

Fuchs and Parsons’ chapter on synaptic physiology emphasizes that the
afferent synapse of auditory hair cells is very interesting. Not only are some
capable of sustaining spontaneous firing rates of over 100/s in the nerve
fibers, many can sustain even higher response rates over long periods of
time, and some phase lock to auditory stimuli of nearly 10 kHz �in the barn
owl�. These amazing feats require mechanisms that can recycle and replen-
ish synaptic vesicles extremely rapidly, and it appears that the enigmatic and
little-understood synaptic bodies and ribbons play an important role here.
This is an active field that will produce many interesting results in the
future. Curiously, the section on efferent synapses concentrates exclusively
on the effects acetylcholine receptors, and does not even mention that other
transmitters can be found, at least as co-transmitters.

I found the chapter by Brownell on piezoelectric effects of hair-cell
membranes difficult to follow, but this reflects my own lack of training in
physics. Brownell acknowledges the roles of bundle- and cell-membrane
prestin motors in cochlear amplification, but emphasizes that piezoelectric
effects are also necessary, especially to cope with extremely high frequen-
cies. However, I did understand some claims that Brownell makes regarding
the evolution of this system, and find them unacceptable. The fact that “the
spiral-shaped cochlea appeared with the OHC” �outer hair cells� is mani-
festly untrue, since OHC are found in egg-laying mammals that do not have
a coiled cochlea. In addition, the first mammals were not “rodentlike,” and
almost certainly were not capable of ultrasonic hearing. These minor details
do not, however, detract from the chapter’s thrust.

The longest chapter, by Eatock and Lysokowski on vestibular hair
cells, very nicely covers in the one chapter what the rest of the book covers
for auditory hair cells. It reviews all aspects of the structures and functions
of different types of vestibular hair cells, and is a joy to read. It includes a
number of very useful new illustrations, for example, summarizing the com-
plex molecular mechanisms of afferent and efferent synapses in type I and
type II vestibular hair cells.

This book will be a very useful reference work for all who work with
vertebrate hair cells, and for those who are looking for comprehensive re-
views of the most important aspects of the structure and function of these
amazing sensory cells.

GEOFFREY A. MANLEY
Technische Universitaet Muenchen
Lehrstuhl Fuer Zoologie
Lichtenbergstr. 4
85747 Garching, Germany
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Collected Works of Rohn Truell

Edited byC. F. Ying

Chinese Academy of Sciences, Beijing

This book has an interesting history. In 1948, Rohn Truell established
the Metals Research Laboratory in the Applied Mathematics Department at
Brown University. Under Truell’s direction, researchers in this laboratory
performed pioneering ultrasonic studies of solids in many areas. The effects
of point defects and dislocations on ultrasonic attenuation and velocity were
investigated. In 1956, the dislocation studies led to the development, by A.V.
Granato and K. Lucke, of the very successful Granato-Lucke string model of
dislocation damping. The theory of the scattering of ultrasonic waves by
point defects and by macroscopic obstacles was considered in a series of
papers by Ying, Einspruch, Waterman, and Truell. Later work investigated
nonlinear sound propagation in solids, and the anharmonic interaction be-
tween a sound wave and thermal phonons. A very important and lasting
contribution was made in the area of electronic instrumentation. B. B.
Chick, working together with G. P. Anderson, Truell, and others, developed
electronics that could be used to make accurate attenuation and velocity
measurements over the frequency range from 1 MHz up to several GHz.
This instrumentation was later made commercially available, and has since
been used in a large number of ultrasonics laboratories around the world.

Much of this work was summarized in the well-known text “Ultrasonic
Methods in Solid State Physics” by R. Truell, C. Elbaum, and B. B. Chick,

published in 1969 by Academic Press. This book appeared shortly after the
death of Truell in 1968, and has since continued to be a valuable resource
for workers in the field.

C. F. Ying came from China in 1948 to work in the Metals Research
Laboratory soon after it was founded. During the Korean war, the U.S.
government did not allow him to return to China, since it was considered
that Chinese scientists might provide help to the North Korean war effort.
He finally returned to China in 1955. There, he founded a research group in
the Institute of Applied Sciences of the Chinese Academy of Sciences to
study ultrasonics, and concentrated on introducing ultrasonic techniques to
solve many practical problems in both industry and in medicine. Ying has
always maintained contact with Brown University, and has very good
memories of the time that he spent working with Truell. Last year, he de-
cided to organize a collection of Truell’s papers to distribute to interested
acousticians. Two hundred copies have been printed, and some of these have
already been delivered to former members of the Metals Research Labora-
tory, to acoustics institutes, and to other interested acousticians. Currently,
there remain a number of copies at Brown University and the author of this
review will be happy to send a copy to any reader who requests one.

HUMPHREY J. MARIS

Department of Physics,
Brown University, Providence,
Rhode island 02912
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OBITUARY

John W. Kopec�1936–2004

John W. Kopec, a long-time mem-
ber of the Acoustical Society of
America, died in Chicago, Illinois, on
October 14, 2004 at the age of 67. Ko-
pec passed away after a vigorous recur-
rence of leukemia, from which he had
enjoyed a lengthy sabbatical after his
original 1998 diagnosis.

John Kopec was born in Chicago,
on 5 November 1936, the first of two
children of the late John Sr. and Marie
Kopec. After graduation from high
school in Chicago, he served in the U.
S. Air Force where he received training
in radio, navigation, radar, and teletype

maintenance and repair, as well as in electronic detonation for demolition.
After 4 years of military service, Kopec studied electrical engineering and
computer science, and earned an Associates degree from the Illinois Institute
of Technology �IIT�.

Kopec began working for IIT Research Institute �IITRI� �now Alion
Science and Technology� in 1961 as an Assistant Experimentalist, and be-
came a major contributor to the fire and explosives research being conducted
there. He was assigned to Riverbank Acoustical Laboratories in 1976 where
he served in a number of positions, finally being named laboratory manager
in 1993. He was the first three-time recipient of IITRI’s Commitment to
Excellence Award.

Kopec directed the execution of the various standard tests performed at
the Riverbank Acoustical Laboratories. His supervision covered client con-
tact, installation of materials, test procedures, and evaluation of results
through narrative reports that he augmented with design drawings and sche-

matics. He participated in numerous community noise impact studies in-
volving highways, airports, railroads, automobiles, trucks, and various in-
dustrial complexes. His role as project engineer on noise control programs
centered on portable air compressors, heating, ventilation, and air condition-
ing equipment, diesel engines, generators, and line pull transformers. He
documented various performance specifications and calibration of specific
project-oriented acoustical equipment.

Kopec was the author or coauthor of more than 25 papers on acoustics.
Serving as Laboratory Supervisor and Laboratory Manager of the Riverbank
Acoustical Laboratories �RAL� for 26 years �1972–1998�, no one knew the
history and capabilities of the unique laboratory better than John Kopec. In
1997, he published The Sabines at Riverbank in which he described the
history of RAL from the early 1900s beginning with its founder, Colonel
George Fabyan, and Professor Wallace C. Sabine, the father of the science
of architectural acoustics. Kopec was recognized worldwide for his under-
standing of architectural acoustics and its history. His contacts in the acous-
tics community have been very instrumental in building the business base at
RAL.

Kopec joined the Acoustical Society of America in 1977, was elected
to full Membership in 1979, and to Fellowship in 1994. He served on the
Committee on Architectural Acoustics �1982–2000�, the Committee on Ar-
chives and History �1988–2000, Chair 1991–1994�, and the Committee on
Regional Chapters �1984–2004�. He was the Secretary and Chapter Repre-
sentative for the Chicago Regional Chapter �1983–2004�, and served as
Technical Program Cochair for the Spring 2001 meeting of the Acoustical
Society. Kopec was a member of the Canadian Acoustical Association, the
American Society for Testing and Materials, and the New York Academy of
Sciences.

Kopec is survived by a son, Brian, daughter, Vaune Martens, and four
grandchildren, Melissa, Candice, Matthew, and Corey.

DAVID L. MOYER
WILLIAM J. CAVANAUGH
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453
JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068
JOHN ERDREICH, Ostergaard Acoustical Associates, 200 Executive Drive, West Orange, New Jersey 07052
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228
MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344
DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526
NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, University of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

7,021,560

43.10.Pr SYSTEM AND METHOD FOR AEROSOL
DELIVERY

Larry B. Gray and Richard J. Lanigan, assignors to DEKA
Products Limited Partnership

4 April 2006 „Class 239Õ303…; filed 25 September 2003

Aerosolized delivery of drugs is often advantageous over other types
of drug delivery, but aerosol systems need to be able to deliver predeter-
mined doses reliably. The delivery system described in this patent employs
a variable acoustic source and a microphone, both acoustically coupled to a
volume consisting of a fluid region and an air region. A fluid valve allows an
amount of fluid to exit the fluid region, depending on the volume of the air
region, and aersolizes a portion of this amount of fluid. A processor deter-
mines the volume of the air region on the basis of a signal from the micro-
phone and controls the opening and closing of the fluid valve. A second
processor may be provided to determine the volume of the aerosolized
fluid.—EEU

7,017,424

43.35.Zc VIBRATORY TRANSDUCER

Alfred Rieder and Wolfgang Drahm, assignors to Endress
Endress¿Hauser Flowtec AG

28 March 2006 „Class 73Õ861.355…; filed in Germany 8 May 2002

The patent covers a torsionally vibrating tube 10 to measure the vis-
cosity of a fluid 12, surrounded by tuned damper frame 20. A transducer 40
excites the tube’s torsional eigenmode of vibration, which is diminished by

viscous fluid 12. In addition, a tube-bending eigenmode can be excited at
another frequency. The resulting Coriolis force on fluid 12 is proportional to

fluid density. This result can also be detected by sensors 61, 62. These
sensors may be any of a number of types.—AJC

7,019,439

43.35.Zc HIGH POWER ULTRASONIC
TRANSDUCER WITH BROADBAND FREQUENCY
CHARACTERISTICS AT ALL OVERTONES
AND HARMONICS

Eugene A. DeCastro et al., assignors to Blackstone-Ney
Ultrasonics, Incorporated

28 March 2006 „Class 310Õ325…; filed 30 July 2002

Longevan transducers for cleaning are described that operate at two or
more frequencies among 40, 80, 120, 170, 220, and 270 kHz when driven
with FM currents swept over a 10% bandwidth. An attached back mass �not
shown�, a mirror image of the front mass 226, provides longitudinal

resonance. Longitudinal and radial modes are excited. One embodiment
employs a flapping mode where a thin face 224 over a void 222 in the front
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mass 226 gives rise to a high-power ultrasonic resonance that directs acous-
tic streaming for particle removal.—AJC

7,010,963

43.38.Ar LIQUID DETECTING APPARATUS

Shinsuke Miura, assignor to CBC Materials Company, Limited
14 March 2006 „Class 73Õ54.24…; filed in Japan 20 November 2002

This patent describes a liquid density and viscosity sensor that works
on the torsional oscillator principle. A small cylindrical mass with vanes on
a thin shaft is immersed in the liquid under experiment and caused to twist
by the use of piezoelectric actuators disposed on a diameter of the suspen-
sion of the shaft. The frequency and damping of the torsional oscillation are
used to calculate the density and viscosity of the liquid. What is new about
this? It is difficult to understand due to the fact that the writing and/or
translation is terrible, in two cases resulting in sentences that are 330 words
�one paragraph� long!—JAH

7,019,605

43.38.Ar STACKED BULK ACOUSTIC RESONATOR
BAND-PASS FILTER WITH CONTROLLABLE
PASS BANDWIDTH

John D. Larson III, Palo Alto, California
28 March 2006 „Class 333Õ187…; filed 30 October 2003

This patent describes the use of plastic as a weak acoustic coupling
material used between stacked-film bulk acoustic resonators. Nothing is pre-
sented that would not have been evident to a practitioner of the art.—JAH

7,014,115

43.38.Bs MEMS SCANNING MIRROR WITH
DISTRIBUTED HINGES AND MULTIPLE SUPPORT
ATTACHMENTS

Yee-Chung Fu, assignor to Advanced Nano Systems, Incorporated
21 March 2006 „Class 235Õ454…; filed 10 October 2003

One of the interesting things about MEMS sensors and actuators is that
they can be integrated so tightly with the device itself. In this patent, we see
how the drive actuator is most of the device, distributed all along the tor-
sional spring elements 105A–105H. The device is a scanning mirror device,
apparently intended to operate at its resonant frequency in constant torsional

oscillation. The use of an extended set of springs is risky in that it would
usually allow a lot of parasitic modes of oscillation, but this is mitigated
somewhat by the distributed drive elements. The primary novelty of this
device seems to be in the spring supports, which allow easy fabrication
using surface micromachining techniques. The patent is brief and devoid of
any dimensional or construction details.—JAH

6,993,146

43.38.Dv SPEAKER HAVING SPACER RING INSIDE
FRAME

Eiji Sato, assignor to Mineba Company, Limited
31 January 2006 „Class 381Õ398…; filed in Japan 15 February 2002

‘‘A speaker comprises: a magnetic circuit composed of a pot yoke, a
magnet, and a pole piece; a diaphragm shaped conical, defining an outer
periphery and an inner periphery, and having a surround half-rolled and
fixedly disposed at the outer periphery and a voice coil bobbin with a voice
coil wound therein fixedly disposed at the inner periphery; a spider having

an outer diameter equal to or larger than the outer diameter of the surround;
a frame having the magnetic circuit fixedly disposed at its central opening;
and a spacer ring fixedly disposed inside the frame, and having a surround
edge receiving portion adapted to fixedly receive the entire outer edge of the
surround thereon.’’—NAS

7,017,419

43.38.Dv MICRO-MECHANICAL CAPACITIVE
INDUCTIVE SENSOR FOR WIRELESS DETECTION
OF RELATIVE OR ABSOLUTE PRESSURE

Michael Pedersen et al., assignors to Corporation for National
Research Initiatives

28 March 2006 „Class 73Õ718…; filed 31 August 2004

What do you get when you combine a capacitive pressure gauge and a
coil on different levels of the same circuit board? A wireless sensor! This
patent describes the way in which the inventors think this should be done,
on a low-temperature cofired ceramic �LTCC� circuit board. The whole con-
cept has been done before, just the materials are different.—JAH

7,019,437

43.38.Fx HIGH-EFFICIENCY PIEZOELECTRIC
SINGLE-PHASE UNI-POLAR ULTRASONIC
ACTUATORS WITH A NOTCHED PZT BACK DISC

Min-Shen Ouyang and Swe-Kai Chen, both of Hsinchu, Taiwan,
Province of China

28 March 2006 „Class 310Õ323.08…; filed 4 September 2003

This patent covers a funny little motor that spins due to rotational
asymmetries in its construction. The authors argue that asymmetry in a
stacked-disk piezoelectric actuator can cause thickness-mode vibrations to
be coupled efficiently to rotational motion of a backing plate. The concept of
failing to utilize pre-existing mode structures of circular symmetry seems
odd, but the authors maintain that radial slots and screws placed slightly off
equi-angular divisions work well, allowing ‘‘the maximum speed of the
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rotor to reach up to above 3000 rpm.’’ Well, one should hope so. The reader
is advised to look elsewhere for insights into ultrasonic motors.—JAH

7,019,621

43.38.Fx METHODS AND APPARATUS TO
INCREASE SOUND QUALITY OF PIEZOELECTRIC
DEVICES

Stanley E. Woodard, Hampton, Virginia et al.
28 March 2006 „Class 340Õ384.6…; filed 2 January 2001

The authors describe how one can make a broadband piezoelectric
transducer that can produce vibrations �buzzer� as well as produce good
sound. They propose ‘‘T’’-shaped unimorph and bimorph actuators having
various holes through them similar to those shown in the figure. They stress

the ability of this transducer to generate broadband vibration, but who needs
such a thing? A device of this general structure would also seem to have an
irregular acoustic response with general lack of bass. No design or perfor-
mance information is given.—JAH

7,021,419

43.38.Ja SPEAKER SYSTEM

Koichi Sadaie and Kenichiro Toyofuku, assignors to Onkyo
Corporation

4 April 2006 „Class 181Õ156…; filed in Japan 3 March 1999

This is a rewrite of United States Patent 6,798,891, originally filed in
Japan in 1999, reviewed in J. Acoust. Soc. Am. 117�4�, 1692 �2005�. That
patent described a small, sealed-box system in which sound from one or two
loudspeakers 11 emerged from a side-firing flared vent 42. Test results of ten
exemplary systems have now been included, apparently to demonstrate that
the basic idea really does work. Well, yes—in the sense that an additional air
mass coupled to the cone of a loudspeaker lowers the system resonance. The

technique was patented more than 50 years ago and is used in a number of
commercial subwoofers. This new patent also includes data demonstrating
that a flared vent produces less turbulence than a cylindrical vent �true� and
that lining the vent with absorptive material attenuates high-frequency noise
�true again�. However, the implication that this geometry can magically
‘‘widen the bass reproduction band’’ for a given size and efficiency is not
true.—GLA

7,011,178

43.38.Ja SOUND TRANSMITTER AND SPEAKER

Jean-Pierre Morkerken, Paris, France
14 March 2006 „Class 181Õ151…; filed in France 15 May 2001

At high sound levels, vented loudspeaker systems get into trouble.
Turbulence in the vent introduces unwanted damping and partial rectifica-
tion. During the past 5 years, we have seen considerable research into vent

turbulence and practical ways to minimize it. A number of patents have
already been granted, however, the application for this patent dates back to
2001, so it may predate some of them. Like other designs, a flared vent is
described but this one includes a bell-shaped section 6 at one end.—GLA

7,020,301

43.38.Ja LOUDSPEAKER

Satoshi Koura et al., assignors to Matsushita Electric Industrial
Company, Limited

28 March 2006 „Class 381Õ421…; filed in Japan 5 November 2001

Commercial ribbon tweeters have been available since the 1930s. A
number of variants have been developed, including what this patent refers to
as a ‘‘leaf tweeter,’’ in which a flat, multiple-turn voice coil 21 is bonded to
a nonmetallic diaphragm 20. The overall shape can be circular or rectangu-
lar. In this new version, magnet 27 overlaps pole piece 26, permitting the
use of a larger and/or shallower magnet. Also, the stepped gap tends to

concentrate a greater portion of the magnetic field in the voice coil region.—
GLA

7,013,281

43.38.Lc SOUND GENERATOR CIRCUIT PRE-
FILTER SYSTEM AND METHOD

James B. Henrie and Wayne B. Hile, assignors to Palm,
Incorporated

14 March 2006 „Class 704Õ270.1…; filed 12 March 2001

At one time, GenRad produced a multitone calibrator for sound level
meters. The transducer response was far from flat, but internal circuitry
adjusted the amplifier gain for each frequency. This patent describes a similar
concept. Many electronic devices include a digital multitone generator that
can play tunes. By adding a lookup table matched to the particular
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transducer used, the levels of individual frequencies can be held more or less
constant.—GLA

6,992,570

43.38.Md REST ROOM SOUND PRODUCING
DEVICE

Linda A. Weinstein Ide, Bronx, New York
31 January 2006 „Class 340Õ384.1…; filed 22 May 2003

Sometimes just the abstract says it best: ‘‘The device is located with
the �rest�room and can be activated to produce a sound upon a person
entering the cubicle such that the sound so produced covers up the normal
bodily noises of a person using the rest room.’’—MK

6,998,961

43.38.Md ALARM CLOCK WITH VOICE MESSAGE
INPUT

Shirley Ann Stihler, Del Rey Oaks, California
14 February 2006 „Class 340Õ309.9…; filed 28 January 2004

Once again, the ubiquitous sound chip makes an appearance. The basic
idea is to permit an alarm clock to play a wake-up call. Additionally, the
alarm clock can be connected to a telephone, thereby also serving as an
answering machine. Imagine the possibilities: parents could yell at sleeping
teenagers, reveille for boy scouts, the possibilities are endless.—MK

7,006,001

43.38.Md SPEECH-EMITTING CELEBRATION
DEVICE

Mark A. Estrada, El Paso, Texas et al.
28 February 2006 „Class 340Õ692…; filed 4 June 2002

Take the ubiquitous sound chip 20—activate it with a shock sensor 26

and you have a talking �or singing� piñata.—MK

7,013,522

43.38.Md TOOTHBRUSH ASSEMBLY WITH SOUND
GENERATING FUNCTION

Toshinori Kumagai, assignor to Ablecorporation, Limited
21 March 2006 „Class 15Õ105…; filed in Japan 1 July 2002

Ostensibly for children, this automated toothbrush has the ubiquitous
sound chip 5. By monitoring the number of rotations of the brush, differing

encouraging messages can be given. However, without sensing the torque,
how will it know that it’s actually in the mouth? Next step: talking
floss.—MK

7,015,390

43.38.Md TRIAD PICKUP

Wayne A. Rogers, Titusville, Florida
21 March 2006 „Class 84Õ723…; filed 15 January 2004

Simply put, the inventor wants to combine the outputs of a magnetic

guitar pickup, a microphone, and a piezoelectric pickup, all in one remov-
able assembly. A mixer schematic is provided.—MK

7,015,848

43.38.Md RECORDINGÕREPRODUCING
APPARATUS USING REFERENCE OSCILLATOR
FOR DIGITAL AUDIO

Masamichi Ohashi and Masamichi Tsuchiya, assignors to Nippon
Sogo Seisaku Company Limited

21 March 2006 „Class 341Õ155…; filed in Japan 12 February 2002

Much is made of the importance of using a low-jitter reference clock
in the recording chain. Wouldn’t it make sense to use an atomic clock with
the ion of your choice? Wouldn’t this be obvious? Apparently not.—MK

1165 1165J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Reviews of Acoustical Patents



7,023,770

43.38.Md ENCODING RATE-BASED,
PROGRAMMABLE, LINEAR VELOCITY,
COMPRESSED AUDIO COMPACT DISC PLAYER

Stephen J. Fedigan and Thomas N. Millikan, assignors to Texas
Instruments Incorporated

4 April 2006 „Class 369Õ47.33…; filed 12 September 2002

A simple way to change different playback rates in a compact disc is to
change the rotation speed of the motor depending on the encoding. That’s
it.—MK

6,987,992

43.38.Si MULTIPLE WIRELESS MICROPHONE
SPEAKERPHONE SYSTEM AND METHOD

Sukhdeep S. Hundal and Supajet Guy Pothiboon, assignors to
VTech Telecommunications, Limited

17 January 2006 „Class 455Õ569.1…; filed 8 January 2003

A system is described that appears to embody multiple instances of
prior art fashioned in a system that does not appear at all novel—with 23
claims—wireless microphones and receivers, automatic mixing, adaptive
echo cancelling, among others.—NAS

6,990,197

43.38.Si HANDS-FREE SPEAKER TELEPHONE

John Patrick Wong et al., assignors to Nokia Corporation
24 January 2006 „Class 379Õ433.02…; filed 8 November 2001

Here is a simpler and, as claimed in the patent, better way to build the

device described in the patent title. The patent principally appears to cover a
means of assembly for the case of the device.—NAS

7,019,955

43.38.Si MEMS DIGITAL-TO-ACOUSTIC
TRANSDUCER WITH ERROR CANCELLATION

Wayne A. Loeb et al., assignors to Carnegie Mellon University
28 March 2006 „Class 361Õ230…; filed 18 February 2004

A low-cost MEMS �micro-electrical-mechanical system� microspeaker
is described comprising a silicon chip CMOS �complementary metal oxide
semiconductor� diaphragm 14 and DSP �digital signal processing� drive cir-
cuits 12 that fits into an ear canal. The electrostatically biased MEMS dia-
phragm 14 is driven by pulses of charge from DSP circuitry within the

MEMS structure 12, fed from an external digital-audio signal �not shown
here�. Diaphragm 14 can also serve as a microphone sensor, with appropri-
ate DSP circuits added in 12, to provide, among other things, variable ca-
pacitance feedback and air impedance-matching signals for sound-
reproduction linearity and frequency-response compensation.—AJC

7,023,326

43.38.Si VIBRATION APPARATUS FOR A MOBILE
TELECOMMUNICATION TERMINAL AND
METHOD FOR CONTROLLING THE SAME

Seon-Woong Hwang, assignor to Samsung Electronics Company,
Limited

4 April 2006 „Class 340Õ384.71…; filed in the Republic of Korea 26
May 2001

The vibrator used in a cellular phone to signal an incoming call is
driven at its resonance by a digital frequency generator. However, as this
patent warns, the resonant frequency can be changed by physical abuse or
by adjacent objects, thus reducing the intensity of the signal. The solution
suggested here is to sequentially drive the vibrator at two or more frequen-
cies. A sensor can be added to identify and maintain the frequency of maxi-
mum vibration.—GLA

6,993,141

43.38.Tj SYSTEM FOR DISTRIBUTING A SIGNAL
BETWEEN LOUDSPEAKER DRIVERS

Stefan R. Hlibowicki, assignor to Audio Products International
Corporation

31 January 2006 „Class 381Õ111…; filed 30 August 2002

The patent discloses that the sum of the voltages V1 and V2 remain
the same regardless of the impedances of the loudspeakers 18 and 20 when
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connected to a center tapped autotransformer. Ohm and Kirchoff were
right.—NAS

6,996,240

43.38.Tj LOUDSPEAKER UNIT ADAPTED TO
ENVIRONMENT

Atsushi Sasaki, assignor to NEC Corporation
7 February 2006 „Class 381Õ58…; filed in Japan 21 March 1997

A means is described of correcting the sound emanating from a loud-
speaker 5, where the output of the speaker is picked up by a microphone 6,
digitally processed 3, and compared with the original electrical signal from

sound source 2. Equalization is applied in the processor module 3 to adjust
the electrical signal to compensate for the environment in which the loud-
speaker 5 is placed. Sounds familiar.—NAS

7,013,013

43.38.Vk SURROUND DEVICE

Yoshinori Takei, assignor to Pioneer Electronic Corporation
14 March 2006 „Class 381Õ307…; filed in Japan 20 March 1998

‘‘Dolby Stereo’’ refers to a two-channel matrix coding scheme in
which front-center is represented by an in-phase signal in both channels and
the surround effect is represented by an anti-phase relationship. It was

formerly used as the principal carrier of motion picture surround program as
well as in VHS duplicated tapes. This patent relates to improvements in the
decoding parameters, via equalization, to improve the subjective aspects of
localization.—JME

7,024,002

43.38.Vk METHOD AND APPARATUS FOR
SPATIALLY ENHANCING THE STEREO IMAGE IN
SOUND REPRODUCTION AND REINFORCEMENT
SYSTEMS

Baron C. Dickey, Mercer Island, Washington
4 April 2006 „Class 381Õ77…; filed 14 October 2004

This patent proposes to accomplish something long ago abandoned by
practitioners of large-scale concert sound reinforcement—the literal creation
over a large listening area of stereo sound coverage as it is normally enjoyed
in the home environment. In short, the approach is to divide the listening
area into major zones from front to back, with a separate set of loudspeakers
covering each zone. Left-right tapering of radiation angles in each zone is
presumably relied on to produce accurate left-to-right imaging. How well
can such an approach work? In the home environment, cross-firing of loud-
speakers can increase the stereo ‘‘sweet spot’’ by subtly trading off delay
and amplitude cues �Blauert, Spatial Hearing �MIT Press, 1999�, p. 209�.
However, in making the move from the living room to the arena, relative
amplitude cues scale with size, but delay cues do not. Conventional stereo
does not work in large spaces, and this is one of the reasons that the motion
picture art, as well as concert sound reinforcement, have long made use of a
center channel. Regarding fore-aft coverage uniformity, both motion pic-
tures and concert sound have gravitated to asymmetric radiation patterns in
order to maintain reasonably consistent response.—JME

7,011,638

43.40.Ng DEVICE AND PROCEDURE TO TREAT
CARDIAC ATRIAL ARRHYTHMIAS

Eleanor L. Schuler and Claude K. Lee, assignors to Science
Medicus, Incorporated

14 March 2006 „Class 601Õ46…; filed 14 November 2001

The goal of this device and method is to noninvasively control human
and animal hearts in the process of treating emergency arrhythmias of the
cardiac atrium. The device consists of a body containing a vibration member
that creates stimulation at a rate adjustable from nonvibrating mode to a

preferred operating range. The vibration member incorporates a vibrating
tip, which is used to contact the body. The process consists of positioning
the device in the vicinity of the cardoid artery bifurcation and sinus afferent
nerve sensors that carry coded signals to the medulla oblongata.—DRR

1167 1167J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Reviews of Acoustical Patents



7,023,066

43.40.Ph SILICON MICROPHONE

Sung Bok Lee and Peter V. Loeppert, assignors to Knowles
Electronics, LLC

4 April 2006 „Class 257Õ415…; filed 20 November 2001

MEMS �micro-electromechanical-systems� technology is used here to
produce a ‘‘silicon’’ microphone. The figure is self-evident, showing the

exposed diaphragm 14 and the set of compliant tangential arms 14a that
support the diaphragm and relieve stresses in it.—JME

7,016,155

43.40.Tm VIBRATION-CANCELING MECHANISM
AND HEAD GIMBAL ASSEMBLY WITH THE
VIBRATION-CANCELING MECHANISM

Tamon Kasajima and Masashi Shiraishi, assignors to SAE
Magnetics „H.K.… Limited

21 March 2006 „Class 360Õ234.6…; filed in Japan 4 July 2001

The author claims tuned dynamic damping of a gyro-stabilized disk
read head 22d. The damper 28-21-26-23 consists of flat material for ease of
precise manufacturing. Lateral vibration of the gimbaled arm supporting
beam 23 will cause torsion bending of beam 21c, resulting in tilting of mass

22 that maintains the position of read head 22d on its track. The resonant
frequency of mass 22 on spring 21c is tuned by micromachining of 21c to be
the same as the resonant frequency of the arm �not shown� supporting 23.
Material 28 is soft and also provides damping.—AJC

7,013,206

43.40.Vn ELECTRICALLY ADJUSTABLE
SEMIACTIVE DAMPER CONTROL

Alexander Stiller et al., assignors to Continental
Aktiengesellschaft

14 March 2006 „Class 701Õ37…; filed in Germany 27 April 2001

A shock absorber for automotive vehicles according to this patent is
actuated via a control system that makes use of wheel- and body-motion
signals. The range of the absorber force is adjusted to take road and driving
conditions into account, making use of signals that may represent such pa-
rameters as the vehicle’s longitudinal deceleration, changes in the brake
pressure, engine torque, or accelerator pedal position.—EEU

7,013,832

43.40.Vn ARRANGEMENT FOR DAMPING OF
STRUCTURAL RESONANCE

David C. Sexton et al., assignors to Bae Systems plc
21 March 2006 „Class 114Õ382…; filed in the United Kingdom 28

April 2000

In order to suppress the vibrations induced in the hull of a marine
vessel by its propulsion system, signals from a number of accelerometers
that are mounted on the hull are fed to a detector/controller that determines
the onset of resonant excitation of particular modes. Signals produced by
this controller are employed to actuate inertial masses �essentially, electro-
dynamic shakers� attached to the vessel’s thrust block or other suitable com-
ponent so as to generate forces that attenuate the resonant mode.—EEU

7,017,857

43.40.Vn ACTIVE VIBRATION CONTROL SYSTEM

Wayne Hill and Lev S. Tsimring, assignors to Foster-Miller,
Incorporated

28 March 2006 „Class 244Õ17.13…; filed 16 September 2002

A 20-Hz, helicopter-blade, passage-frequency, vibration-reduction sys-
tem is claimed where an accelerometer 10 provides a proxy signal that is
conditioned by a computer to drive actuators 18 and 20 located between the

airframe and the rotor/gearbox/engine assembly. Conditioning uses the state
of vibration to predict amplitude to improve cancellation accuracy. A 48%
reduction in vibration amplitude was observed.—AJC

7,017,889

43.40.Vn ACTUATOR DRIVE CONTROL DEVICE
FOR ACTIVE VIBRATION ISOLATION
SUPPORT SYSTEM, AND METHODS OF USING
SAME

Atsushi Abe, assignor to Honda Motor Company, Limited
28 March 2006 „Class 267Õ140.15…; filed in Japan 13 June 2003

An engine firing-frequency vibration-reduction system is claimed
where crank-pulse sensor Sa provides a reference-time proxy signal that is

conditioned by a computer to valves in actuators 29 placed between the
frame and the engine. Differences in firing state between the front and rear
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cylinder banks, which are computed based on previous engine-cylinder fir-
ing history, are used to compute the time when the actuator valves should be
operated.—AJC

7,015,812

43.50.Hg SOUND PROTECTING HEADSET WITH
PROXIMITY COLLISION AVOIDANCE
PROTECTION

Marc S. Lemchen, New York, New York
21 March 2006 „Class 340Õ541…; filed 4 October 1995

Earmuff-type hearing protectors incorporate an audible proximity de-
tector to warn of otherwise inaudible moving objects.—JE

7,024,010

43.50.Hg ELECTRONIC EARPLUG FOR
MONITORING AND REDUCING WIDEBAND NOISE
AT THE TYMPANIC MEMBRANE

William R. Saunders et al., assignors to Adaptive Technologies,
Incorporated

4 April 2006 „Class 381Õ317…; filed 19 May 2003

An active noise-reduction earplug is described that provides for deter-
mining the complex sound pressure at the tympanic membrane and at the
active transducer. This permits location of the microphone and the trans-
ducer at various locations within the earplug. Effective noise reduction up to
5 kHz is achieved.—JE

7,024,013

43.50.Hg SOUND REDUCTIONÕELIMINATION
DEVICE

Gregory A. Van Dam, Delray Beach and James Padula, Coconut
Creek, both of Florida

4 April 2006 „Class 381Õ376…; filed 12 January 2004

This is an earmuff with a cloth covering designed to be worn by the
sleeping partner of a snoring person. The device may ‘‘improve longevity of
relationship.’’—JE

7,016,506

43.50.Ki MODULAR ACTIVE NOISE AIR FILTER
SPEAKER AND MICROPHONE ASSEMBLY

Brian Chiara, assignor to Siemens VDO Automotive Incorporated
21 March 2006 „Class 381Õ71.4…; filed 25 September 2002

Automotive engines emit substantial noise from the air intake as well
as the exhaust. The intake would seem to be an attractive candidate for
active noise suppression because the system components do not have to
withstand corrosive gases at high temperatures. Even so, the sensing

microphone may be exposed to debris and foul weather. This very short
patent describes a method of burying the microphone inside the intake air
filter. In a preferred embodiment, the microphone, speaker, and air filter are
combined into a single unit that can be easily installed.—GLA

7,020,288

43.50.Ki NOISE REDUCTION APPARATUS

Toshihiko Ohashi, assignor to Matsushita Electric Industrial
Company, Limited

28 March 2006 „Class 381Õ71.4…; filed in Japan 20 August 1999

This is an active noise cancellation �ANC� system for the interior of
moving vehicles in which multiple interior microphones, engine-speed-, and
running-speed-sensor signals provide information to an ANC unit containing
signal processing and amplification to feed interior speakers 91 and 93 and

passenger headrest speakers 92. Bone-conduction actuators, not shown,
placed near 93, are an alternate. The ANC unit includes adaptive-filter signal
processing for voice-sound-frequency recognition and loudness enhance-
ment according to individual passenger seat locations.—AJC

7,011,181

43.55.Ev SOUND INSULATION SYSTEM

Donald C. Albin, Jr., assignor to Lear Corporation
14 March 2006 „Class 181Õ290…; filed 8 July 2003

This is a vehicle floor-pan acoustical absorber comprising pleated ma-
terial 22 with fibers oriented vertically and corrugated surface 12–16

forming a remaining air gap. Pleating 22 is formed by a Strutto machine.
Claims include mold method, shape 24, heating, and sequence. Some im-
proved absorption above 1 kHz is evident from the author’s test data.—AJC
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6,991,549

43.58.Wc SOUND PRODUCING PLAY APPARATUS

Grant Ballin, assignor to Wonderworks LLC
31 January 2006 „Class 472Õ106…; filed 24 July 2003

When tilted, a flat platform with pegs 82 will induce balls 86 to roll
and hit the pegs, thereby producing sound. Of course the pegs can be of any

shape and could be tuned to any scale. Think of a pinball machine with more
than one ball and tuned bumpers.—MK

7,015,630

43.58.Wc PIEZOELECTRIC VIBRATION PIECE,
PIEZOELECTRIC DEVICE USING PIEZOELECTRIC
VIBRATION PIECE, PORTABLE PHONE UNIT
USING PIEZOELECTRIC DEVICE, AND
ELECTRONIC EQUIPMENT USING PIEZOELECTRIC
DEVICE

Hideo Tanaya, assignor to Seiko Epson Corporation
21 March 2006 „Class 310Õ370…; filed in Japan 17 December 2002

This patent seems oddly focused on high-stability piezoelectric reso-
nators of the tuning-fork-type for use as buzzers. The device pictured is said
to be useful for all sorts of sound and vibration actuators, but nothing is
mentioned pertaining to use in a clock. The tuning-fork bars are recessed in
a peculiar way that is supposed to make them less temperature sensitive; the
inventors argue that this is due to the bar shape. One might conjecture that

this is due to reduced coupling to out-of-plane vibrations, as the authors did,
but this is not obvious from the design.—JAH

7,012,854

43.60.Dh METHOD FOR DETECTING EMITTED
ACOUSTIC SIGNALS INCLUDING SIGNAL
TO NOISE RATIO ENHANCEMENT

Pei-hwa Lo, assignor to Honeywell International Incorporated
14 March 2006 „Class 367Õ135…; filed 21 June 1990

This method detects emitted acoustic signals and improves signal-to-
noise ratios, wherein the emitted signals are distinguished from self-noise
transient signals. Because the emitted signals are unsteady, the process uses
multiple sensors and an adaptive-filter technique having the capability to

track the emitted signal and to enhance the signal-to-noise ratio. By moni-
toring noise statistics of the sensor signals, the digital adaptive-tuning filter
bank automatically adjusts its upper threshold �to eliminate strong tonals�
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and its lower threshold �to eliminate background noise� in order to obtain a
discovered frequency band.—DRR

7,023,323

43.60.Dh FREQUENCY HOPPING SPREAD
SPECTRUM PASSIVE ACOUSTIC WAVE
IDENTIFICATION DEVICE

Paul A. Nysen, assignor to X-Cyte, Incorporated
4 April 2006 „Class 340Õ10.1…; filed 14 October 2003

This is a transponding identification system relying on acoustic delays
encoded in SAW tag 200 �‘‘passive acoustic transformer’’� affixed to an-
other object which may be in motion. A combination �202–214� of matching
encoding and decoding SAW, delay line, and acoustical and frequency-
hopping techniques, where the ‘‘chirp’’ method is replaced with a discon-
tinuous serial-hopping sequence �66 kHz rate�, provide encoding and decod-
ing of tag information with up to 16 degrees of freedom. Modulated rf

signals are transmitted to, and received from, tag 200 by microwave rf
carriers. The tagged object may be in motion. The interrogating-receiver
homodyne demodulator 206-218-208-210 produces a base-band signal that
may need Doppler compensation by a DSP in analyzer 214. The frequency
range from demodulator 210 is below 3000 Hz and is amenable to long
distance transmission from mixer 208 to 210–212 over conventional
twisted-pair wires. Characteristics stored in 214 provide decoding of the
information received from tag 200.—AJC

7,020,290

43.60.Fg METHOD AND APPARATUS FOR PICKING
UP SOUND

Zlatan Ribic, Vienna, Austria
28 March 2006 „Class 381Õ92…; filed in the European Patent Office

7 October 1999

The patent deals with the adaptive synthesis of directional pickup pat-
terns in hearing aid applications to improve reception by the user. Higher-

order frontal directivity can be attained if an in-line microphone array can be
accommodated.—JME

7,020,291

43.60.Fg NOISE REDUCTION METHOD WITH SELF-
CONTROLLING INTERFERENCE FREQUENCY

Markus Buck et al., assignors to Harman Becker Automotive
Systems GmbH

28 March 2006 „Class 381Õ92…; filed in Germany 14 April 2001

Quoting from the abstract, the patent ‘‘relates to a method with which
speech is captured in a noisy environment with as high a speech quality as
possible. To this end, a compact array of, for example, two single micro-
phones is combined to form one system through signal processing methods
consisting of adaptive beam formation and spectral subtraction. Through the
combination with a spectral subtraction, the reference signal of the beam
former is freed from speech signal components to the extent that a reference
signal of the interference is formed and the beam former produces high
gains.’’—JME

7,012,652

43.60.Qv AUDIO HUSH FOR ENTERTAINMENT
EQUIPMENT AND PARTICULARLY TELEVISION
RECEIVERS

Harold J. Weber, assignor to Sam Stuff Property Trust
14 March 2006 „Class 348Õ632…; filed 9 January 2003

A remote control is designed to provide television-sound quieting as a
practical alternative to the usual mute control. This device provides a
method of quickly reducing the audio volume of a television or radio pro-
gram from an overbearing sound level to a more tolerable level and then
returning the volume to the original level that was set prior to the reduction.
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As far as this reviewer is concerned, he’d just as soon zip past the commer-
cials on his Tivo.—DRR

7,002,069

43.66.Lj BALANCING MID INSTRUMENT VOLUME
LEVELS

Adarsh S. Desai et al., assignors to Motorola, Incorporated
21 February 2006 „Class 84Õ645…; filed 9 March 2004

Consider the mobile telephone: when playing a MIDI file on the
phone, the levels will vary from file to file. So, use a perceptual mapping of
the MIDI notes and the tiny loudspeaker on the phone. This perceptual map
adjusts the gain for each MIDI channel.—MK

6,965,541

43.66.Qp GUN SHOT DIGITAL IMAGING SYSTEM

Brett D. Lapin and Nicholas D. Beser, assignors to The Johns
Hopkins University

15 November 2005 „Class 367Õ118…; filed 7 November 2003

Several recent patents have covered methods for detecting gunshots
and locating the source of the sound, usually in an open, outdoor setting.
This system would not only do that, and produce recordings of the detected

sound, but would also aim cameras at the computed source locations in an
attempt to produce photographs of the shooter. The patent text, as well as the
claims, are more concerned with the optical aspects of camera control than
with the acoustical details of the event detection.—DLR

7,013,014

43.66.Ts HEARING DEVICE SYSTEM WITH
BEHIND-THE-EAR HEARING AID DEVICES
FASHIONED SIDE-SPECIFIC

Gerhard Ach-Kowalewski and Hartmut Ritter, assignors to
Siemens Audiologische Technik GmbH

14 March 2006 „Class 381Õ313…; filed in Germany 20 December
2002

In order to improve the directivity of behind-the-ear hearing aids uti-
lizing directional microphones, at least three openings for microphone inlets

are placed on either the left or the right side of the hearing aid housing. The
hearing aids are positioned on each ear so that the microphone openings will
always face outward from the wearer’s head.—DAP

7,013,015

43.66.Ts METHOD FOR THE OPERATION OF A
HEARING AID DEVICE OR HEARING
DEVICE SYSTEM AS WELL AS HEARING AID
DEVICE OR HEARING DEVICE SYSTEM

Volker Hohmann et al., assignors to Siemens Audiologische
Technik GmbH

14 March 2006 „Class 381Õ318…; filed in Germany 2 March 2001

To reduce acoustic-feedback oscillation in hearing aid fittings, signals
are compared from two microphones spaced apart, for example, on each ear

of a binaural fitting. If oscillations are present in only one of the microphone
signals, acoustic feedback is assumed and gain is reduced at that frequency
or correlated parts of the signal are removed.—DAP
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7,014,657

43.66.Ts MIDDLE-EAR IMPLANT

Saumil N. Merchant and Joseph B. Nadol, Jr., assignors to
Massachusetts Eye & Ear Infirmary

21 March 2006 „Class 623Õ10…; filed 26 July 2000

Diseases such as otitis media can produce fluid or fibrous tissue accu-
mulation in the middle-ear chamber that might interfere with sound propa-
gation to the inner ear. A gas-filled balloon is surgically placed in the middle
ear in partial contact with the eardrum to displace the fluid and tissue in
order to allow near-normal functionality of the eardrum, the ossicles in the
middle ear, and the round window of the inner ear.—DAP

7,016,507

43.66.Ts METHOD AND APPARATUS FOR NOISE
REDUCTION PARTICULARLY IN HEARING
AIDS

Robert Brennan, assignor to AMI Semiconductor Incorporated
21 March 2006 „Class 381Õ71.6…; filed 16 April 1998

In the presence of speech, the magnitude spectrum of the input signal
is compared to the noise-magnitude spectral estimate that has been

computed in the absence of speech. An attenuation function modifies the
input signal depending on signal-to-noise ratio: no input-signal modification
is made for very high and very low signal-to-noise ratios.—DAP

7,016,510

43.66.Ts HEARING AID AND OPERATING METHOD
FOR AUTOMATICALLY SWITCHING TO A
TELEPHONE MODE

Georg-Erwin Arndt et al., assignors to Siemens Audiologische
Technik GmbH

21 March 2006 „Class 381Õ312…; filed in Germany 10 October 2003

The object is to detect that the wearer of a binaural hearing aid fitting
is making a telephone call and to automatically switch from microphone
mode to induction-coil mode. The method uses the difference detected in the

induction-coil outputs of the left and right hearing aids caused by the mag-
netic input signal from the telephone, which may include interference
signals.—DAP

7,016,512

43.66.Ts BTEÕCIC AUDITORY DEVICE AND
MODULAR CONNECTOR SYSTEM THEREFOR

Jim Feeley and Mike Feeley, assignors to Hear-Wear Technologies,
LLC

21 March 2006 „Class 381Õ324…; filed 29 August 2003

An elastic-deformable cushion tip forms the acoustic termination of a
combination over-the-ear/in-the canal hearing aid. The speaker module,
which is located in the in-the-canal portion of the device, is removably

connected via wires to an over-the-ear assembly in which audio processing
is performed. The speaker module also has a raised ridge to prevent its
removal from the cushion tip.—DAP

7,017,276

43.66.Ts HEARING AID DRYER

Bernard Jay Greenspan, San Diego, California et al.
28 March 2006 „Class 34Õ80…; filed 3 June 2004

The components and interconnections within hearing aids are sensitive
to moisture ingress, which is sometimes alleviated by placing the hearing
aids into dryers to remove the moisture. In time, the dryer itself becomes
saturated with moisture, which is typically remedied by removal of the
desiccant and application of high temperatures. To more safely and conve-
niently regenerate the desiccant material, a dryer is constructed with a sepa-
rate compartment for the desiccant with perforated cover and a heating cycle
for desiccant regeneration.—DAP

7,020,296

43.66.Ts METHOD FOR OPERATING A HEARING
AID SYSTEM AND HEARING AID SYSTEM

Torsten Niederdränk, assignor to Siemens Audiologische Technik
GmbH

28 March 2006 „Class 381Õ315…; filed in Germany 29 September
2000

Characteristics of the acoustic fields are detected and analyzed by each
hearing aid in a binaural fitting and shared via bidirectional wireless com-
munication across the wearer’s head or to/from an external remote device.
The signal processing of each hearing aid is adapted based on parameters
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such as frequency spectra, spatial characteristics, modulation frequency and
depth of the desired signal, and noise signals incident at each hearing aid.—
DAP

7,020,297

43.66.Ts SUBBAND ACOUSTIC FEEDBACK
CANCELLATION IN HEARING AIDS

Xiaoling Fang et al., assignors to Sonic Innovations, Incorporated
28 March 2006 „Class 381Õ317…; filed 15 December 2003

An audio signal is divided by a filterbank into several digital subband
signals. Two cascaded narrow-band filters are combined with a fixed delay
to represent the feedback path in each subband. The first filter is used to
model the static portion of the feedback path in each subband. The second
filter is typically a FIR type and is used for tracking variations in the feed-
back path in each subband.—DAP

7,024,011

43.66.Ts HEARING AID WITH AN OSCILLATION
DETECTOR, AND METHOD FOR DETECTING
FEEDBACK IN A HEARING AID

Volkmar Hamacher et al., assignors to Siemens Audiologische
Technik GmbH

4 April 2006 „Class 381Õ320…; filed in Germany 12 May 1999

If a sinusoidal signal exists over a number of sample periods, there is
a possibility that the hearing aid is oscillating. A long-term average value is
compared to a short-term average value of the digitized input signal. If the

two values are essentially the same, it is assumed that oscillation is occur-
ring, and a filter may be adapted to attenuate energy at that frequency.—
DAP

7,014,613

43.66.Yw SYSTEM AND METHOD FOR OBJECTIVE
EVALUATION OF HEARING USING AUDITORY
STEADY-STATE RESPONSES

Michael S. John and Terence W. Picton, both of Toronto, Ontario,
Canada

21 March 2006 „Class 600Õ559…; filed 29 April 2004

This patent describes an apparatus and method for evaluating a sub-
ject’s hearing by recording steady-state auditory evoked responses. The
equipment generates a steady-state auditory-response-potential stimulus

containing multiple stimulus components, relays the stimulus to the subject,
senses response potentials while simultaneously presenting the stimulus, and
determines whether the sensed potentials contain multiple responses to the
stimulus.—DRR

7,016,504

43.66.Yw PERSONAL HEARING EVALUATOR

Adnan Shennib, assignor to Insonus Medical, Incorporated
21 March 2006 „Class 381Õ60…; filed 21 September 1999

This is a portable, handheld, hearing evaluator consisting of an audio
transducer �speaker� and auxiliary circuitry for delivering acoustic test
stimuli to a test subject within the direct sound field of the device. The
device delivers multilevel and multifrequency test signals for a subjective
response by the test subject holding the device. An ultrasonic position sensor
determines the position of the device with respect to the subject’s ear or a
portion of interest of the head of the test subject. The acoustic test stimuli
are controlled and regulated according to the position of the device with
respect to the test subject so that appropriate levels of test stimuli are pre-
sented only when the device is within a proper range and regardless of its
exact position on the test subject’s head. In one embodiment, the handheld
device can be connected to an auxiliary instrument, e.g., a computer or a
microprocessor-based audiometer for remote control of the device and for
registering audible responses via a response switch on the device.—DRR

7,020,581

43.66.Yw MEDICAL HEARING AID ANALYSIS
SYSTEM

Andrew B. Dittberner, assignor to Medacoustics Research &
Technology

28 March 2006 „Class 702Õ183…; filed 20 October 2003

This is a hearing-aid analysis system for objectively evaluating the
effectiveness of advanced hearing aid technologies by comparing the results
of computer speech recognition obtained from enhanced and unenhanced
speech. The system first presents an original unprocessed speech signal to
the speech recognition software as a control measure. A speech signal is then
processed through the hearing aid and through hearing-loss filtering to simu-
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late as closely as possible the effect of the hearing aid as worn by the patient
and the system performs recognition on this speech signal. The software
then compares the recognition rates of the two different signals. On this
basis, the system creates an objective indication of the benefit to be gained
from the hearing aid under test, relative to the control measure.—DRR

6,963,841

43.70.Dn SPEECH TRAINING METHOD WITH
ALTERNATIVE PROPER PRONUNCIATION
DATABASE

Anthony H. Handal et al., assignors to Lessac Technology,
Incorporated

8 November 2005 „Class 704Õ270…; filed 9 January 2003

This patent is a riot. It begins with a couple of pages of pathetically
naive discussion of phonetics and speech recognition technology. A com-
puter system is then described which would analyze your spoken inputs and
then teach you how to speak correctly. This would be done using something
called the ‘‘Lessac System,’’ which seems to be some sort of theory of the
phonetic structure of speech. The system, as provided, would include vari-
ous dictionaries of correct pronunciations, such as general American English
and southern American dialect. The system would allegedly be able to alert
the user to substandard pronunciations, such as ‘‘nuculer’’ for ‘‘nuclear.’’—
DLR

7,020,610

43.72.Fx APPARATUS FOR RESPONDING TO
SOUND AT A REMOTE TERMINAL

Hiromi Okitsu, assignor to Yamaha Corporation
28 March 2006 „Class 704Õ270.1…; filed in Japan 3 August 1998

This omnibus patent deals with adaptive analysis and identification of
speech and other signals in terms of source location and spectral/temporal

characteristics. Applications range from remote sensing in security systems
to providing information for the hearing impaired.—JME

7,016,746

43.72.Gy DIGITAL AUDIO SIGNAL FILTERING
MECHANISM AND METHOD

Philip R. Wiser et al., assignors to Microsoft Corporation
21 March 2006 „Class 700Õ94…; filed 16 May 2002

The audio processing profiles for a particular audio source signal are
organized and stored according to the program content and the specific
bandwidths to be delivered, e.g., 14.4 kbps or 28.8 kbps. From these cat-
egorizations, sound engineers can compare and select from different combi-
nations of preprocessing, filtering, and encoding that optimize sound quality
for the bandwidth required.—DAP

6,965,862

43.72.Ja READING MACHINE

Carroll King Schuller, Deptford, New Jersey
15 November 2005 „Class 704Õ258…; filed 11 April 2002

The author apparently never heard of Kurzweil’s patents on this tech-
nology, issued in the 1980s. There are no references here to that work, but
neither does there seem to be anything new here that was not then covered.
The speech synthesis subsystem is represented in a couple of the claims
simply as the ‘‘sound-producing element.’’—DLR

6,963,839

43.72.Ne SYSTEM AND METHOD OF
CONTROLLING SOUND IN A MULTI-MEDIA
COMMUNICATION APPLICATION

Joern Ostermann et al., assignors to AT&T Corporation
8 November 2005 „Class 704Õ260…; filed 2 November 2001

This idea seems fairly obvious, but that doesn’t mean the patent office
would cast it out. When a text email message is to be synthesized and
delivered in the form of speech, the synthesis strategy would include scan-
ning for text emoticons, the little character patterns which typically denote
moods, such as surprise, irritation, etc. The synthesized voice output would
be modified by adjusting vocal intensity or pauses. There is no mention here
of adjusting pitch, although several other patents, mentioned and incorpo-
rated by reference, may include that nicety.—DLR

6,963,840

43.72.Ne METHOD FOR INCORPORATING
MULTIPLE CURSORS IN A SPEECH RECOGNITION
SYSTEM

Charles Sumner, assignor to International Business Machines
Corporation

8 November 2005 „Class 704Õ270…; filed 12 January 2001

This patent deals with techniques for managing the edit cursor during
the operation of a speech-recognition dictation system. The central idea
seems to be the use of multiple cursors to minimize the confusions inherent
in trying to move the cursor from one edit position to another. A typical
situation might be the switch from entry at the end of the body of text to a
temporary location where editing is to be done on previously entered text.
After the editing, the most natural operation, it is argued here, would be to
simply resume the entry of new text without having to reposition the cursor
to the end.—DLR
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6,965,863

43.72.Ne SPEECH RECOGNITION USER
INTERFACE

Sarah E. Zuberec et al., assignors to Microsoft Corporation
15 November 2005 „Class 704Õ270…; filed 12 November 1998

This patent deals with a protocol for notifying the user when the
speech recognition function is operating and when it has been shut down to
save power or to switch to an alternate mode. In this case, the application is
an automobile navigation system. A row of dots on a display would notify
the passage of the active time interval. A pattern of distinctive, and perhaps
programmable, sounds would indicate the changes of state, which could
involve switching vocabularies, or other such system changes, as well as
power control.—DLR

7,016,835

43.72.Ne SPEECH AND SIGNAL DIGITIZATION BY
USING RECOGNITION METRICS TO SELECT
FROM MULTIPLE TECHNIQUES

Ellen Marie Eide et al., assignors to International Business
Machines Corporation

21 March 2006 „Class 704Õ231…; filed 19 December 2002

If the input information has certain physical parameters that affect
recognition accuracy, such as fast speech, speech with background noise or
music, or accented speech, a characteristic-specific recognizer is used that

demonstrates improved performance for the specific physical parameter or
subsets of the input information. Otherwise, a general recognizer is
utilized.—DAP

6,965,812

43.72.Ne SPEECH INTERFACE FOR AN
AUTOMATED ENDOSCOPIC SYSTEM

Yulun Wang and Darrin Uecker, assignors to Computer Motion,
Incorporated

15 November 2005 „Class 700Õ258…; filed 11 March 2002

United States patent law allows the granting of a patent for any trivi-
ally novel application of well-known technology. It’s not bad enough that a
patent may be granted for the idea of using well-known speech-recognition
technology in a generally new area, such as system control, but that each
and every such system may be granted its own patent. The requirement is
merely that the new combination not be obvious. Here, the application is a
medical endoscope. While watching the progress on a monitor, the doctor
would speak commands, such as ‘‘move,’’ ‘‘step,’’ ‘‘left,’’ ‘‘right,’’ ‘‘slower,’’
‘‘faster,’’ and so on. A standard, commercial speech recognizer would do the
analysis.—DLR

7,016,838

43.72.Ne METHOD AND SYSTEM FOR FRAME
ALIGNMENT AND UNSUPERVISED ADAPTATION
OF ACOUSTIC MODELS

William H. Rockenbeck et al., assignors to Microsoft Corporation
21 March 2006 „Class 704Õ244…; filed 12 November 2004

Alignment unit boundaries are formulated for individual utterances to
reduce processing time and the amount of data storage reserved for decoding
the transcript in unsupervised adaptation. Alignment time is reduced for

aligning individual frames of speech with particular acoustic units in the
transcript by using alignment-unit boundaries with a reduced set of feature
vectors for each utterance.—DAP
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7,019,202

43.75.Gh ACOUSTIC GUITAR WITH
REVERBERATING BRIDGE ASSEMBLY

Robert Hetzel, Staten Island, New York
28 March 2006 „Class 84Õ299…; filed 14 June 2004

The inventor believes that inserting a hollow metal tube underneath the
strings at the bridge will produce ‘‘reverberation.’’A more likely explanation
for sound effects produced by the tube would include induction of vibration
in other strings as well as the sliding of the string on the tube.—MK

7,002,070

43.75.Mn ELECTRONIC PIANO

Shelley Katz, East Sussex, the United Kingdom
21 February 2006 „Class 84Õ718…; filed 24 June 2002

The inventor proposes adding distributed mode loudspeakers 220 and
222 �see the numerous NXT patents for more details� to an electric piano as

shown in the figure. These loudspeakers provide the more reverberant sound
of the soundboard. Other cone loudspeakers are also used to provide the
string sounds �218, 214, 216�.—MK

7,005,571

43.75.Wx MIDI CONTROLLER PEDALBOARD

Warren R. Groff, Los Osos, California
28 February 2006 „Class 84Õ645…; filed 11 October 2002

It is right that organ players with happy feet should be left out of the
MIDI world? This inventor thinks not and proposes the obvious way to
construct such a device.—MK

7,015,391

43.75.Wx ANALOG ELECTRONIC DRUM SET,
PARTS FOR DRUM STICK, ANALOG ELECTRONIC
DRUM SET AND FOOT-PEDAL UNIT

Shingo Tomoda, Hachiouji-shi, Tokyo, Japan
21 March 2006 „Class 84Õ726…; filed in Japan 7 September 2000

Rather than depend on MIDI effects for a drum set �MIDI has time

delay�, the inventor wants to use analog effects. Besides being obvious, the
patent is full of poor translations and spellings.—MK

7,019,205

43.75.Wx ENTERTAINMENT SYSTEM,
ENTERTAINMENT APPARATUS, RECORDING
MEDIUM, AND PROGRAM

Takafumi Fujisawa et al., assignors to Sony Computer
Entertainment Incorporated

28 March 2006 „Class 84Õ609…; filed in Japan 14 October 1999

Another in the long line of Sony patents covering the PlayStation, this
disclosure covers the user interface of the music editor. While specific to the
manual controller of the PlayStation, the inventors do describe the interface
in a fair amount of detail.—MK

7,016,722

43.80.Qf SYSTEM AND METHOD FOR FETAL
BRAIN MONITORING

Leslie S. Prichep, assignor to New York University
21 March 2006 „Class 600Õ544…; filed 28 February 2003

The device and methodology are directed to a noninvasive method of
monitoring of brain wave response of a fetus in utero. The method involves
connecting an auditory transducer, including at least one biosensor elec-
trode, to a mother’s abdomen. The transducer is pulsed with rectangular
waves and tone pips of a selected frequency to emit pulsed audible sounds at
predetermined times in combination with the steps of detecting, for each
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pulsed audible sound, a series of voltage oscillations corresponding to brain-
stem auditory evoked responses �BAER� of the fetus. The oscillations are
time-locked to the corresponding audible sound. A computer-based quanti-
tative EEG system improves the signal-to-noise ratio of the BAER digital
data using an adaptive-optimum filtering algorithm and analyzes the BAER
digital data relative to a reference database.—DRR

7,022,077

43.80.Qf SYSTEMS AND METHODS FOR MAKING
NONINVASIVE ASSESSMENTS OF CARDIAC
TISSUE AND PARAMETERS

Pierre D. Mourad et al., assignors to Allez Physionix Limited
4 April 2006 „Class 600Õ449…; filed 1 July 2003

A number of methods and systems are disclosed in this patent for
noninvasive assessment of cardiac-tissue properties and cardiac properties
through the use of ultrasound. Determination of myocardial tissue stiffness,
tension, strain, strain rate, and other mechanical properties may be used to

assess myocardial contractility, myocardial ischemia and infarction, ven-
tricular filling, atrial pressures, and diastolic functions. Noninvasive systems
are also described in which ultrasound is used to acoustically stimulate or
palpate target cardiac tissue or to induce a response at a cardiac tissue site
that relates to cardiac tissue properties and/or cardiac parameters.—DRR

7,022,076

43.80.Qf BONE VELOCITY DETERMINATION

Edward Kantorovich and Yehuda Niv, assignors to Sunlight
Medical Limited

4 April 2006 „Class 600Õ449…; filed in Israel 8 November 1998

The object of this device is to noninvasively measure the mechanical
properties of bone through determination of the sound velocity measured
along the main axis of the bone. In some preferred embodiments, an ultra-
sonic wave is transmitted through a joint between two bones. In one of these
preferred embodiments, the wave is transmitted from the pelvis to the knee,
thereby passing through a pelvic bone and a hip bone. A moderately high
ultrasonic frequency is used so that the wavelength is smaller than the cross-

section diameter of the bone, or at most, two or three times its size, for
example, about 160 kHz for a femoral neck. Theoretically, if the cross-
sectional diameter is greater than 0.7 times the wavelength, the velocity of
the wave is about the same as if the cross section were infinite.—DRR

7,022,079

43.80.Qf ULTRASONIC DIAGNOSTIC APPARATUS

Yoichi Ogasawara, assignor to Kabushiki Kaisha Toshiba
4 April 2006 „Class 600Õ458…; filed in Japan 22 August 2001

This ultrasonic diagnostic device uses multiple ultrasonic pulses at
sufficiently high intensities to cause the collapse of a contrasting agent in-
jected into the patient. An ultrasonic reception section receives an echo-
signal cluster from the irradiated subject as the result of these electronic

pulses and combines the echo with an additive signal to generate multiple rf
data signals. A TIC/MTT section measures and displays the time intensity
curve �TIC� and measures the mean transit time �MTT� of the blood flow
based on the TIC.—DRR

7,022,084

43.80.Qf HEART-SOUND DETECTING APPARATUS
AND HEART-SOUND DETECTING METHOD

Toshihiko Ogura, assignor to Colin Medical Technology
Corporation

4 April 2006 „Class 600Õ528…; filed in Japan 7 February 2001

This is an apparatus for detecting a heart sound that uses a pressure-
pulse-wave sensor designed to be worn on a body part of the patient that is
distant from the chest. The pressure-pulse wave is generated by an artery at

the location where the sensor is placed. The sensor generates a pressure-
pulse-wave signal that is processed by a heart-sound extracting device.—
DRR
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7,024,001

43.80.Qf STETHOSCOPE

Tsutomu Nakada, assignor to Japan Science and Technology
Corporation

4 April 2006 „Class 381Õ67…; filed in Japan 30 September 1999

This is not the usual stethoscope for listening to heart beats. Rather, it
is a portable device for acquiring data regarding hemoglobin of an organism
by the use of near-infrared light. A radiation/light-receiving fiber serves as a
probe for noninvasively irradiating a diseased part with near-infrared light.
The probe is applied to the diseased part in order to measure, for example,
a change of the cerebral circulation blood flow. The change is heard as

sound pulse modulation. More specifically, a light beam of three wave-
lengths, ��760, 800, and 830 nm, from a semiconductor laser light source
is applied to the diseased part, the reflection data from the diseased part are
processed by a control device, and the change in reflection data is converted
to a change in pulse frequency of the sound of constant pitch and volume,
thereby enabling a physician to carry out auscultation with his/her own
ears.—DRR

7,022,089

43.80.Sh ULTRASONIC WAVE COSMETIC DEVICE

Takafumi Ooba et al., assignors to Matsushita Electric Works,
Limited

4 April 2006 „Class 601Õ2…; filed in Japan 28 May 2001

This device is a possible tool for health spas which would produce
ultrasonic wave stimulation of facial skin by an ultrasonic-wave vibration
unit. The device includes a probe provided with a vibration unit in which
one surface of the vibration unit contacts the skin and another surface is

structured as a horn connected to the ultrasound transducer. A transducer
drive unit produces a fundamental frequency which results in a half wave-
length that matches the thickness of the vibration unit �equal to the sum of
the transducer and the horn�. Alternatively, the drive can produce a harmonic
frequency that is an integer multiple of the fundamental frequency.—DRR

7,022,075

43.80.Vj USER INTERFACE FOR HANDHELD
IMAGING DEVICES

Sorin Grunwald et al., assignors to Zonare Medical Systems,
Incorporated

4 April 2006 „Class 600Õ446…; filed 29 October 2003

This interface includes icons, tabs, and menu items that vary with
context and can be voice activated or selected by touch.—RCW

7,022,073

43.80.Vj BORDER DETECTION FOR MEDICAL
IMAGING

Liexiang Fan et al., assignors to Siemens Medical Solutions USA,
Incorporated

4 April 2006 „Class 600Õ437…; filed 2 April 2003

A boundary in an image is defined by a curve with a tangent that is
nominally perpendicular to the gradient of the image amplitude along the
curve. Starting from the initial boundary, a boundary associated with a mini-
mum cost function or associated with the closest boundary where the tan-
gent and the gradient are orthogonal is identified. The initial boundary is
refined to minimize the departure of the tangent from being normal to the
gradient or by identifying a boundary based on the orthogonality
relationship.—RCW

7,022,078

43.80.Vj METHOD AND APPARATUS FOR
SPECTRAL STRAIN RATE VISUALIZATION

Andreas Heimdal and Hans Garmann Torp, assignors to GE
Medical Systems Global Technology Company, LLC

4 April 2006 „Class 600Õ453…; filed 28 February 2002

A strain rate corresponding to the deformation of tissue in a region

defined by a time gate is computed using Doppler echo signals that are
processed to obtain spectra.—RCW

7,011,632

43.80.Vj METHODS AND APPARATUS FOR
ULTRASONIC COMPOUND IMAGING

Franz Steinbacher and Josef Steininger, assignors to Kretztechnik
AG

14 March 2006 „Class 600Õ437…; filed 18 September 2001

Two or more ultrasound transmit beams are directed to the same scan
position. The beams differ in focus depth, aperture size, center frequency, or
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pulse length. Echos from the beams are received with bandwidths or center
frequencies that are varied. Beams formed from the echos can be weighted
before or after compounding.—RCW

7,022,074

43.80.Vj METHOD AND APPARATUS FOR
GENERATING A MULTI-LEVEL ULTRASOUND
PULSE

Kjell Kristoffersen and Hans Garmann Torp, assignors to GE
Medical Systems Global Technology Company, LLC

4 April 2006 „Class 600Õ437…; filed 12 June 2003

A sequence of three pulses is produced, each having different ampli-
tudes. One of the amplitudes is positive, another of the amplitudes is nega-
tive, and the third amplitude is an intermediate level. The pulse sequence is

applied to a transducer to produce desired excitations for transmit
beamforming.—RCW

7,022,081

43.80.Vj HEAT SEALABLE TRANSDUCER SHIELD
AND METHOD OF APPLICATION

Nelson H. Oliver, assignor to Siemens Medical Solutions USA,
Incorporated

4 April 2006 „Class 600Õ459…; filed 20 August 2003

Diced ultrasonic-transducer stacks are covered with a film that is
bonded to the stacks without using heat. The layer forms an insulating
barrier to the environment. Since adhesive is not used for bonding, kerfs in
the stacks are air filled.—RCW
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The Pekeris waveguide revisited (L)
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The traditional Pekeris treatment of the shallow water acoustic waveguide is marred by a seeming
paradox: The so-called nonorthogonality of the propagation modes. This anomaly is due to the use
of mistaken orthogonality criteria, and is easily exorcised by the use of normal coordinate theory
�which leads to the correct orthonormality conditions for any linear conservative system�.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2221536�

PACS number�s�: 43.30.Bp, 43.20.Bi, 43.20.Mv �ADP� Pages: 1183–1185

I. INTRODUCTION

The classic Pekeris1 waveguide model for shallow water
sound propagation consists of a water layer of thickness h,
sound velocity c1, density �1, overlying a homogeneous fluid
half-space of sound velocity c2 and density �2. If c1�c2, part
of a source’s energy may be trapped in the surface layer by
total reflection. Given a harmonic point source of frequency
� higher than a cutoff value determined by the parameters h,
c1, c2, �1, and �2, this type of model will in general display
two possible mode families:

1� Modes with a discrete spectrum of wave numbers km �ei-
genvalues�, corresponding to guided waves whose energy
is concentrated in the surface layer by total reflection, and
whose amplitude in the underlying half-space falls off
exponentially with distance from the interface.

2� Modes with a continuous wave number spectrum corre-
sponding to waves partially reflected at the 1-2 boundary,
whose energy extends through the whole half-space, i.e.,
their amplitudes, are sinusoidal functions of the depth.

Use of inappropriate orthogonality criteria led Pekeris to
conclude that the guided modes of this model were not or-
thogonal.

II. OUTLINE OF THEORY

Acoustic mode properties are determined by second-
order differential equations for the field in a fluid in terms of
displacements, velocities pressures or, when feasible, poten-
tials. Thus, using a for the fluid displacement perturbation, p
for the corresponding pressure perturbation, � for the bulk
fluid density, and c for the sound velocity, Euler’s classic
equations of fluid dynamics are, for small motions:

�ä = − �p , �1�

where dots represent differentiation with respect to time, and
p is proportional to the volume strain �:

� = �a , �2�

p = − �� , �3�

where � is the bulk modulus:

� = �c2. �4�

If � is not a function of the coordinates then, by Eq. �1�, curl
a=0, i.e., the field is irrotational and may be derived from a
potential at any point in space:

a = �� , �5�

and it is seen that � obeys the standard wave equation:

�̈ = c2�2� , �6�

where c can be any function of the space coordinates. Stan-
dard procedure is to assume simple harmonic solutions, sat-
isfy a set of linear homogeneous boundary conditions, and
solve the resulting characteristic equation by a spectrum of
wave numbers. In the case of a finite system, the spectrum is
discrete, giving wave numbers, i.e., eigenvalues km and
eigenfunctions �m. If the system is separable, e.g., if it is
stratified in the z �vertical� direction, the latter will satisfy a
simple orthonormality condition:

�
0

l

�n�mdz = �m�nm, �7�

where �m is the normalization constant and �nm is the Kro-
necker delta.

If � is a function of the coordinates, curl a�0, and it is
not permissible to invoke a potential function everywhere,a�Electronic mail: adp@bu.edu
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and reduce the problem to the solution of a wave equation,
such as Eq. �6�.

In the Pekeris model, ��z� has a step behavior at the
interface and is therefore a function of the coordinates, albeit
its variation is confined to the plane z=h. As Pekeris pointed
out, the horizontal displacement is discontinuous at this
boundary, i.e., z=h is a vortex sheet on which curl a�0.
Thus, whereas the displacement fields a1 and a2 are irrota-
tional in the regions z�h, and z	h and may be described
there by potential functions obeying Eqs. �5� and �6�, this
representation leads to interpretational difficulties at the
boundary z=h and it is not surprising that potential eigen-
functions �solutions of Eq. �6�� do not appear to satisfy the
standard orthogonality condition Eq. �7�.

Pekeris states:1 “¼even in the case of a continuous
sound velocity c�z�, the peculiar boundary conditions im-
posed by the sound problem make the normal functions non-
orthogonal in the presence of a density discontinuity.” Pek-
eris’ classic monograph was published in 1948 but the myth
of nonorthogonality has largely been treated as gospel and
persists to this day.2 Classic Sturm-Liouville theory suggests
what is wrong here.

Let us consider the general stratified case in which � is a
function of z. Let primes indicate differentiation with respect
to z, and v represents the z component of a. In the harmonic
case, v̈=−�2v and Eqs. �1�–�3� yield:

��c2v��� + �2�v = 0. �8�

We recognize the Liouville equation for the inhomogeneous
string. Courant-Hilbert3 and other textbooks give the correct
form for the orthonormality condition for a string of length l
and eigenfunctions vn and vm as

�
0

l

�vnvm = �m�nm. �9�

One might, at this point, simply observe that Pekeris forgot
his Sturm-Liouville theory, and leave it at that. But standard
treatments assume that that the coefficients of Eq. �8� are
well behaved, and the existence of discontinuities must be
addressed separately before one can claim to have exorcized
the nonorthogonality myth. While it is possible to do this, it
is simpler and more informative to appeal to the displace-
ment field equations and the technique of normal
coordinates.4,5

III. NORMAL COORDINATES

The technique of normal coordinates is a time-honored
method first developed in the study of small vibrations of
discrete systems. It has been dealt with in all classical me-
chanics and acoustic textbooks since Rayleigh’s Theory of
Sound �1877� �Ref. 6� and as such needs no detailed expla-
nation here, beyond a few remarks which underline how the
extension to continuous media is made.

One starts with a system of discrete masses and springs.
Assuming small displacements from equilibrium 
, the ki-
netic and potential energies are quadratic functions of the
components 
i, 
 j and 
i, 
 j defining the symmetric matrices
Tij ,Vij.

For a given �characteristic� frequency �k, the normal
modes ak and normal coordinates qk are

� = �
k

�k, �10�

�k = qkak. �11�

This choice of 
k leads to the diagonalization of Tij ,Vij, and
Lagrange’s equations show that qk obeys the simple oscilla-
tor equation:

q̈k + �k
2qk = Qk�k

−1, �12�

where �k is the characteristic frequency, Qk is the general-
ized driving force �obtained from the actual forces by the
principle of virtual work�, and �k is a measure of the mode’s
kinetic energy4,5 given by diagonalization of the kinetic en-
ergy matrix, i.e.,

�
i,j

aikTijajl = �k�kl. �13�

This is the orthonormality condition for the discrete system,
and expresses the fact that the vectors ak are orthogonal in a
space of metric Tij.

Biot and Tolstoy extended the technique to unbounded
continuous conservative media of any kind.4,5 The key then
is the calculation of �k, which now requires an integral and
defines the orthonormality condition in its most general
form:

�
�

�akald� = �k�kl, �14�

where the integration extends over the entire space � occu-
pied by the system.4,5 This is the generalization to continuous
media of the kinetic energy matrix diagonalization condition
for discrete systems and is valid for any type of medium—
regardless of the order of the �conservative� field equations,
of the anisotropy of the medium, or the shape of its bound-
aries, as long as the relevant boundary conditions are also
conservative. It is, in other words, a very general and pow-
erful result.

Equation �14� resolves the nonorthogonality paradox:
Pekeris was applying the wrong orthonormality condition to
the layered waveguide. This equation shows how, in this
simple model, orthogonality is restored by multiplying the
integrand in Eq. �7� by the appropriate ��z�—or, equiva-
lently, multiplying the eigenfunctions by �1/2.

Apart from resolving the orthogonality paradox, the use
of normal coordinates and displacement fields allows one to
bypass other complexities of the traditional Pekeris ap-
proach. For instance, Eq. �12� is directly soluble for a real-
istic transient force Q�t� without going through the interme-
diate step of finding a solution for the simple harmonic
source—which, as is well known, requires manipulations in
the complex plane and appeals to an ad hoc radiation condi-
tion to get rid of spurious arrivals from infinity. Equations
�10�–�12� lead directly to progressive solutions for physically
realizable transient sources with beginnings at t= to, and by-
pass these complications.
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Finally, the need–and nuisance—of a branch-line inte-
gral of the kind appearing in Pekeris’ solution is eliminated.
For example, an integral representing the contribution of the
continuous spectrum modes for a −1�−t� source derived by
the normal coordinate method is given explicitly in Eq.
�3.97� of Tolstoy and Clay.5 This is easily transcribed into a
solution for an e−i�ot source. A straightforward change of
contour in the complex plane then explicitly recovers Pek-
eris’ branch-line integral—as in his Eq. �A62�—which is
therefore seen to be simply the contribution of the continu-
ous spectrum modes, i.e., of that fraction of source energy
which is not channeled in the low velocity surface layer.
Whereas the branch-line integral gives a correct result, Pek-
eris was not happy with it, suggesting that it was a “contra-
diction to standard theory of normal modes” and somehow
related to the “question of orthogonality.” The normal coor-
dinate theory and, in particular the Tolstoy and Clay result,
just alluded to shows that this is not the case.

IV. CONCLUDING REMARKS

The paradox of nonorthogonality of the waveguide
modes in the classic Pekeris model arises through the as-
sumption of mistaken orthogonality conditions. However, in
deriving his solutions for the relevant acoustic fields, Pekeris

never appeals to orthogonality; he only needs to assume that
his solutions may be expressed as integrals with respect to k,
and sees to it that these satisfy the relevant boundary condi-
tions of continuity of pressure and normal particle velocities
at z=h. His description of the acoustic field is therefore un-
affected by his erroneous views on the orthogonality ques-
tion. Nevertheless, this fundamental flaw should be excised
from future treatments of this and similar problems, not only
as a matter of principle but also because it may continue to
prove confusing or even misleading in more detailed studies.
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The prediction of sound propagation past a curved, rigid, rough surface can be improved by utilizing
a modified surface admittance that is calculated by replacing the standard roughness parameter, �,
with a complex roughness parameter. The inclusion of a complex roughness, �, accounts for the
attenuation of the boundary wave with distance by incoherent scattering. This analogy has been
successfully used to predict the sound field behind a rough, curved, rigid surface at several
frequencies, by computing the creeping wave series with a best-fit surface parameter, q= i�kl��
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I. INTRODUCTION

A classical result concerning the reflection of sound
from randomly rough surfaces is that incoherent scattering
by the surface irregularities causes the reflection coefficient

to decrease by a factor of the order e−2kz
2d2

, where d is a
characteristic length scale of the roughness and kz is the
wave number component normal to the surface.1 This inco-
herent scattering is a second-order effect in kd. However,
Biot and Tolstoy have shown that the coherent part of the
scattered field is a first-order perturbation in kd which leads
to more important effects, especially near the rough
boundary.2–6 Specifically, the coherently scattered field ap-
pears in the form of a boundary wave localized near the
rough surface. This boundary wave can be important at large
distances in outdoor sound propagation near a rough ground.
Methods based on perturbation techniques, for instance, can-
not predict this first-order effect because these methods are
intrinsically second-order methods. The strength of the Biot-
Tolstoy approach is that it is a first-order theory, it is valid
for steep-slope, densely packed scatterers, it includes de
facto multiple scattering and backscattering, and it is valid at
grazing incidence. In addition, it is also valid, in principle,
for nonisotropic roughness, and even for space-dependent
surface statistics. All these elements are common occur-
rences in long-range sound propagation.

In a nutshell, the Biot-Tolstoy approach consists of re-
placing the rough boundary by a distribution of monopoles
and dipoles whose scattering coefficients depend on the ge-
ometry of the boundary. If the scatterers are smaller than a
wavelength, their strength can be calculated from Rayleigh
scattering theory. In the case of isotropic roughness, the Biot-
Tolstoy boundary condition is written as3

�z + ��k2� + ��zz� = 0, �1�

where � is the acoustic velocity potential, the z axis is nor-
mal to the surface baseline, k is the acoustic wave number in
the upper fluid, and � and � are two parameters directly
related to the geometry of the rough surface.3,7 For the pur-
pose of this paper, and for the discussion below, the scatter-
ers are assumed to be perfectly rigid, although this is not a
limitation of the Biot-Tolstoy approach.4,8

When ���zz � � �k2��, i.e., when � sin2��1, where � is
the grazing angle, the boundary condition �1� is approxi-
mated by

�z + �k2� = 0. �2�

This approximate boundary condition is therefore appropri-
ate at near-grazing sound propagation and/or for sparse scat-
terers. This boundary condition at a rough interface is in the
form of a standard impedance boundary condition at a flat
plane �with the e−i�t convention�,

�z + �� = 0, �3�

where �= ik� and �=	c /Zs is the normalized surface admit-
tance, 	c being the characteristic impedance of the upper
fluid. By comparing boundary conditions �2� and �3�, it ap-
pears that there is a formal analogy between sound propaga-
tion near a smooth impedance plane and near a randomly
rough, rigid plane, if �=k2�, i.e., if

� = − ik� . �4�

This analogy has been suggested by several authors, and it
has also been discussed in the context of nonrigid rough
surfaces.4,8,9 With this analogy, the Biot-Tolstoy boundary
wave that propagates along a rough surface is formally
equivalent to Wenzel’s trapped surface wave10 near an im-
pedance plane with large reactance. Indeed, Wenzel’s Eq.
�20� in Ref. 10 is exactly the same as Tolstoy’s Eq. �13� in
Ref. 6 if �=k2�, and 
, the wave number of the boundary
mode, is �k2+�2. Both boundary modes �surface wave or

a�Author to whom correspondence should be addressed. Electronic mail:
chambers@olemiss.edu
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boundary wave� are confined to an exponential layer near
the boundary with 1/e height ��k2�−1 �or 1/��.

II. COMPLEX IMPEDANCE OR ADMITTANCE

The analogy represented by Eq. �4� is appealing but it
must be taken cautiously. In fact, it is easy to show that,
because � is a real number, the equivalent surface impedance
is purely imaginary and there is no corresponding attenuation
of the boundary wave, an unphysical attribute. Previous
work has shown indeed that propagation past a rough surface
must incorporate incoherent scattering which manifests itself
through a real part of the admittance.11–13 This real part of
the admittance will produce attenuation e−�r of the boundary
wave with distance r along the boundary. One potential
method to introduce a complex admittance is to let �
= �� �eim, where ��� is the usual roughness parameter dis-
cussed extensively by Tolstoy, Medwin, and, recently, Atten-
borough and Chambers et al.,3,7,8,14 which incorporates the
mean height, rms height, and correlation length for random
3D elements. While it may seem somewhat unphysical to
have a complex length, it should be viewed as a mathemati-
cal construct that, if successful, will provide a fairly simple
and straightforward method to incorporate 3D random
roughness into propagation routines. It has been shown pre-
viously that for propagation over flat rough surfaces, the
roughness to impedance analogy works quite well to de-
scribe the sound field for near-grazing propagation, with the
predominant feature being a shift in the ground effect dip.7,14

The analogy breaks down at grazing incidence and for propa-
gation into the shadow zone of curved rough surfaces, which
is inherently a grazing incidence propagation.14,15 In the rest
of the paper, the analogy between the rough plane boundary
condition and the impedance plane boundary condition is
tested with the proposed complex roughness parameter � in
an attempt to predict the data reported by Chambers and
Berthelot16in the case of the sound field in the shadow zone
of a curved, rigid, rough surface.

III. DIFFRACTION OF SOUND BY A CURVED, RIGID,
ROUGH SURFACE

The sound field behind a curved, smooth, boundary of
finite normalized admittance, �, is accurately modeled by a
creeping wave series �CWS� which depends on a parameter q
that includes-both the effect of curvature and the finite im-
pedance of the surface.17 In fact, q is defined by

q = i�kl�� , �5�

where l is the Fock diffraction length defined by l
= �R /2k2�1/3, k being the acoustic wave number and R the
radius of curvature of the hill �kR�1�. Following the anal-
ogy �=−ik� �see Eq. �4��, one can model the sound field
behind a curved, rough, rigid surface with the creeping wave
series in which the surface parameter q is replaced by �kl�

�k��, where � must be complex to account for the attenua-
tion of the boundary wave through incoherent scattering.

This model was tested against the experimental data re-
ported in Ref. 16. Because the attenuation coefficient for a
boundary wave along a curved surface is not known, the

problem was reformulated as follows: is there any complex
coefficient q �i.e., any complex admittance, or in our meth-
odology, any complex roughness parameter �� that can be
used in the creeping wave series to model accurately the data
reported in Ref. 16?

A. Optimum parameter q

The optimum value of q was found by a least-square
minimization of the difference between the model �CWS�
and the data, successively at 5, 6, 8, 10, and 12 kHz. For
each frequency, all three geometries reported in Ref. 16 were
used: on the surface, along the line of sight, and along a
vertical axis starting from the surface in the shadow zone.
The radius of curvature was approximately 2.5 m, the data
on the surface were taken from −0.2 to +1.0 m, the data
along the line of sight were taken from 0 to 1.4 m, and the
data along the vertical axis, at an arc radius of 1.00 m behind
the apex, ranged from the surface �z=0 m� to 0.40 m, and
crossed the line of sight at 0.20 m.

The quantity that was minimized is the standard devia-
tion, �, between the theoretical and experimental values of
the sound-pressure levels relative to free field,

� = � 1

N
�
i=1

N

�Ltheo − Ldata�2	1/2

, �6�

where the summation is over the N data points at that fre-
quency for the three geometries discussed above. The values
for Ltheo are obtained by use of the creeping wave series17

and are not repeated here for brevity. The results are given
in Table I.

For the geometry given in Fig. 1, the results are shown
in Figs. 2–4 at 6 and 12 kHz, respectively. Each figure con-
tains two plots of the insertion loss level for each configura-
tion. The abscissa is either the arclength s along the surface
with s=0 being the apex �Fig. 2�, the horizontal distance x
along the line of sight with x=0 being the apex �Fig. 3�, or
the vertical axis that starts at s=1 m in the deep shadow

TABLE I. Optimum values of q to fit data.

f�kHz� �q� Phase q rms error �dB�

5 0.48 0.25 0.25
6 0.61 0.22 0.35
8 0.81 0.23 0.6

10 1.1 0.27 1
12 1.49 0.29 1.7

FIG. 1. Geometry for the problem at hand.
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behind the apex �Fig. 4�. In Figs. 2–4, the circles are the data
points �curved, rough, rigid surface� and the solid line repre-
sents the creeping wave series with the optimum value of q
�see Table I�. To illustrate the importance of the roughness
effects, the theory for q=0, i.e., for a rigid, smooth surface is
plotted with a dotted line and the experimental data with
squares. The dashed line corresponds to the analogy �Eq. �4��
in which � is taken to be a real quantity which will be re-
ferred to as the “standard analogy.” It is worth noting that the
effects of the roughness can indeed be dramatic with +6 to
−20-dB variations in insertion loss observed for rough sur-
faces as compared to smooth surfaces.16

Clearly, at each frequency, there is a complex q, or al-
ternatively, a complex admittance or a complex �, that can be
used to model accurately the sound field behind the curved,
rigid, rough surface. The analogy presented in Eq. �4� ap-

pears to be indeed a powerful modeling tool, provided that
one allows for a real portion of the admittance, The analogy
fails when the admittance is purely imaginary. If the analogy
described by Eq. �4� holds, the ratio �q � /kl should be equal to
k ���. The results are shown in Table II, where the roughness
parameter ��� was taken to be about 1 mm.14 Indeed, the ratio
of �q � /kl to k ��� is nearly equal to unity at all frequencies,
thus confirming the validity of the analogy, at least with re-
spect to the modulus of the roughness parameter.

IV. SUMMARY AND CONCLUSIONS

As has been reported for a flat rough surface,7,12,13 the
propagation of sound over a curved, rigid, rough surface can
be accurately modeled by introducing a real portion to the
surface admittance. Here, this has been achieved by utilizing
a complex roughness parameter � whose magnitude is the

FIG. 2. Insertion loss along the surface at �a� 6 kHz and �b� 12 kHz. Data
over the rough surface are presented as solid circles and s=0 m is the top of
the surface. The theory for the smooth surface is the dotted line while the
squares are the measured data. The theory utilizing the standard rough-
impedance analogy is the dashed line. The newly proposed model using a
modified admittance of roughness parameter �best fit for each frequency� is
the solid line.

FIG. 3. Insertion loss along the line of sight at �a� 6 kHz and �b� 12 kHz.
Data over the rough surface are presented as solid circles and 0 m is the top
of the surface. The theory for the smooth surface is the dotted line while the
squares are the measured data. The theory utilizing the standard rough-
impedance analogy is the dashed line. The newly proposed model using a
modified admittance or roughness parameter �best fit for each frequency� is
the solid line.
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standard roughness parameter discussed by Tolstoy and Med-
win, and whose phase accounts for the attenuation of the
boundary wave with distance. With this complex roughness
�, the analogy between a flat impedance boundary condition
and a rough, rigid boundary condition is �=−ik�, where � is
the normalized surface admittance and k the wave number.

This method has been successfully used to predict the
sound field behind a curved, rigid surface at several frequen-
cies, successively on the surface, along the line of sight, and
along a vertical axis starting in the deep shadow, by comput-
ing the creeping wave series with a modified surface param-
eter q= i�kl��= �kl��k��, � being now complex. The form for
the complex � has been determined empirically by a best fit
of the parameter q to measured data. A more extensive data
collection, incorporating a larger range of k� and kR, is un-
derway to determine an appropriate form for the phase of the
complex roughness length scale, �, envisioned here.

Clearly, surface roughness should be taken into account
for prediction purposes in long-range sound propagation, ei-
ther over natural hills covered with individual scatterers �as-
sumed to be smaller than the wavelength�, or in the case
where the shadow zone is caused by sound refraction in the
atmosphere.
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Previous work on adjoint modeling of underwater acoustic propagation for the purposes of
environmental inversions developed the necessary numerical algorithms based on a finite difference
implementation of the parabolic equation. In this letter, the corresponding formulation for the
split-step Fourier implementation is presented. Although no calculations have yet been made with
this approach, the method is completely consistent with previous work, and the final form of the
tangent linear model is exactly the same. However, the formulation of the operators in the split-step
Fourier approach provides a simple means of estimating both local and global effects on uncertainty.
This letter is then provided for anyone who may wish to attempt adjoint modeling with a split-step
Fourier model. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2221559�

PACS number�s�: 43.30.Pc, 43.60.Pt �AIT� Pages: 1190–1191

I. INTRODUCTION

Recent interest in acoustic variability due to environ-
mental uncertainty, and the means of estimating environmen-
tal parameters through model-data comparisons, has led to a
variety of approaches for acoustic data inversion processing.
Of particular interest here is the adjoint method of computing
acoustic variability due to unknown environmental fluctua-
tions, and the inversion of observed mismatch between mea-
sured and modeled acoustic data. In their work, Hursky et
al.1 developed the associated tangent linear model for acous-
tic variability in the context of a parabolic equation model
based on a first-order finite difference computational algo-
rithm. The goal of this letter is to develop the corresponding
tangent linear model equations consistent with a split-step
Fourier �SSF� implementation.

While the approach outlined in this letter is not expected
to provide improvements in the final inversion results over
the previously defined finite difference approaches1,2 there
are advantages to using a SSF approach in the forward prob-
lem. Other than the simple manner in which a tangent linear
model can be coded, the split-step algorithm propagates the
field, and its perturbation, forward by a simple well-defined
propagation operator. This allows the first-order perturbation
approach to produce simple expressions for the forward
propagation of the acoustic variability/uncertainty. As will be
shown, these expressions have physical significance that
highlight the manner in which the acoustic variability/
uncertainty evolves in the propagating field.

II. THEORETICAL DEVELOPMENT

The framework of the approach closely follows the work
of Hursky et al.1 We begin by defining the parabolic equation
�PE� field function and the associated marching algorithm

used to propagate the solution out in range. In terms of the
acoustic pressure, p�r�, the PE field function, ��r�, can be
defined simply by3,4

p�r� =
1
�r

��r�eik0r. �1�

The evolution of the field then follows by employing the
marching algorithm:

��r + �r� = e−i�rk0Hop�r���r� , �2�

where the implementation is performed with the SSF
algorithm.4,5 Note that we shall use a notational convention
where bold, lower case variables are vectors in depth while
bold, upper case variables are matrices. In Eq. �2�, the
Hamiltonian operator is defined by the Thomson and Chap-
man wide-angle approximation,6 i.e.,

Hop�r� = Top + Uop�r� , �3�

where Top is a range-independent operator �containing the
differential operator �2 /�z2�, and Uop�r� is a diagonal ma-
trix with elements on the jth row/column �depth zj� of �1
−nj�r��. The spatial variations of the environment are cap-
tured in the definition of the index of refraction, n�r�.
Note that this formulation does not yet include density
variations, but this can be incorporated later. In the SSF
algorithm, the operator Top is applied in the vertical wave
number domain, where it also becomes a diagonal matrix.

Perturbations to the environment will then only produce
variations in Uop �and not in Top�. Performing a perturbation
expansion of Uop to first order then produces

Uop�r� → Uop�r� + �Ũop�r� , �4�

which generates perturbations in the PE field function. To
first order, Eq. �2� is then modified to

a�Currently on sabbatical at the Royal Netherlands Naval College, Den
Helder, Netherlands; electronic mail: kbsmith@nps.edu
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��r + �r� + ��̃�r + �r�

= e−i�rk0Hop�r�e−i�rk0�Ũop�r����r� + ��̃�r��

� e−i�rk0Hop�r��1 − i�rk0�Ũop�r����r�

+ �e−i�rk0Hop�r��̃�r� . �5�

Note that Eq. �5� assumes that Hop and Ũop commute. As
long as the range step is small, and/or the perturbations
have a weak range dependence, this formulation is justi-

fied. The elements of the diagonal matrix Ũop�r� are now
simply ñ j�r�, the perturbations of the index of refraction
profile.

Equation �5� provides the expression for the tangent lin-
ear model of the PE/SSF algorithm. Specifically, the per-
turbed field is computed from

�̃�r + �r� = e−i�rk0Hop�r���̃�r� − i�rk0Ũop�r���r�� . �6�

Introducing the matrix notation Fn=e−i�rk0Hop�rn� and Dn

= i�rk0Ũop�rn�, Eq. �6� can be rewritten in the more com-
pact form

�̃n+1 = Fn��̃n − Dn�n� . �7�

Note that this shows how the perturbed field in range
step n+1 is created by two physical mechanisms: �1� The
perturbed field in step n �computed from the previous step� is
propagated forward through the mean environment, and �2�
the unperturbed field in step n is perturbed by local fluctua-
tions in step n, then carried forward through the mean envi-
ronment. The first mechanism may be considered a global
effect; while the second is purely a local one. It is this ex-
pression, and the simple form of the associated operators,
that provide some advantage in using the SSF approach.
Each physical mechanism can easily be studied indepen-
dently, for example, to ascertain whether initial short-range
perturbations in the field will propagate throughout the re-
gion and dominate the signal uncertainty, or whether it is a
long-range environmental fluctuation that rapidly creates a
signal mismatch. Order of magnitude estimates of the impact
of each type of mechanism can easily be constructed from
Eq. �7�.

Since Fn
−1=Fn

*, then

Fn
*�̃n+1 = �̃n − Dn�n. �8�

Using the trick of Hursky et al.,1 we swap elements of the
diagonal matrix Dn with elements of vector �n to produce

Fn
*�̃n+1 = �̃n − �nun, �9�

where �n has diagonal elements corresponding to �n, and

un= i�rk0Ũop�z ,rn�. Introducing Gn=Fn�n �which should
be diagonal with elements corresponding to �n+1�, we ob-
tain the tangent linear model in the same form as Hursky
et al.,1 i.e.,

�̃n+1 = Fn�̃n − Gnun. �10�

It is the tangent linear model which runs the forward model
“engine” within the adjoint method of inversion. The remain-
ing higher-level processing used for data inversion can fol-
low the approach of Hursky et al.1 or others �e.g., Ref. 2�.

III. CONCLUSIONS

In this letter, a brief derivation has been presented to
illustrate how one may define the tangent linear model for
propagation of acoustic uncertainty utilizing a SSF computa-
tional algorithm. While this is not expected to produce any
unexpected results or significant differences from the finite
difference algorithms employed in previous work, it does
provide the necessary expressions for use with a SSF/PE
model. This letter will then serve as a reference for such
work.

This author has neither yet implemented these expres-
sions nor attempted to utilize any tangent linear model for
environmental inversions, but expects to study phenomena
associated with forward propagation of acoustic uncertainty
in the future. As stated, the key advantage of this approach is
the simple evaluation of local versus global effects on signal
uncertainty/variability. Such knowledge could potentially be
used in a tactical sense, whereby an analysis of the local
propagation of uncertainty is used to affect operating param-
eters �source/receiver depth, frequency, geographical place-
ment, etc.� in order to minimize the combined �local plus
global� impact of long-range acoustic variability.
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Krisha �J. Acoust. Soc. Am., in press �2006�� has commented that an explanation based on
presynaptic calcium accumulation at the inner hair cell is an incorrect explanation for the success of
a model of the auditory periphery �Meddis, R., J. Acoustic. Soc. Am. 119, 406–417 �2006�� in
explaining data on first-spike auditory nerve latency. This reply accepts the criticism and accepts the
strength of an alternative explanation based on expected latencies in random sequences of
low-probability events. This reply also goes on briefly to explore the application of this argument to
other phenomena, including the dependence of absolute auditory threshold on the duration of the
stimulus. This has wide-ranging implications for the concept of “temporal integration” in
psychophysics. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2221413�

PACS number�s�: 43.64.Bt �BLM� Pages: 1192–1193

In his comment, Krishna �2006� questions my interpre-
tation of how a model of the auditory periphery �Meddis,
2006� was able to simulate the auditory-nerve �AN� first-
spike latency data of Heil and Neubauer �2001�. The model
in question simulated a speculation of Heil and Neubauer
�2001�, where delays between the onset of a tone stimulus
and the first driven AN spike might be explained by the time
taken to accumulate presynaptic calcium in inner hair cells
�IHCs�. A computer model of the auditory periphery, which
included a specific account of presynaptic calcium, was able
to simulate first-spike latency data. In particular, the model
was able to simulate latencies, as long as 100 ms, to stimuli
at threshold intensities despite having calcium integration
time constants in the submillisecond range. The conclusion
was drawn that presynaptic calcium dynamics were a suffi-
cient explanation of the result.

Krishna �2006� claims that this explanation is unsatisfac-
tory, and that a simpler statistical explanation of the same
phenomenon is to be preferred. He demonstrates that the
integration of calcium in the Meddis’ model �2006� reaches
its highest steady-state level within a few milliseconds of the
onset of a stimulus, even though the latency of response is
expected to be much longer. This is a convincing objection.
It is a reasonable conclusion, therefore, that a alternative ex-
planation for the success of the model is required.

Krishna then draws attention to an alternative, and much
simpler, explanation based on the statistics of low probability
events. Put simply, this argument says that low probability
events, by virtue of their scarcity, are necessarily character-
ized by long delays between each event. The expected delay
to the first event in a randomly distributed series of events is
the inverse of its probability. At threshold, it is assumed that
the release of transmitter into the IHC/AN cleft is a rare
event, and that the delay between the onset of the stimulus
on the first event will necessarily be longer for lower prob-
abilities. This simple and elegant explanation was implicit in

his earlier publication �Krishna, 2002�, and was missed by
the present author. The same idea was proposed much earlier
to account for visual thresholds as a function of duration
�Watson, 1969�. It is also similar in some respects to the
theory of “temporal integration and multiple looks” by Vi-
emeister and Wakefield �1991�. Heil and Neubauer �2003�, in
the discussion section of a more recent paper, also propose a
similar idea.

If, as seems reasonable, the statistical account of first-
spike latencies is accepted, it has ramifications well beyond
those indicated in Krishna’s comment. For example, Heil and
Neubauer �2001� discussed their first-spike latency data in
the context of the auditory receptor as an “energy integrator.”
This is based on the many observations that sentient biologi-
cal systems are likely to detect longer, rather than shorter,
stimuli when presented at the same intensity in the threshold
region. The standard explanation for this phenomenon is that
the organism integrates the energy of the stimulus, in some
way, until some critical level is reached and the detection is
made. Heil and Neubauer �2001� originally presented their
results as a challenge to the idea that stimulus energy is
being integrated over time. They argued that their data were
more consistent with the idea that pressure was the integrated
quantity.

The statistical account, however, suggests that nothing is
being integrated. On the contrary, it affirms that longer
stimuli are more likely to be detected simply because a
longer stimulus provides a longer time window in which a
rare stimulus-triggered event might occur. This is a funda-
mentally different interpretation from the “energy integra-
tion” notion, and deserves careful consideration because of
its wide implications across the biological spectrum of sen-
tient organisms.

Heil and Neubauer �2003� have, themselves, moved on
to a more statistical approach and widened the scope of the
discussion to include psychophysically measured thresholds
by indicating parallels with both AN and cortical first-spike
latencies. Their link between AN first-spike latency and ab-
solute threshold was the motivation for the final evaluationa�Electronic mail: rmeddis@essex.ac.uk
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of the peripheral model in Meddis �2006�. Here, it was ex-
plained that the model showed the expected relationship be-
tween absolute threshold and the duration of a stimulus. At
least for the shorter stimuli, there was a close parallel be-
tween the model and the psychophysical data. The �unspo-
ken� implication was that calcium accumulation was also a
candidate explanation for this phenomenon. However, Krish-
na’s comments suggest that this might be another inappropri-
ate conclusion. In the computer model �Meddis, 2006�, some
integration was taking place at the level of calcium accumu-
lation at the AN synapse, but this is on a much shorter times-
cale than required by the psychophysical data. Krishna’s
comments point the way to a more radical theory of the
dependence of auditory thresholds on stimulus duration.

Unfortunately, in auditory psychophysics, the term “tem-
poral integration” has now become synonymous with the
phenomenon of lower thresholds for longer stimuli. This is
an unfortunate example of how the name of a putative
mechanism is used to indicate a phenomenon that it might
�or might not� explain. The name has become so entrenched
in conventional thinking that it becomes difficult to consider
the possibility that any alternative mechanism might be in-
volved; i.e., “temporal integration does not require a tempo-
ral integrator!” However, that is exactly what needs to be
considered.

This alternative view can be stated very simply as fol-
lows. A near-threshold stimulus of steady intensity estab-
lishes a �low� probability of a neural event whose occurrence
will signal the presence of the stimulus. When the probability
of occurrence is low, it is possible that the event will not
occur before the end of the tone, and the stimulus will go

undetected. The longer the stimulus, the greater the chance
of detection. When the stimulus is more intense, the prob-
ability of the event will be greater and the duration of a
detectable stimulus can be shorter. Stimulus thresholds are
lower for longer stimuli and no integration is required.

It is not appropriate here to debate, at length, whether or
not this theory is the correct one. However, the case is made
that the relevance of the statistical inevitability of the asso-
ciation of longer delays with less probable events should be
taken seriously, as indicated in Krishna’s letter. At least for
this author, this applies not only to discussions of first-spike
latencies but also to the relationship between auditory thresh-
old and stimulus duration. It also implies that we should
abandon the habit of using the mechanism-implying descrip-
tor of temporal integration to refer to the empirical phenom-
enon of lower thresholds for longer stimuli.
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Energy exchange in uncorrelated ray fields of vibroacoustics
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This paper is concerned with the basic equations governing energy and intensity in incoherent ray
fields. Some fictitious sources are distributed on the boundary of the domain but also on diffracting
wedges and peaks. Their powers are determined by some appropriate boundary integral equations.
Once these powers are known, energy and intensity inside the domain are given by a simple
superposition of contributions of these sources. All paths of propagation are taken into account
including direct, reflected, refracted, transmitted, and diffracted rays, but also, radiation by surface,
edge or corner modes, and the reciprocal paths for structural response. This theory unifies several
fields from the “radiosity method” in room acoustics which determines the reverberation time to the
“radiative transfer method” in structural dynamics which gives the repartition of vibrational energy
inside subsystems of built-up structures. This is therefore a candidate for an alternative to statistical
energy analysis when fields are nondiffuse. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2227372�

PACS number�s�: 43.20.Dk, 43.20.El, 43.20.Tb, 43.40.Rj �MO� Pages: 1194–1208

List of Symbols
�0=2, 2� or 4� solid angle of space of n-dimensional space n

=1, 2, or 3
�=�cos �du=1, 2 or � hemispherical integral of cos � for n=1, 2 or

3
� domain
� regular boundary
� edge of boundary
� vertices of boundary
�0 ,�0 ,�0 set of directions from �, � or � to p
s ,r source point, receiver point
p ,q reflection or diffraction points
u ,� ,� emission direction, emission angles
v ,	 ,
 incidence direction, incidence angles
��r� ,��t� ,��0�v� Dirac function of space, time, unit sphere

with support �0

c ,c� ,c0 group speed, phase speed, sound speed
m attenuation factor
I�r ,u , t� radiative intensity
W�r , t� energy density
I�r , t� intensity vector
G energy density of direct field
H ,H intensity of direct field, magnitude
R�v ,u� ,R�v� bidirectional reflectivity, hemispherical reflec-

tivity
Rji�v ,u� ,Rji�v� bidirectional transmittivity, hemispherical

transmittivity
D�v ,u� bidirectional diffractivity
Asa ,A0 radiation coefficient, forcing coefficient

a�Electronic mail: alain.le-bot@ec-lyon.fr
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Dsa ,Das diffractivity for radiation, for structural re-
sponse

� power density of volume sources

 power density of surface sources
� power density of line sources
� power of point sources

I. INTRODUCTION

The use of energy as a primary variable to describe vi-
brational fields is an idea widely spread in high frequency
modeling. When waves are uncorrelated, the linear superpo-
sition applies on energy allowing the summation of energy of
individual waves. In addition, if fields are assumed to be
diffuse, the application of power balance leads to some
simple equations.

In room acoustics, Sabine’s formula and other related
relationships from Millington and Eyring1 give the rever-
beration time in terms of absorption of walls. This is quite a
convincing example of the power of the energy approach.
When the diffuse field assumption is no longer valid, geo-
metrical acoustics is an alternative. The ray-tracing technique
allows us to compute impulse responses in any room and
therefore gives the reverberation time as well as many other
acoustical criteria. The ray-tracing technique is however a
numerical method �very efficient in practice� which is some-
times not convenient for a theoretical purpose. In case of
diffusely reflecting walls and applying the factor view
method. Kuttruff2 has derived an integral equation on rever-
beration time valid for rooms of arbitrary shape. As Sabine’s
formula, this equation stems from the power balance, rays
are again uncorrelated but now the field may be not diffuse.

In vibroacoustics, statistical energy analysis �SEA� �Ref.
3� also starts from diffuse fields. Systems are divided into
subsystems in which the diffuse field assumption holds. SEA
gives the steady-state energy levels whereas transient SEA
predicts the decrease of energy after sources have been
switched off. SEA is entirely based on the application of
power balance and does not express anything else than
power balance. �A very interesting attempt to introduce the
second principle of thermodynamics in SEA is given in Ref.
4.� A simple linear equation is obtained which relates in-
jected power and energy levels and whose parameters are
damping and coupling loss factors. In this context, the
present study aims to avoid the diffuse field assumption in
SEA. We attempt to generalize SEA in the same way than
Kuttruff’s integral equation on reverberation time generalizes
Sabine’s formula. Rays are always assumed to be uncorre-
lated and the exchange of energy between two points of the
boundary requires a factor view but also some energy con-
version factors which generalize the coupling loss factors in
SEA.

The outline of the paper is as follows: In Sec. II, ficti-
tious sources for reflection and diffraction are introduced.
Energy density and intensity of the ray field are then given in
terms of these sources. In Sec. III, the general equation for
the reflection sources is derived and then, the particular cases

of diffuse and specular reflections are presented. In Sec. IV,
these results are generalized to refraction and transmission.
In Sec. V, the equations for diffraction sources are derived in
the cases of wedge and peak. In Sec. VI, all previous equa-
tions are applied to sound radiated by surface, edge, and
corner modes. Finally, structural response is tackled in Sec.
VII.

II. ENERGY OF RAY FIELDS

Geometrical acoustics and its straightforward generali-
zation, Geometrical Theory of Diffraction5 are the natural
framework for defining and describing rays. Many vibra-
tional fields may be described in terms of rays including
optics indeed but also acoustics, vibration of structures such
as beams, plates, shells, and so on. For transient problems,
the concept of wave packet or sound particle is more appro-
priate. For instance, it is usual in room acoustics to compute
the impulse response with a ray-tracing algorithm by follow-
ing the trajectory of sound particles emitted at an initial time.
For the steady-state problem considered as being a particular
case of transient problem, rays may be viewed as stationary
flow of sound particles. In what follows, the term ray is
employed for both steady-state and transient cases.

The energy density of the ray field is noted as W,
whereas intensity, defined as the power per unit surface nor-
mal to the ray, is noted as I. Energy density and intensity are
always the sum of energies and intensities of individual rays.
Interference effects are neglected considering that rays are
uncorrelated. This is the main difference with Geometrical
Theory of Diffraction where a phase is attached to rays.

Let consider a source point s in an n-dimensional space
�n=1, 2, or 3�. After an impulse at time �, sound particles are
provided and move away from the source s. Energy density
of this spherical �n=3�, cylindrical �n=2�, or plane �n=1�
wave is noted as G while intensity is noted as H. Expressions
for this direct field are,

G�s,�;r,t� = G�s,r���t − � − r/c� , �1�

H�s,�;r,t� = H�s,r���t − � − r/c� , �2�

where r= �s−r� is the source-receiver distance. G�s ;r� and
H�s ;r� are the stationary fields given by

G�s,r� =
e−mr

�0crn−1V�s,r� , �3�
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H�s,r� = cG�s,r�u , �4�

where �0=2, 2� or 4� is the solid angle of n-dimensional
space, c is the group speed, m is the attenuation factor of the
medium, and u is the unit vector from s to r. V�s ,r� is the
visibility function whose value is zero if an obstacle blocks
the path between the source point s and the receiver point r,
and one otherwise. In some equations, H=cG will denote the
magnitude of vector H.

Equations �1� and �2� verify the power balance with an
impulse excitation,

divr H + mcG +
�G

�t
= ��r − s���t − �� . �5�

Equations �1� and �2� are found to be the unique outgoing
solution of Eq. �5�.6 Similarly, the power balance in the
steady state condition for Eqs. �3� and �4� is7

divr H + mcG = ��r − s� . �6�

When considering a ray field in a domain � of three-
dimensional space, � may be bounded or not, energy fields
W and I result from a linear superposition of direct fields
stemming from volume sources with power density
� �W/m3� located inside domain �, from surface sources
with power density 
�W/m2� located on the regular bound-
ary �, from some line sources ��W/m� on the set � of dif-
fracting edges of the boundary and also from some point
sources with power � �W� on the set � of singular points of
the boundary �Fig. 1�. � are generally physical noise sources,
whereas 
 is associated with reflection on boundary, radia-
tion by structure or transmission through walls, � is related
to diffraction by wedges, and � to diffraction by peaks. In
two-dimensional space �structure�, � �W/m2� is the power
per unit surface of driving forces or acoustical pressure, 
 is
the power per unit length �W/m� of reflection sources or
sources transmitted through edges common with other struc-
tural elements, and � is the power �W� of diffracting points
such as corners, driving points, small holes, rivets, bolts or
any other singular points. No line sources � are considered in
structures. By summing the energy contributions of all these
sources, energy density and intensity at any receiver point r
are found to be,

W�r,t� = �
�

��s,t − r/c�G�s,r�d�s

+ �
�


�p,v,t − r/c�G�p,r�d�p

+ �
�

��p,v,t − r/c�G�p,r�d�p

+ �
p��

��p,v,t − r/c�G�p,r� , �7�

I�r,t� = �
�

��s,t − r/c�H�s,r�d�s

+ �
�


�p,v,t − r/c�H�p,r�d�p + �
�

��p,v,t

− r/c�H�p,r�d�p + �
p��

��p,v,t − r/c�H�p,r� ,

�8�

where r= �s−r� or �p−r� is the source-receiver distance and v
the unit vector from p to r. In these integrals and all subse-
quent ones, the term ��Gd� is cancelled in dimension two.
A local power balance applies inside � for fields W and I,

div I + mcW +
�W

�t
= � , �9�

where mcW is the power density being dissipated and � is the
power density being injected.

Another concept useful to describe ray fields is the ra-
diative intensity8 I�p ,v , t� also called specific intensity.9 Con-
sider a point p on the infinitesimal surface dS and an infini-
tesimal solid angle dv about v. The angle between n and v is
noted 	 �Fig. 2�. The radiative intensity is the power per unit
solid angle and per unit area normal to the ray,

I�p,v,t� =
1

cos 	

dP
dSdv

. �10�

Integration of radiative intensity over all directions gives the
intensity vector,

FIG. 1. Actual and fictive sources contributing to the energy at point r.
Volume sources � in the domain � stand for actual noise sources, surface
sources 
 on the regular boundary � stand for reflection, line sources � on
edges � of boundary and point sources � on singular points � of boundary
stand for diffraction.

FIG. 2. Radiative intensity at point p in direction v crossing the surface dS.
n is the normal to dS and 	 the incidence angle.
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I�p,t� =� I�p,v,t�vdv . �11�

All volume, surface, line, and point sources located inside
the incident cone dv contribute to the radiative intensity.
Therefore,

I�p,v,t�dv =� �Hd� + 
Hd� + �Hd� + � �H , �12�

where the sources �, 
, �, � of the right-hand side are those
located inside the incident cone.

Let us begin by developing the first integral of Eq. �12�.
In spherical coordinates �r ,v� centered on p, the infinitesimal
volume is d�=rn−1drdv. With Eqs. �3� and �4�, the first in-
tegral of Eq. �12� then reads dv��e−mrdr /�0 where the inte-
gration is performed over the line beginning at p and with
direction −v. When �, is unbounded in direction −v, no
boundary sources 
 ,� ,� contribute to the radiative intensity
and the right-hand side of Eq. �12� reduces to its first inte-
gral. The radiative intensity is therefore,

I�p,v,t� =
1

�0
�

p

p−�.v

��s,t − r/c�e−mrdr . �13�

But when � is bounded in the direction −v, the line begin-
ning at p encounters the boundary at point p�. Depending on
the position of p� on �, � or �, a single term among the last
three terms of Eq. �12� survives.

Before expanding them, let us introduce the set �0 �resp.
�0 and �0� defined as the set of unit vectors pointing from �
�resp. � and �� to p. These are subsets of the unit sphere
centered in p. The characteristic function ��0 is defined by
��0�v�=1 if v��0 and ��0�v�=0 otherwise. The set �0 is the
projection of � onto the unit sphere. �0 is a curve, or union
of curves, plotted on the unit sphere. Its curvilinear abscissa
is noted as s �Fig. 3�a��. The Dirac function ��0 is defined
such as ���0fdv=��0 fds for any function f of the unit
sphere. It is said to have the support is �0 because ���0fdv
=0 if f does not encounter �0, that is f�v�=0 when v��0.
Similarly, �0 is the projection of � onto the unit sphere. �0

is a discrete set �Fig. 3�b��. The Dirac function ��0 with

support �0 is defined such as ���0fdv=��0f any function f
of the unit sphere. The support is �0 meaning that ���0fdv
=0 whenever f�v�=0 if v��0.

First, let us assume that p��� and let develop the sec-
ond term of the right-hand side of Eq. �12�. The condition
p��� is equivalent to v��0 and therefore ��0�v�=1. The
infinitesimal surface d� enclosed in the cone is d�
=r�n−1��0dv / cos �� �Fig. 4�, where �� is the emission angle
at d� toward p and r�= �p�−p � · �� is measured between the
emission direction and the normal to the surface d�. This
normal makes sense since p� is assumed to be regular.
This relationship is trivial when n=1. The second term
of the right-hand side of Eq. �12� then reads
dv
e−mr���0 / �cos ���0�.

Secondly, when p����n=3�, the length d� is related to
its projection ds on the unit sphere by d�=r�ds / sin �� where
r�= �p�−p� and �� is the emission angle now measured be-
tween the tangent to � and v �Fig. 3�a��. But the Dirac func-
tion ��0 verifies ���0dv=��0ds and then ds=��0dv. The in-
finitesimal length is therefore d�=r���0dv / sin ��. The third
term of the right-hand side of Eq. �12�, existing in the only
case n=3, becomes dv�e−mr���0 / �r� sin ���0�.

Finally, when p���, the last sum of Eq. �12� may be
written ��H=��0�Hdv. This is just a particular case of the
definition equation of the function ��0. ��0dv is the number
of points of � enclosed in cone dv �Fig. 3�b��. The fourth
term of the right-hand side of Eq. �12� is therefore
dv�e−mr���0 / �r�n−1�0�.

When � is bounded in direction −v, Eq. �12� reads,

I�p,v,t� =
1

�0
	�

p

p�
��s,t��e−mrdr

+

�p�,v,t��

cos ��
e−mr���0�v�


+ 	��p�,v�,t��
sin ��

e−mr�

r�
��0�v�

+ ��p�,v,t��
e−mr�

r�n−1 ��0�v�
 , �14�

where t�= t−r /c is the time delayed by the flight duration
from the source to the receiver. In this equation, the func-
tions ��0, ��0, and ��0 have disjoint supports. It means that
depending on the position of the point p� on the boundary,

FIG. 3. �a� The set �0 is the projection of � onto the unit sphere centered on
p. It is a curve with curvilinear abscissa s. The emission angle �� is mea-
sured with the tangent to �. �b� The set �0 is the projection of the diffracting
peaks � onto the unit sphere. This is a discrete set.

FIG. 4. Relation between the cone angle dv and the part d� of the boundary
enclosed in the cone. �� is the emission angle measured with the normal to
the surface and r� is the source-receiver distance.
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only one function among ��0�v�, ��0�v�, ��0�v� is not null.
For instance, if p��� or equivalently v��0, then p���
and p��� and therefore ��0�v�=��0�v�=0. The right-hand
side of Eq. �14�, can just have one nonvanishing term among
the last three terms �the third term is always canceled in
dimension two�. For this reason, it is not disturbing that ��
has different definitions in � and �. Equation �14� gives the
radiative intensity in direction v in terms of all sources,
� ,
 ,�, and � located on the path with direction −v.

III. REFLECTION

Reflection of rays on the boundary may occur in differ-
ent manners. Two extreme situations are of interest: diffuse
reflection and specular reflection. The former is often en-
countered in acoustics when walls are rough and the second
situation stands for perfect mirror for instance a plane hard
wall or a straight free edge for structural rays. The case of
general reflectivity is first considered before both particular
cases are detailed. In all cases, a fictitious source layer 

being the density of reflected power is introduced on the
surface �. It is then determined by an appropriate equation
deduced from the power balance.

Let the bidirectional reflectivity8 R�v ,u� of the boundary
be the ratio of radiative intensity I�p ,u , t� reflected in direc-
tion u and the incident flux I�p ,v , t�cos 	 from direction v
with incidence 	. At any point p of the boundary, the leaving
radiative intensity, I=dP / cos �dSdu in direction u with
emission angle �, is the sum of all incident fluxes I cos 	
times the reflectivity R. Angles 	, � and directions v, u are
defined in Fig. 5. It yields

I�p,u,t� =
1

cos �

dP
dSdu

=� R�v,u�I�p,v,t�cos 	dv . �15�

This is the so-called detailed power balance10 which gives
the power in any direction u from contributions of other
directions v. Consider an infinitesimal surface source p of
area d� with power d�
. The flux of intensity d�
H
through the infinitesimal solid angle du is d�du
 /�0. The
meaning of 
 is now apparent, 
 /�0 is the reflected power
per unit area of boundary and unit solid angle. Since the area
normal to the ray is d� cos �, the radiative intensity leaving
the source p in direction u is from Eq. �10�,

1

cos �

dP
dSdu

=

�p,u,t�
�0 cos �

. �16�

Substitution of Eqs. �12� and �16� into Eq. �15� gives,


�p,u,t�
�0 cos �

= �
�

R�v,u���s,t��H�s,p�cos 	d�s

+ �
�

R�v,u�
�q,v,t��H�q,p�cos 	d�q

+ �
�

R�v,u���q,v,t��H�q,p�cos 	d�q

+ �
q��

R�v,u���q,v,t��H�q,p�cos 	 . �17�

This is an integral equation which gives 
 at any point p and
in any direction u in terms of other volume, surface, line, and
point sources.

Let us define the hemispherical reflectivity8 R�v� be the
total flux leaving the boundary, for any unit incident flux
from v,

R�v� =� R�v,u�cos �du , �18�

where the integral runs over the hemisphere of inward direc-
tions. By multiplying Eq. �15� by cos � and integrating over
du gives,

� I�p,u,t�cos �du =� R�v�I�p,v,t�cos 	dv . �19�

It is then apparent that the hemispherical reflectivity R�v� is
the ratio of the reflected power and the incident power from
direction v. This is a non-negative number less than 1 some-
times called reflection efficiency11 in structural wave litera-
ture. Some surfaces have the property of constant bidirec-
tional reflectivity for any fixed incidence v. In this case, the
bidirectional directivity is given by the hemispherical direc-
tivity R�v ,u�=R�v� /�, where �=�cos �du=1, 2 or � for n
=1, 2 or 3. For such surfaces, the reflection is said to be
diffuse. When R does not depend on u, the right-hand side of
Eq. �17� does not depend on u, too. Thus, the power density

�p ,u , t� has the directivity given by Lambert’s law,


�p,u,t� = 
�p,t�cos � . �20�

Multiplying Eq. �17� by cos � and integrating over the hemi-
sphere of all emission directions u leads to,

�

�0

�p,t� = �

�

R�v���s,t��H�s,p�cos 	d�s

+ �
�

R�v�
�q,t��cos ��H�q,p�cos 	d�q

+ �
�

R�v���q,v,t��H�q,p�cos 	d�q

+ �
q��

R�v���q,v,t��H�q,p�cos 	 , �21�

FIG. 5. Reflection on plane surface for incidence direction v=	 ,
 and
reflection direction u=� ,�. Elevation angles 	, � are measured with the
normal to the surface and azimuthal angles 
, � are measured in the plane of
the surface.
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where �� is the emission angle at point q. This is a Fred-
holm’s integral equation of second kind on 
. The first two
terms of this equation were first derived by Kuttruff2,12 in the
context of room acoustics. The equation was originally,

B�r,t� = B0�r,t� + �
S

�1 − ��B�r,t −
R

c
�K�r,r��dS�,

�22�

where B=
1/ �1−�� is the irradiation density used as un-
known, S is the enclosure, 1−� is the reflection coefficient
�noted as R in Eq. �21��, B0 is the contribution of direct
sources is �first integral in Eq. �21��, R the source-receiver
distance, and K=cos � cos �� /�R2. Assuming that B�r , t�
=B�r�e−�t, Eq. �22� leads to an integral equation on rever-
beration time of rooms which applies beyond the validity of
Sabine’s formula and especially for rooms having atypical
shapes. Some algorithms have been proposed for solving this
integral equation13–16 and even an original closed-form solu-
tion was found for spherical enclosures.17 It was also numeri-
cally solved for early decaying of sound in Ref. 15, where it
is also proved the existence and uniqueness of reverberation
time. On the other hand, Eq. �22� is also useful to compute
the SPL map in the steady-state condition18–21 and then Eq.
�22� is an alternative to the ray-tracing technique. More gen-
erally, Eq. �22� and its generalization to diffracting sources
Eq. �21�, embody all geometrical acoustics with diffuse re-
flecting surfaces.

In the case of specular reflection, the bidirectional re-
flectivity is given by,

R�v,u� = R�v�
��v − u��

cos 	
, �23�

where u�=u−2�u ·n�n is the incident direction which specu-
larly reflects in u ·n is the unit outward normal to the bound-
ary. The hemispherical reflectivity is from Eq. �18�,
�R�v���v−u��cos � / cos 	du, where u=� ,� and v=	 ,

�Fig. 5�. The change of variable u=� ,�→u�=� ,�+� gives
du�=du and the hemispherical reflectivity is therefore
�R�v���v−u��cos � / cos 	du�=R�v�. Substitution of Eq. �23�
into Eq. �15� gives the equality I�p ,u� , t�=R�u��I�p ,u , t�.
For a perfect mirror R�v�=1 and therefore the incident radia-
tive intensity I�p ,u� , t� equals the reflected radiative inten-
sity I�p ,u , t�. But for an absorbing mirror, R�u�� is the ratio
of reflected and incident powers. Expanding I�p ,u , t� with
Eq. �16� and I�p ,u� , t� with Eq. �14�, the above equality
leads to


�p,u,t�
cos �

= R�u��	�
p

p�
��s,t��e−mrdr

+

�p�,u�,t��

cos ��
e−mr���0�u��


+ 	��p�,u�,t��
sin ��

e−mr�

r�
��0�u��

+ ��p�,u�,t��
e−mr�

r�n−1 ��0�u��
 , �24�

where p� is the point located on the boundary in direction
−u� from p. This is a functional equation on 
. The first two
terms of Eq. �24� were derived in Ref. 22 as an alternative to
Eq. �21� for specular reflection. However, in case of partially
diffuse reflecting surfaces and then, partially specular reflect-
ing surfaces, the most widely spread solution is rather based
on an algorithm which jointly uses the view factor method
and the image-source technique23,24 In Ref. 22, it was
pointed out that Eq. �24� can be solved by the image-source
technique and that Eq. �24� is more generally equivalent to
the ray-tracing technique with specular reflection. But to find
an algorithm similar to the collocation method and valid be-
yond the image-source technique limited in practice to
simple polyhedra shape, remains an open question.

IV. TRANSMISSION AND REFRACTION

When waves impinge on the interface separating two
media with different phase speeds, they are partially reflected
and partially refracted. This is the case for optical or acous-
tical rays passing through the air-water interface for instance
or structural waves in plates at discontinuity of thickness. In
some cases, the media are the same on both sides but, the
interface is material and then also gives rise to reflection and
transmission of waves. Transparency of acoustical waves
through walls but also transmission of structural waves
through the common edge of right-angled plates are some
examples. A fictitious source layer 
i, where i is a subscript
referring to the medium, is introduced on each side of the
interface. Equations on 
i are a simple generalization of pre-
vious ones in case of reflection. These equations apply for
any transmission and refraction, the details of the particular
system at hand, coincidence frequencies, double-leaf panel
resonance, air-gap resonance and so on, are rejected in ex-
pressions of transmittivity.

Let Rji�v ,u� be the bidirectional transmittivity from me-
dium j to medium i defined as in Sec. III. Rii is simply the
reflectivity of the boundary in medium i. The angles 	 and �
are defined in Fig. 6. The leaving radiative intensity Ii

=dPi / cos �dSdu in medium i is the sum of all fluxes inci-
dent from all media. The detailed power balance now reads,

FIG. 6. Refraction at plane interface for incidence direction v=	 ,
 and
refraction direction u=�, �.
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Ii�p,u,t� =
1

cos �

dPi

dSdu
= �

i
� Rji�v,u�Ij�p,v,t�cos 	dv .

�25�

This equation generalizes Eq. �15�. As in Sec. III, the equa-
tion on 
i, is obtained by substituting Eqs. �12� and �16� into
Eq. �25�,


i�p,u,t�
�0 cos �

= �
j
�

�j

Rji�v,u�� j�s,t��Hj�s,p�cos 	d�s

+ �
�j

Rji�v,u�
 j�q,v,t��Hj�q,p�cos 	d�q

+ �
�j

Rji�v,u�� j�q,v,t��Hj�q,p�cos 	d�q

+ �
q��j

Rji�v,u�� j�q,v,t��Hj�q,p�cos 	 .

�26�

This equation gives 
i in terms of other sources.
When emitted energy is diffuse, the bidirectional trans-

mittivity does not depend on the emission direction,
Rji�v ,u�=Rji�v� /� for all u where Rji�v� is the hemispherical
transmittivity or transmission efficiency defined as in Eq.
�18�. The reflection and transmission sources follow Lam-
bert’s law �20� and Eq. �26� on unknown 
i becomes,

�

�0

i�p,t� = �

j
�

�j

Rji�v�� j�s,t��Hj�s,p�cos 	d�s

+ �
�j

Rji�v�
 j�q,t��cos ��Hj�q,p�cos 	d�q

+ �
�j

Rji�v�� j�q,v,t��Hj�q,p�cos 	d�q

+ �
q��j

Rji�v�� j�q,v,t��Hj�q,p�cos 	 , �27�

�� is the emission angle at q and t�= t−r /c. This is a set of
Fredholm’s integral equations of the second kind. This set of
equations turns out to be a powerful tool to predict the rep-
artition of energy in assembled plates in high frequency
range.6,7,25 The solving of this set of equations in steady-state
condition is done by a collocation method. It then possible to
compute the vibrational energy of each component of
built-up structures but also to get the repartition of energy
inside each subsystem. This is an improvement of �SEA�
which just provides the total vibrational energy of sub-
systems. Indeed, this method is more time-computation con-
suming than SEA but significantly less time-consuming than
FEM or BEM applied to the classical governing equations.

In case of perfect refraction, incoming rays u j� with in-
cidence 	 j in medium j which are refracted into a single ray
u with angle � in medium i are linked by Snell-Descartes’
law of refraction, sin 	 j /cj�=sin � /ci�, where cj� the phase
speed in medium j. Rays u j� and u are coplanar. The bidirec-

tional transmittivity must read in such a manner that incident
power from direction u j� is refracted in the only direction u
of medium i,

Rji�v,u� = � cj�

ci�
�n−1

Rji�v�
��v − u j��

cos 	
. �28�

To show that Rji�v� is the hemispherical transmittivity, we
substitute Eq. �28� into Eq. �18�, ��cj� /ci��

n−1Rji�v���v
−u j��cos � / cos 	du. The solid angles attached to the change
of variables u=�, �→u j�=	 j, �+� are du=sin �d�d� and
duj�=sin � j�d	 j�d�. They are related by cos �du /ci�

n−1

=cos 	 j�duj� /cj�
n−1 �derive the square of Snell-Descartes’

equality�. The hemispherical transmittivity is therefore
�Rji�v���v−u j��cos 	 j / cos 	duj�=Rji�v� which justifies the
form of Eq. �28�.

Substitution of Eq. �28� into Eq. �25� leads to
Ii�p ,u , t�=� j�cj� /ci��

n−1Rji�u j��Ij�p ,u j� , t�. Thus, further sub-
stitution of Eqs. �16� and �14� into this equality gives some
functional equations for 
i,


i�p,u,t�
cos �

= �
j
� cj�

ci�
�n−1

Rji�u j��
�
p

pj�

� j�s,t��e−mjrdr

+

 j�p j�,u j�,t��

cos � j�
emjr���j

0�u j���	
+

� j�p j�,u j�,t��
sin � j�

e−mjr�

r�
��j

0�u j��

+ � j�p j�,u j�,t��
e−mjr�

r�n−1 ��j
0�u j��
 , �29�

where p j� is the first point of the boundary � j encountered in
direction −u j� from p and � j� is the emission angle at p j� �Fig.
7�. This is a set of functional equations on unknowns 
i.
Equation �29� has been solved for a couple of plates in Ref.
26, whereas some features of Eq. �29� have been discussed in
Ref. 22. In particular, it has been shown that Eq. �29� is not
symmetrical under time reversing. This is due to the under-
lying assumption that rays are uncorrelated. To neglect the
phase between incoming rays is not equivalent that to neglect
the phase between outcoming rays.

FIG. 7. The power emitted in direction u=�, � is the sum of the reflection
from direction u1� and the transmission from direction u2�. pi� is the point of
the boundary which emits in the direction ui� with emission angle �i�.
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Two expressions of transmission efficiency are given in
the Appendix for the cases of refraction between two acous-
tical media and transmission through single walls. Many
other cases are tackled in the literature, for instance, trans-
mission through double walls is studied in Refs. 27 and 28,
transmission of structural waves at joint of assembled beams
in Refs. 29 and 30, and at a joint of assembled plates in Refs.
31 and 32.

V. DIFFRACTION

Geometrical Theory of Diffraction �GTD� introduces
diffraction effects in geometrical acoustics. Whereas the con-
dition for existence of classical rays is given by Fermat’s
principle expressing the stationarity of ray path, existence of
diffracted rays follows from the generalized Fermat’s prin-
ciple which states that ray paths with constraints have an
extremum optical length.5 It leads to the existence of a new
class of rays diffracted by wedges, peaks, and corners, but
also creeping rays in case of diffraction by smooth obstacles.
In this section, we just consider diffraction by wedges and
corners but not diffraction by smooth obstacles. A fictitious
source layer � is introduced along diffracting edges and
some fictitious sources � are laid on vertices of peaks and
corners of plates.

Let define the bidirectional diffractivity D�v ,u� with in-
cidence v and emission direction u, by analogy with the
bidirectional reflectivity. For diffraction by corners and
peaks, D�v ,u� is defined as the ratio of the emitted power dP
per unit solid angle du about u and the incident radiative
intensity I in direction v. The detailed power balance is thus,

dP
du

=� D�v,u�I�p,v,t�dv . �30�

The infinitesimal emitted power dP for a point source � is
the flux of �H through a small area �n−1du. of the sphere of
radius �, dP=�e−m� /�0�n−1��n−1du. When � goes to zero,

dP
du

=
��p,u,t�

�0
. �31�

The equation on � is then derived by substituting Eqs. �12�
and �31� into Eq. �30�,

��p,u,t�
�0

= �
�

D�v,u���s,t��H�s,p�d�s

+ �
�

D�v,u�
�q,v,t��H�q,p�d�q

+ �
�

D�v,u���q,v,t��H�q,p�d�q

+ �
q��

D�v,u����q,v,t��H�q,p� . �32�

This equation gives the power � in terms of powers of other
sources.

For diffraction by wedge whose edge has a length mea-
sure noted �, the bidirectional diffractivity D�v ,u� is defined

as the ratio of the emitted power dP per unit solid angle du
about u and per unit length sin �d� normal to the ray, and the
power density I�p ,v , t�sin 	 incident on the edge,

1

sin �

dP
d�du

=� D�v,u�I�p,v,t�sin 	d� . �33�

Directions v=	 ,
 ,u=� ,� are defined in Fig. 8�a�. For a line
source �, the infinitesimal emitted power per unit length
dP /d� is the flux of �H through a part �2du of sphere and
therefore, dP /d�=�e−m� /4��2��2du. When � goes to zero,

1

sin �

dP
d�du

=
��p,u,t�
4� sin �

. �34�

The equation on � is obtained by substitution of Eqs. �12�
and �34� into Eq. �33�,

��p,u,t�
4� sin �

= �
�

D�v,u���s,t��H�s,p�sin 	d�s

+ �
�

D�v,u�
�q,v,t��H�q,p�sin 	d�q

+ �
�

D�v,u���q,v,t��H�q,p�sin 	d�q

+ �
q��

D�v,u���q,v,t��H�q,p�sin 	 . �35�

This is an integral equation on the unknown �.

FIG. 8. Diffraction by wedge. �a� Elevation angles and 	, � are measured
with the tangent to the edge and azimuthal angles and 
, � are measured in
the plane normal to the edge of the wedge. �b� Keller’s cone is the set of
emission directions for which �=	.
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Until now, it has been tacitly assumed that rays imping-
ing on wedges, peaks, and corners may be diffracted in any
direction. However, the generalized Fermat’s principle speci-
fies which ray paths are admissible for diffraction. It is found
that corners and peaks diffract in all directions, whereas
wedges only diffract in the so-called Keller’s cone. For an
incident ray with direction v=	 ,
, Keller’s cone is the set of
all emission directions u=�, � verifying �=	 �Fig. 8�b��.
The equality of incidence and emission angles is known as
Keller’s law of diffraction. Let us introduce the reciprocal
Keller’s cone K of direction u as being the set of all inci-
dence directions v whose incidence angle 	 is equal to the
emission angle �. All energy emerging from the wedge in
direction u stems from the reciprocal Keller’s cone. The fol-
lowing form of the bidirectional diffractivity satisfies this
condition,

D�v,u� = D�
,��
��	 − ��

sin 	 sin �
. �36�

D�
 ,�� is related to the classical diffraction coefficient d at
normal incidence used in GTD by D�
 ,��= �d�
 ,���2. Some
expressions for the diffractivity D�
 ,�� are given in the Ap-
pendix.

For the particular diffractivity given in Eq. �36�, the
equation on the unknown � is obtained by multiplying Eq.
�35� by sin � and by substituting Eq. �36�. Four integrals then
appear in right-hand side which must be carefully evaluated.
Since the diffractivity of Eq. �36� contains a Dirac function,
the integrands d�, d�, d� of these integrals reduces to the
surface of reciprocal Keller’s cone. Then, let introduce the
notation K for the reciprocal Keller’s cone, L=K�� for the
trace of the reciprocal Keller’s cone on the regular boundary
and M =K�� the discret set of points of � lying on the
reciprocal Keller’s cone. The surface measure on the recip-
rocal Keller’s cone is dK=r sin 	d
dr �Fig. 9�a��. Since the
infinitesimal volume is d�=r2sin 	d	d
dr in spherical co-
ordinates, it related to dK by d�=rd	dK. The first integral
of Eq. �35� multiplied by sin � becomes ���	−��D�H
�rd	dK=�KD�HrdK, where D of the right-hand side des-
ignates D�
 ,�� of Eq. �36�. For the second integral, the in-
finitesimal surface is d�=r2 sin 	d
 / cos ��, where as usual
�� is the emission angle �Fig. �4��. The length measure is
dL=r sin 	d
 / sin �, where � is the angle between L and the
generating line of K �Fig. 9�b��. Thus, d�=r sin � / cos ��
�d	dL. The second integral is therefore
�LD
Hr sin � / cos ��dL. The third integral reads ���	
−��D�Hd�=�D�H�d� /d	 where the sum runs over the
set M =K��. But d� /d	=rcos �, where � is the angle be-
tween � and the normal to Keller’s cone �Fig. 9�c��. Finally,
the fourth term is ���	−��D�H and the equation on � for
diffraction by wedges is

��p,u,t� = �
K

D�
,����s,t��
e−mr

r
dKs

+ �
L

D�
,��
�q,v,t��
sin �

cos ��

e−mr

r
dLq

+ �
q�M

D�
,��
��q,v,t��

cos �

e−mr

r

+ �
q��

D�
,����q,v,t��
e−mr

r2 ��	 − �� . �37�

This is a functional equation on �.
Diffraction by the top of noise barriers or around build-

ings are two common examples of multidiffraction where
rays can be diffracted more than once. These problems are
usually solved by BEM for low frequencies and by GTD for
higher frequencies. For instance, Pierce33 gives an approxi-
mate expression for double-edge diffraction by thick three-
sided barriers using GTD. This solution is assessed for wide
barriers by Kurze34 while Medwin et al.35 generalize this
result in the time domain. However, all these methods re-
quire a finite number of rays between the diffracting edges
and then are limited to a finite order of diffraction. Equations
�32� and �37� are an alternative ray method for multiple dif-
fraction. They lead to a finite set of linear equations where
the unknowns are the diffracted powers. Solving these equa-
tions allows to account the infinite number of diffractions in
a single step36,37 but does not account for interference effects
between edges.

FIG. 9. �a� Surface measure on the reciprocal Keller’s cone K. �b� Length
measure on the curve L=K��, � is the angle between the generating line of
the cone and the line L. �c� Discrete set M =K��, � is the angle measured
between the tangent to � and the normal to K.
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VI. RADIATION OF SOUND

Radiation of sound is usually described using two dif-
ferent approaches. The modal approach38,39 introduces a ra-
diation factor for any mode of the radiating structure. It is
well adapted to identify which modes are responsible of the
radiation. The wave approach is more appropriate to ray
theories. From this point of view, radiation occurs in three
situations.40 First, structural rays continuously loss their en-
ergy when traveling and then give rise to radiation of acous-
tical rays. This is the so-called surface mode radiation. Sec-
ond, structural rays when impinging on edges are partially
reflected and partially diffracted into acoustics. This is the
edge mode radiation. Finally, singular points of structures are
also responsible of diffraction of structural rays. This is the
corner mode radiation. The subscript s is introduced for
quantities related to structure and a for acoustics. The sound
speed is noted c0. Then, a fictitious source layer 
a, density
of radiated power, is introduced at any point of the radiating
surface. For edge mode radiation, a fictitious source 
s is
introduced on the edge for reflection into structure and a
source �a for radiation. Finally, some point sources �s for
structure and �a a for acoustics are laid on each singular
point of the structure �Fig. 10�.

Radiation by surface mode only occurs beyond the co-
incidence frequency when structural waves are supersonic.
Let us introduce a bidirectional radiation coefficient
Asa�v ,u� as the acoustical radiative intensity in direction u
for a unit incident structural radiative intensity in direction v.
The directions v=
 and u=�, � and their related angles are
drawn in Fig. 11. The detailed power balance then states that
the radiated intensity is the sum of all contributions of inci-
dent structural rays,

I�p,u,t� =
1

cos �

dP
dSdu

=� Asa�v,u�I�p,v,t�dv . �38�

In the mean time, the attenuation factor ms for structure is the
sum of a term for internal losses �� /cs, where � is the
damping loss factor and � is the circular frequency, and an
additional term for radiation. Consider a structural plane
wave with radiative intensity I= I0��v−v0�. The decrease of
intensity thickness dx is −dI0=msI0dx. Internal losses are

�� /cs� I0dx, whereas radiation losses are 2dP /dS�dx. The
factor 2 stems from the presence of fluid on both sides of the
structure. From Eq. �38�, dP /dS�dx=�Asa cos �du� I0dx
and therefore the power balance states,

ms =
��

cs
+ 2� Asa�v0,u�cos �du . �39�

The integral does not depend on direction v0 for isotropic
structure. Now, the acoustical surface sources 
a distributed
over the structure provide this energy lost by the structure.
Equation �16� gives the left-hand side of Eq. �38�, whereas
the right-hand side is obtained by substituting Eq. �12�,


a�p,u,t�
4� cos �

= �
�s

Asa�v,u��s�s,t��H�s,p�d�s

+ �
�s

Asa�v,u�
s�q,v,t��H�q,p�d�q

+ �
q��s

Asa�v,u��s�q,v,t��H�q,p� . �40�

In this equation, �s denotes the structural domain, �s its
boundary, and �s the set of diffracting points. Snell-
Descartes’ law states that the emission direction u has a polar
angle �0, measured with the normal to the surface, such as
1/cs�=sin �0 /c0. The radiated ray u has also an azimuthal
angle 
, measured in the plane of structure, equal to the
azimuthal angle � of structural ray v. Then, the bidirectional
radiation coefficient Asa reduces to the particular form,

Asa�v,u� = Asa��� − 
�
��� − �0�

sin �0
, �41�

where Asa in the second-hand side is a parameter depending
on structure and fluid properties. This parameter and the re-
lated attenuation factor ms are given in the Appendix for
lightly loaded thin plates while the most general case of
fluid-loaded thick plates is discussed in Ref. 41. Now substi-
tution of Eq. �41� into Eq. �40� leads to the equation on 
a,

FIG. 10. Actual and fictitious sources contributing to the energy in structure
and in acoustics. Structural sources are noted as �s, reflection sources on
edge are 
s, and diffraction sources of corners are �s. Acoustical sources are
noted as �a, surface radiation sources are 
a �surface mode radiation�, line
radiation sources are �a �edge mode radiation�, and point radiation sources
are �a �corner mode radiation�.

FIG. 11. Surface mode radiation. Elevation angle � is measured with the
normal to the surface and azimuthal angles 
, � are measured in the plane of
the surface.
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a�p,u,t�
2 cot �0

= Asa��� − �0� � 	�
p

p�
�s�s,t��e−msrdr

+

s�p�,u�,t��

cos ��
e−msr���s

0�u��
	
+ �s�p�,u�,t��

e−msr�

r�
��s

0�u��
 , �42�

where u�=� and u=� ,�. p� is as usual the first point of the
boundary in direction −u�. This equation gives the fictitious
sources 
a for surface mode radiation in terms of structural
sources �s, 
s, and �s. It is solved in Ref. 42 for the case of
a beam radiating in a two-dimensional acoustic medium. Ra-
diation only occurs in direction �0 and therefore, sound is
emitted in two strips. The intersection of these strips is a
double zone with a higher sound pressure level and outside
of the strips is a shadow zone.

Radiation by edge mode occurs at any frequency. This is
a particular case of diffraction with a structural ray diffracted
into fluid. The structure to acoustic bidirectional diffractivity
for edge is defined as in Eq. �33�,

1

sin �

dP
d�du

=� Dsa
e �v,u�I�p,v,t�sin 	dv , �43�

where the incident direction v=	 belongs to the plane of
structure and the radiation direction u=�, � is in the fluid
�Fig. 12�. Structural waves are partially reflected into struc-
ture itself and partially diffracted into acoustics. Thus, the
edge has a reflection efficiency Rs less than unity. Consider a
structural plane wave with radiative intensity I= I0��v−v0�
incident upon the edge. The diffracted power per unit length
is given by Eq. �43�, dP /d�= I0 sin 	0�Dsa sin �du. This
power is not reflected into structure and therefore the power
balance imposes,

Rs�v0� = 1 −� Dsa
e �v0,u�sin �du . �44�

This reflection efficiency Rs depends on the incident direc-
tion v0. The exact expression for the reflection coefficient Rs

of membranes is derived in Ref. 43 while the case of baffled
and nonbaffled plates is solved in Ref. 44. The unknown 
s

is determined by applying Eq. �17� with the reflection effi-

ciency Rs. Indeed Eqs. �21� and �24� must be preferred in
case of diffuse and specular reflection. The energy converted
into acoustical waves is emanated by some acoustical
sources distributed along the edge of the structure. Their
power per unit length �a is determined by,

�a�p,u,t�
4� sin �

= �
�s

Dsa
e �v,u��s�s,t��H�s,p�sin 	d�s

+ �
�s

Dsa
e �v,u�
s�q,v,t��H�q,p�sin 	d�q

+ �
q��s

Dsa
e �v,u��s�q,v,t��H�q,p�sin 	 .

�45�

This is the most general equation governing the line source
�a. But as in diffraction by wedges, acoustical rays are radi-
ated in Keller’s cone. However, incidence and emission
angles measured with the tangent to the edge are now related
by cos 	 /cs�=cos � /c0. Since the incident direction is re-
stricted to be in the plane of structure, the reciprocal Keller’s
cone of a radiated ray u now reduces to a single direction
noted u�=	�. The bidirectional diffractivity takes the form,

Dsa
e �v,u� =

cs�

c0
Dsa

e ���
��	 − 	��

sin2 	
, �46�

where Dsa
e ��� is the square of the classical diffraction coef-

ficient at normal incidence. When introducing Eq. �46� into
Eq. �45� and, as usual, developing the infinitesimal surface
d�=rdrd	 and the infinitesimal boundary length d�
=rd	 / cos ��, the equation on �a is obtained,

�a�p,u,t�
2 sin �

=
cs�

c0
Dsa

e ���
1

sin 	�	�p

p�
�s�s,t��e−mrdr

+

s�p�,u�,t��

cos ��
e−mr���s

0�u��
	
+ �s�p�,u�,t��

e−mr�

r�
��s

0�u��
 . �47�

The power density �a is then related to structural sources �s,

s, and �s.

Radiation by corner mode also occurs at any frequency.
The bidirectional diffractivity, as in Eq. �30�, is defined by
the following detailed power balance:

dP
du

=� Dsa
c �v,u�I�p,v,t�dv , �48�

where v is in the structure and u is any direction in the fluid
�Fig. 13�. The left-hand side of Eq. �48� is given by Eq. �31�
and the right-hand side by Eq. �12�,

FIG. 12. Edge mode radiation. Elevation angle 	, � is measured with the
tangent to the edge and azimuthal angle � is measured in the plane of the
edge.
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�a�p,u,t�
4�

= �
�s

Dsa
c �v,u��s�s,t��H�s,p�d�s

+ �
�s

Dsa
c �v,u�
s�q,v,t��H�q,p�d�q

+ �
q��s

Dsa
c �v,u��s�q,v,t��H�q,p� . �49�

The fictitious acoustical sources �a are related to structural
sources �s, 
s, and �s. Concerning the sources �s at the same
corner, this is a structural diffraction problem. Thus, �s is
given by Eq. �32� with the appropriate diffraction coefficient.

VII. STRUCTURAL RESPONSE

Reflection, transmission, and sound absorption by walls
has been addressed in Secs. III and IV. But in some cases, the
acoustical energy lost during reflection is converted into
structural energy. This phenomenon followed by radiation of
sound is named resonant transparency in SEA literature
meaning that structural modes are involved. An overview of
sound transmission through infinite and finite structures is
available in Ref. 45. Acoustic to structure conversion mode
is the reciprocal problem of sound radiation and since all ray
paths can be traveled in both directions, any radiation mode
a priori gives rise to a conversion mode and conversely. The
case of rays impinging on the surface of the structure is first
considered. Diffraction of acoustical rays into structure by
edges is modeled by introducing some fictitious sources 
s

for the structure and �a for acoustics while diffraction by
edges or any singular point requires some point sources �s

and �a.
This is a well-known result that a plane wave impinging

on an infinite structure is reflected, transmitted, and that a
forced term appears in the structure. Fictitious sources 
a for
reflection and transmission are given by Eqs. �26�, �27�, and
�29� depending on the type of transmittivity. The incident
power is totally reflected and transmitted and no energy is
supplied to the structure. This result holds even at �0 inci-
dence and thus, seems to state that the reciprocal path of
surface radiated rays does not exist. However it does exist,
but for an incident wave having a complex wave number. In
the presence of fluid on both sides of the structure, a further
requirement is that two rays simultaneously strike the struc-
ture at �0 incidence and at the same point. This phenomenon
is possible but improbable. Anyway, within the framework of

the present theory, correlation of rays have been neglected
and thus, this type of conversion is assumed to be never
realized.

Equations �7� and �8� give the contribution of the free
waves propagating inside the structure. But, the presence of a
forced term in the structure can lead to a significant increase
of vibrational level and therefore cannot be neglected. Let
define the forcing coefficient A0 as the ratio of the vibrational
energy of the forced term and the incident acoustical power
of a plane wave �Appendix . The total vibrational energy of
the forced term W0 is then the sum,

W0�r,t� =� A0�	�I�r,v,t�cos 	dv , �50�

for all incident waves. Introducing Eq. �12�, the forced term
becomes,

W0�r,t� = �
�a

A0�	���s,t��H�s,r�cos 	d�s

+ �
�a

A0�	�
�p,v,t��H�p,r�cos 	d�p

+ �
�a

A0�	���p,v,t��H�p,r�cos 	d�p

+ �
p��a

A0�	���p,v,t��H�p,r�cos 	 . �51�

The vibrational energy in the structure is therefore the sum
W�r , t�+W0�r , t�, where W is the energy of the free term
given by Eq. �7� and W0 the energy of the forced term given
by Eq. �51�.

Conversion by edge is once again a diffraction problem.
The bidirectional diffractivity Das�v ,u� is defined as in Eq.
�33�,

1

sin �

dP
dvdu

=� Das
e �v,u�I�p,v,t�sin 	dv . �52�

All the energy impinging on the edge is either diffracted into
structural wave or diffracted into acoustical wave. The
acoustical diffraction sources �a have ever been found in Eq.
�37� and the structural diffraction sources 
s distributed
along the edge are given by


s�p,u,t�
2� sin �

= �
�a

Das
e �v,u��a�s,t��H�s,p�sin 	d�s

+ �
�a

Das
e �v,u�
a�q,v,t��H�q,p�sin 	d�q

+ �
�a

Das
e �v,u��a�q,v,t��H�q,p�sin 	d�q

+ �
q��a

Das
e �v,u��a�q,v,t��H�q,p�sin 	 .

�53�

The power densities 
s are then related to acoustical sources
�a ,
a ,�a, and �a. For any ray u in the structure is attached a
reciprocal Keller’s cone whose axis is the edge and angle 	�

FIG. 13. Corner mode radiation. Elevation angle � is measured with the
normal to the surface and azimuthal angles 
, � are measured in the plane of
the surface.
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is defined by the law of diffraction cos 	� /c0=cos � /cs�. The
bidirectional diffractivity taking into account this law of dif-
fraction is,

Das
e �v,u� =

c0

cs�
Das

e �
�
��	 − 	��

sin2 	
. �54�

Substitution of Eq. �54� into Eq. �53� is done in same condi-
tion as for wedge diffraction. The measures d�, d�, and d�
are developed in spherical coordinates with the result,

2

s�p,u,t�

sin �
=

c0

cs�

1

sin 	�	�K

Das
e �
��a�s,t��

e−mr

r
dKs

+ �
L

Das
e �
�
a�q,v,t��

sin �

cos ��

e−mr

r
dLq


+ 	 �
q�M

Das
e �
�

�a�q,v,t��
cos �

e−mr

r

+ �
q��a

Das
e �
��a�q,v,t��

e−mr

r2 ��	 − 	��
 ,

�55�

where as for wedged diffraction, dK is the surface measure
on the reciprocal Keller’s cone K whose semiangle is 	�, dL
is the length measure on L=K��a, �� is the emission angle,
and � is the angle between L and the emission direction,
M =K��a is the set of points where the line �a crosses the
cone K and � is the related angle between the tangent to �a

and the normal to K. The bidimensional Eq. �55� jointly with
Eq. �47� is solved in Ref. 46 for the case of a finite baffled
plate with simply supported edges. Results of this method
are compared with some reference results from BEM.

Finally, conversion by corner is also a diffraction prob-
lem. The detailed power balance similar to Eq. �30� reads

dP
du

=� Das
c �v,u�I�p,v,t�dv , �56�

for any direction u into the structure. The structural fictitious
source �s emits a power per unit angle dP /du=�s /2� and,
thus, once again �s is determined by an integral equation,

�s�p,u,t�
2�

= �
�a

Das
c �v,u��a�s,t��H�s,p�d�s

+ �
�a

Das
c �v,u�
a�q,v,t��H�q,p�d�q

+ �
�a

Das
c �v,u��a�q,v,t��H�q,p�d�q

+ �
q��a

Das
c �v,u��a�q,v,t��H�q,p� , �57�

where �s is related to acoustical sources �a, 
a, �a, and �a.
The sources �a for the same problem are given by Eq. �32�
with the acoustics to acoustics diffraction coefficient.

It is remarkable that the intensity of the forced term does
not appear in Eq. �17� giving 
s the power being reflected
neither in Eq. �47� giving �a the power being radiated by

edges. Its seems that this forced intensity is not reflected
neither radiated and thus the power balance seems to be vio-
lated. However, it is not. The diffraction coefficients Das and
the related one Daa for the diffraction of acoustical waves
interacting with the edge of the structure take into account
the presence of the forced vibration. And therefore, the en-
ergy of the forced term is ever accounted for in the fictitious
source 
s of Eq. �53� �same for �a�.

VIII. CONCLUSION

In this paper, the basic equations governing energy of
uncorrelated ray fields have been presented. All classical
phenomena of vibroacoustics are accounted for, that is re-
flection, refraction, transmission, diffraction, radiation by
surface, edge or corner modes and structural response. These
equations are derived within the framework of the Geometri-
cal Theory of Diffraction which is the natural theory to de-
scribe these rays. The method is based on the use of some
fictitious sources each time rays are reflected, refracted,
transmitted or diffracted. The power of a fictitious source is
the sum of powers of all individual rays being deviated at
this point. This is the main difference with the ray-tracing
technique which requires that all ray paths from a source to a
receiver are determined.

Besides, the proposed formalism is entirely based on
energy variables. Indeed, the underlying assumption is that
all rays are uncorrelated. In general, this is not true in low
frequency range but this is a relevant assumption in high
frequency range especially if rms values of the field in wide-
band are expected. The spirit of Statistical Energy Analysis is
preserved: a description of vibrational fields in terms of en-
ergy well suited for high frequencies. However, the present
equations do not assume that fields are diffuse in all sub-
systems and even, fields can be largely nondiffuse. The
present equations can thus be considered as an extension of
SEA.

Energy equations of vibrational fields are useful for sev-
eral purposes. The “radiosity method” in room acoustics is
an efficient method to determine the reverberation-time be-
yond the validity of Sabine’s formula. But similar equations
in steady-state condition can further give the repartition of
vibrational energy inside largely nondiffuse fields. The
present theory embodies these two methods with, in addition,
the contribution of diffraction.

APPENDIX

The reflection and transmission efficiencies at the inter-
face between two fluids with different acoustical impedances
Zi=�ici, i=1,2, where �i is the mass per unit volume and ci

is the sound speed are47

R11�	� = �Z2 sec � − Z1 sec 	

Z2 sec � + Z1 sec 	
�2

, �A1�

R12�	� =
c1 sec 	

c2 sec �
� � 2Z2 sec �

Z2 sec � + Z1 sec 	
�2

, �A2�

where 	 is the incidence angle and � is the refracted angle
measured with the normal to the interface in Figs. 5 and 6,
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sec 	=1/cos 	 is the secant function. These angles are re-
lated by Snell-Descartes’ law of refraction sin 	 /c1�
=sin � /c2�. These equations apply for instance at the water-air
interface.

Reflection and transmission of acoustical waves through
walls with same fluid of impedance Z0=�0c0 on both sides
are given by the following relationships:11

R11�	� = � Zs

Zs + 2Z0 sec 	
�2

, �A3�

R12�	� = � 2Z0 sec 	

Zs + 2Z0 sec 	
�2

, �A4�

where Zs= �B�� sin 	 /cs��
4−m�2� / i� is the mechanical im-

pedance of the wall at incidence 	, B being the bending
stiffness and m the mass per unit area of the wall. The forced
term in the wall is not a structural ray. Its wave number
matches with the trace of the acoustical wave number and the
forcing coefficient is,

A0�	� =
8B�2Z0 sec 	 sin3 	

c0
3�Zs + 2Z0 sec 	�2

. �A5�

The diffractivity of a wedge at normal incidence 	=�
=� /2 is5,48,49

D�
,�� =
�2 sin2����

2�k
	 1

cos���� − cos���� + 
��

+
1

cos���� − cos���� − 
��
2

, �A6�

where �=� /� is the wedge index, � being the outer angle of
the wedge, and k is the acoustical wave number. The angles
� and 
 are measured in the normal plane to the wedge as
defined in Fig. 8. This expression is singular for �= ±
 and
does not predict the correct values near these angles. An
alternative expression for D valid both within and outside the
transition regions is given by the Uniform Theory of
Diffraction,49

D�
,�� =
�2

8�k
�cot	��� + � − 
�

2
F�kLa+�� − 
��


+ cot	��� − � + 
�
2

F�kLa−�� − 
��
�
+ �cot	��� + � + 
�

2
F�kLa+�� + 
��


+ cot	��� − � − 
�
2

F�kLa−�� + 
��
�2

, �A7�

L=r sin2 	, r being the source-receiver distance and 	 the
incidence angle and a±���=2 cos2��N± /�−� /2�, N± is an in-
teger which more nearly satisfies the equality 2�N± /�−�

= ±�. F�X�=2i�XeiX��X
� e−i�2

d� is a transition function which
involves a Fresnel integral, and cot x is the cotangent func-
tion. It can be checked that Eqs. �A6� and �A7� agree well for
large X.49

The radiation coefficient Asa introduced in Eq. �41� is
found by solving the classical governing equation of fluid-
loaded Love’s plate, with an incident structural plane wave.
For a light fluid �air�,

Asa =
�0

2m

M

M2 − 1
M � 1, �A8�

where M =cs� /c0 is the Mach number of the structural wave.
When the structural wave is substance �M �1� there is no
radiation, i.e., Asa=0. The attenuation factor ms is calculated
with Eq. �39�,

ms =
��

cs
+

�0

m

1
�M2 − 1

M � 1. �A9�

This last equality is also twice the imaginary part of the
structural wave number given by the dispersion of the fluid-
loaded plate.
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A set of coupled integral equations is formulated for the investigation of sound propagation from an
infinitesimal harmonic line source above a hard ground surface corrugated with cuttings. Two
half-space Green’s functions are employed in the formulation. The first one defined for the upper
half space is used to reduce the problem size and eliminate the edge effect resulting from the
boundary truncation; the other one for the lower half space is to simplify the representation of the
Neumann-Dirichlet map. As a result, the unknowns are only distributed over the corrugated part of
the surface, which leads to substantial reduction in the size of the final linear system. The
computational complexity of the Neumann-Dirichlet map is also reduced. The method is used to
analyze the behavior of sound propagation above textured surfaces the impedance of which is
expectedly altered. The effects of number and opening of trench cuttings, and the effect of source
height are investigated. The conclusions drawn can be used for reference in a practical problem of
mitigating gun blast noise. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2225997�
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I. INTRODUCTION

Acoustic wave propagation from an infinitesimal har-
monic line source above a locally-perturbed half space has
been of interest to the acoustical society due to its practical
importance and its concise mathematical description. The
problem arises in different areas, e.g., the study of the effect
of oscillation in harbors �Hwang and Tuck, 1970; Lee, 1971;
Shaw, 1971�, the suppression of traffic noise using barriers
�Peplow and Chandler-Wilde, 1999�, and the effect of nonflat
terrain on sound propagation �Alpera et al., 2003�, etc.

The problem addressed in this paper comes from the
attempt of mitigating gun blast noise above a hard ground
surface by changing it into an artificial soft �or pressure re-
lease� surface using trench cuttings. A number of studies
have been conducted on using various structures to deflect
sound propagation along the surface of a hard ground �Swen-
son et al., 1992�. We suggest texturing the hard surface with
trench cuttings, which leads to a change in the surface im-
pedance. If the geometry of cuttings satisfies some condi-
tions, the surface will exhibit low impedance. As a result,
more noise is deflected away from the cuttings and less is
propagated along the surface, and the adverse effect on the
surrounding environment is suppressed.

The use of cuttings to alter surface impedance to change
the property of sound propagation is not new to the acousti-
cal society. Tol and Holties �1999� have studied the use of
low, close to track barriers and absorptive layers on a slab
track to lower the noise from train traffic. Attenborough and
Boulanger �2002� have investigated the effective impedance
of hard rough surfaces.

The idea of impedance surface has also been used in the
electromagnetic society. Readers are referred to Qian et al.
�Qian et al., 1998� for details. Readers are also referred to
some textbooks or notes �Collin, 1990; Kong, 1998; Chew,
2002� for properties of corrugated surfaces.

The objective of this paper is to provide an efficient
mathematical description for the problem and to preliminar-
ily study the application of the artificial soft surface to miti-
gate noise traveling along a hard ground surface. As men-
tioned above, an infinitesimal harmonic line source is used as
excitation throughout the paper, considering that the radiated
field can be expressed as a summation of Fourier compo-
nents. For the theoretical model to be as close as possible to
the real world problem, a quasiperiodic structure is employed
in which a finite number of cuttings are included instead of
using an infinitely periodic structure. Plane waves are often
employed in discussing the behavior of waves above a peri-
odic structure, where the Floquet-Bloch theorem is always
used to represent the scattered field. As is known that the
radiation of a line source can be expressed in terms of the
superposition of different plane waves, therefore the behav-
ior of the line source can be obtained by investigating the
behavior of the plane waves. For purposes of numerical com-
putation, however, the implementation is not straightforward
and some approximation may be needed �Lam, 1999�.

This problem is easily formulated using the boundary
integral equation method or the boundary element method.
The geometry used is shown in Fig. 1, where �1= ��x ,z��z
�0� is the upper half space, and �2 denotes the inside of the
cutting in the hard ground surface. The boundary of �1 is
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��1=��+�g+�o, where �� is the upper semicircle of infi-
nitely large radius; �o is a part of the plane z=0, coinciding
with the opening of the cutting; �g= ��x ,z��z=0� \�o. The
boundary of �2 is ��2=�o+�c, where �c connects the two
end points of �o and is entirely below the plane z=0, denot-
ing the sides and bottom of �2. The solution domain is �
=�1+�2+�o, the boundary of which is ��=��+�g+�c.

Hwang and Tuck �1970� use a single-layer potential
method to study the effect of wave-induced oscillations by
solving for the unknown equivalent sources distributed along
the boundary of the harbor ��c� and coastline ��g�. Lee
�1971� uses the Green’s second theorem in both the regions
inside and outside the harbor, �1 and �2, respectively. This
method is also used by Shaw �1971�. Peplow and Chandler-
Wilde �1999� present a method for the case when the bound-
ary of the solution domain is penetrable and absorptive. For
simplicity, the impedance boundary condition is used and
accordingly a special Green’s function is employed to ac-
count for the finite acoustic impedance of the lower half
space. When the boundary is rigid, their formulation reduces
to that of Hwang and Tuck. Alpera et al. �2002� use Peplow
and Chandler-Wilde’s method to study the effect of nonflat
terrain on sound propagation.

In the formulations proposed by Hwang and Tuck, and
Peplow and Chandler-Wilde, a half-space Green’s function is
used in the region of upper half space �1, while a free-space
Green’s function is used in the cutting �2. The use of the
half space Green’s function in �1 reduces the number of
unknowns substantially because �g, the flat part of the hard
ground surface is eliminated from the integral equation, and
avoids the edge effect resulting from the boundary truncation
when a free-space Green’s function is used in �1. In our
formulation, two half-space Green’s functions instead of
only one are involved, one is used in �1, and the other is
used in �2. The use of the second half-space Green’s func-
tion in �2, as will be shown later, simplifies the representa-
tion of the Neumann-Dirichlet map, and hence reduces the
complexity of its computation.

The paper is organized as follows: Sec. II describes the
formulation of the coupled boundary integral equations. The
difference from the previous one of Peplow and Chandler-
Wilde is depicted in Sec. III. Section IV discusses the vali-
dation using an analytical method and two previous numeri-
cal methods. Section V studies the effects of number and

opening of cuttings on the propagation of sound waves over
quasiperiodic structures. The effect of source height is also
addressed. The conclusions are drawn from the numerical
analysis, which can be used for reference in designing a
practical artificial soft surface to suppress gun blast noise.

II. BOUNDARY INTEGRAL EQUATION
FORMULATION

The governing equation and boundary conditions for the
acoustic wave propagation from an infinitesimal harmonic
line source above a locally perturbed rigid plane is

�
�2p�r� + k2p�r� = − ��r − r0�,r � �,r0 � �1

	 �p�r�
�n

	
�g��c

= 0

lim
r→�


− ik�rp�r� + �r
�p�r�

�r
� = 0,


 �1�

where p is the pressure, k=� /c is the wave number, and r0 is
the location of the line source. The time dependence is e−i�t

and is suppressed. We study the case when the source is
above the ground surface, or r0��1. The unit vector n is the
outward normal to �g��c. For the case when the source is
in the cutting, or r0��2, the derivation is similar.

Consider two half-space Green’s functions as follows:

��2gl�r,r�� + k2gl�r,r�� = − ��r − r��

	 �gl�r,r��
��l

	
z=0

= 0,l = 1,2,�− 1�l−1z � 0,�− 1�l−1z� � 0. 

�2�

Clearly, g1�r ,r�� is for the upper half space and g2�r ,r�� for
the lower half space, both satisfying Neumann condition on
the plane z=0. Their expressions are readily obtained such
that gl�r ,r� �=g0�r ,r� �+g0�r ,rI�� , l=1,2, where
g0�r ,r� �= i /4H0

�1��k�r−r� � � is the free-space Green’s func-
tion. Here, r�= �x� ,z�� is the location of a source, and rI�
= �x� ,−z�� is the location of its image. The unit vectors �1

and �2 are normal to the plane z=0, with �1 pointing down-
ward and �2 pointing upward.

Using the vector identity � · �uA�=u� ·A+�u ·A and
the sift property of the delta function, we have for any point
in �1 �pp. 430–433, Chew, 1995�

pinc�r� = p�r� − �
�o

d�g1�r,r��
�p�r��

�n1�
. �3�

Here, n1 is the outward normal to �1. Notice that the inte-
gration over �� vanishes due to the radiation condition in Eq.
�1�; over �o only the single layer potential is left due to the
Neumann condition in Eq. �2�. Similarly, for any point in �2,
we have

0 = p�r� − �
�o

d�g2�r,r��
�p�r��

�n2�

+ �
�c

d�p�r��
�g2�r,r��

�n2�
. �4�

Here, n2 is the outward normal to �2. Equations �3� and �4�

FIG. 1. Geometry of the model for the boundary integral equation formu-
lation.
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are used to calculate the field in �1 and �2 once the equiva-
lent sources over �o and �c are determined. To solve for the
unknown sources, boundary integral equations have to be set
up over �o and �c.

Consider a point, denoted by r, on �o. The part of �o in
the vicinity of r is indented above by a semicircle centered
about r, denoted by �	. Then r is outside of �1 \�	, �	

being the area enclosed by �	 and �o. According to the ex-
tinction theorem �p. 432, Chew, 1995�

pinc�r� = lim
	→0

�
�	

d�p�r��
�g1�r,r��

�n1�

− lim
	→0

�
�	

d�g1�r,r��
�p�r��

�n1�

− lim
	→0

�
�o\�	

d�g1�r,r��
�p�r��

�n1�
. �5�

For the first term, when z�→0, the source and its image
coincide with each other; therefore g1=2g0. It is readily
shown that it reduces to p�r� by using the asymptotic prop-
erty of H1

�1��k�r−r���. The second term vanishes because
�p�r� /�	 is continuous over �	. The third term is a principal
value integral. Consequently Eq. �5� is simplified as

pinc�r� = p�r� − P . V . �
�o

d�g1�r,r��
�p�r��

�n1�
. �6�

When the part of �o in the vicinity of the point r is
indented below, r is outside of �2 \�	, then we have by the
same token

0 = p�r� − P . V . �
�o

d�g2�r,r��
�p�r��

�n2�

+ �
�c

d�p�r��
�g2�r,r��

�n2�
. �7�

Similarly, for a point on �c

0 =
1

2
p�r� − �

�o

d�g2�r,r��
�p�r��

�n2�

+ P . V . �
�c

d�p�r��
�g2�r,r��

�n2�
. �8�

Notice that the constant factors before p�r� in Eqs. �7� and
�8� are different. The reason is that for p�r� in Eq. �8�, the
contribution from the image source vanishes when 	→0.
When �c is not smooth at some points, the constant factor in
Eq. �8� will be 
 /2� �El-Zafrany, 1993�, where 
 is the
angle subtended by the indented part relative to r.

Using the operator representation for single layer poten-
tial and double layer potential similar to those introduced by
Peplow and Chandler-Wilde �1999�, Eqs. �6�–�8� are rewrit-
ten as

po,inc = po − Soo
1 �po

�n1
, �9a�

0 = po − Soo
2 �po

�n2
+ Kco

2 pc, �9b�

0 =
1

2
pc − Soc

2 �po

�n2
+ Kcc

2 pc. �9c�

Here, pj ,�pj /�nl�L2�� j�, j=o ,c, l=1,2. The single layer
potential is defined as

S jk
l � � = �

�j

d�gl�r,r��� �,

r � �k, l = 1,2, j,k = o,c; �10�

and the double layer potential is defined as

K jk
l � � = �

�j

d�
�gl�r,r��

�nl�
� �,

r � �k, l = 1,2, j,k = o,c . �11�

When j=k, the two potentials are understood under the
meaning of principal value integral.

By inspection, it is seen that from Eqs. �9b� and �9c�

po = Z2
�po

�n2
, �12�

where

Z2 = 
Soo
2 − Kco

2 �Kcc
2 +

1

2
I�−1

Soc
2 � . �13�

Here, Z2 is an impedance operator or a Neumann-Dirichlet
map projecting the derivative of a function to itself; I is a
unit operator mapping a function to itself. The operator Soo

1

in Eq. �9a� is also an impedance operator. Denoting it as Z1,
and substituting Eq. �12� in Eq. �9a�, we have

po,inc = �Z1 + Z2�
�po

�n2
, �14�

where the condition of n1=−n2 on �o is used.
Albeit the formulation is derived for one cutting, the

application to multiple cuttings is straightforward. Suppose
the number of cuttings is P, then �o=� j=1

P �oj
, �c=� j=1

P �cj
.

The nicety here is that the Neumann-Dirichlet map can be
evaluated for each cutting separately before solving Eq. �14�
because there is no direct coupling between different cut-
tings. If all the cuttings have the same geometry, the evalu-
ation is done only once, so the workload is reduced substan-
tially. Equations �9a�–�9c� can also be solved directly; this
however results in a larger workload. Suppose that after dis-
cretization, there are N elements for the opening of each
cutting, and M elements for the two sides and floor of each
cutting, then the total number of unknowns for the three
coupled equations is P�2N+M�, while the number of un-
knowns for Eq. �14� is PN. Their ratio is thus �=2+M /N,
and the ratio of their computational complexity is O��2� if an
iterative solver is used or O��3� if a direct solver is used.

In the numerical implementation, �o and �c are first par-
titioned into boundary elements: �o=� j=1

N eo,j, �c=� j=1
M ec,j,

N and M being the numbers of elements on �o and �c, re-
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spectively; then a pulse basis function is associated with each
element. The discretized integral equations are then tested at
the center of each element. The solution of the resulting lin-
ear system includes two steps: �1� the inverse of the dis-
cretized counterpart of Kcc

2 + I /2 is first evaluated for each
cutting using the Gaussian elimination method; �2� the linear
system resulting from Eq. �9a� is then solved by the same
method or by the conjugate gradient method.

In the discretization, two kinds of integrals need to be
evaluated, viz.,

�
ek

g1�r j,r��d�, r j � ej, ej,ek � �o, �15a�

�
ek

g2�r j,r��d�, r j � ej, ej,ek � �o � �c. �15b�

When r j and r� are far away from each other, the midpoint
rule is used in the evaluation; when they are close to each
other, to guarantee the accuracy, either a high-order Gaussian
quadrature rule is used; or as an alternative, one element is
first partitioned into a number of small pieces, then a lower-
order Gaussian quadrature rule is used for each piece.

III. DIFFERENCE FROM THE FORMULATION OF
PEPLOW AND CHANDLER-WILDE

Without loss of generality, we consider the case with
only one cutting. The boundary integral equations presented
by Peplow and Chandler-Wilde �1999� are listed as follows:

po,inc = po − Soo
1 �po

�n1
, �16a�

0 =
1

2
po − Soo

0 �po

�n2
+ Kco

0 pc, �16b�

0 =
1

2
pc + Koc

0 po − Soc
0 �po

�n2
+ Kcc

o pc, �16c�

where the superscript 0 of S ,K in Eqs. �16a�–�16c� means
that the underlying Green’s function is that of free space g0.
The Neumann-Dirichlet map is derived as

Z2� = 
1

2
I − Kco

0 �Kcc
0 +

1

2
I�−1

Koc
0 �−1



Soo
0 − Kco

0 �Kcc
0 +

1

2
I�−1

Soc
0 � . �17�

Here, the prime is used to distinguish from that in Eq. �13�.
Equation �16a� is then simplified as

po,inc = �Z1 + Z2��
�po

�n2
. �18�

Suppose that the numbers of unknowns over �c and �o

are M and N, respectively, then the operation for the evalu-
ation of discretized Z2 in Eq. �13� is O�NM2+N2M +M3�,
and the total operation for solving �po /�n2 using our formu-
lation is O�NM2+N2M +M3+N3�. When the formulation of
Peplow and Chandler-Wilde is used, an additional operation

of O�N2M +2N3� is needed to evaluate the inverse of the
operator 1 /2I−Kco

0 �Kcc
0 +1/2I�−1Koc

0 and the product of the
two terms in the square brackets in Eq. �17�. If N�M, the
difference is small, but when N�M, the difference will be
large. When N is comparable to M, or N�M, the cost using
their formulation is about 1.75 times that using our formula-
tion.

IV. ANALYTICAL AND NUMERICAL VALIDATION

As an analytical validation, consider an extreme case in
which the cutting is rectangular and the depth d is tending to
zero. The limit of this case is the scattering from a plain hard
ground surface the solution of which is g1�r ,ro� or pinc.

When d→0, only the floor of the cutting contributes,
thus the two sides are excluded from �c. The double-layer
contribution in Eq. �9b� is rewritten as

Kco
2 pc = �

�c

�g0�r,r��
�n2�

pc�r��d� + �
�c�

�gI�r,r��
�ñ2�

pc�r��d� ,

�19�

where �c� is the image of �c; gI�r ,r��=g0�r ,rI�� is the
Green’s function for the image source, r�= �x� ,z��, rI�
= �x� ,−z��; ñ2 is the image of n2, n2=n2zẑ, ñ2=−n2zẑ. All the
images are about the plane z=0. When d→0, r approaches
�c from above, and approaches �c� from below. In other
words, r approaches the two double-layers both from the
side where the negative charges are distributed, therefore

Kco
2 pc → −

1

2
pc�r� −

1

2
pc�r� = − pc�r�, d → 0 �20�

according to the jump condition for double-layer potential
�Colton and Kress, 1983�. For the double-layer contribution
Kcc

2 pc in Eq. �9c�, the same argument applies. However,
now r is already on �c. Therefore, we readily obtain
�H0

�1��kr� /�n2=0. As a result, the contribution from �c van-
ishes, only �c� contributes

Kcc
2 pc → −

1

2
pc�r�, d → 0. �21�

For the single-layer potential Soc
2 �po /�n2 in Eq. �9c�, when

d→0, Soc
2 →Soo

2 according to the jump condition for single-
layer potential �Colton and Kress, 1983�, therefore, no addi-
tional term results.

According to Eqs. �21� and �9c�, Soo
2 �po /�n2=0, which

immediately leads to

�po

�n2
= 0 �22�

by judiciously assuming that operator Soo
2 is not singular.

Substituting Eqs. �20� and �22� into Eq. �9b�, we have po

= pc. Substituting Eq. �22� into Eqs. �3� and �9a�, it follows

that p= pinc everywhere in �̄1�=�1���1�.
Next we use the following integral equation for a more

general validation:
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pinc�r� =
1

2
p�r� − P . V . �

�g��c

�g0�r,r��
�n�

p�r��d� , �23�

which is obtained by applying the Green’s second theorem in
the entire solution domain � using the free space Green’s
function g0. The unit vector n is the outward normal to the
boundary �g��c.

Figure 2 shows the radiation pattern over a corrugated
surface computed with the new formulation. The radiation
pattern is defined by

RP = 20 log10	 p�r�
p0�r�

	, r → � , �24�

where p0�r�=g0�r ,r��, p�r� is given by Eq. �3�. When r
→�, we have

p�r�
p0�r�

= 2 cos�kzh� − 2�
�o

d�e−ik·r��po�r��
�n2�

, r → � ,

�25�

where it is assumed that r�=0 in g0�r ,r�� while r0= �0,h� in
Eq. �1�, h being the height of the source above the ground;
k=kxx̂+kzẑ, kx=k cos �, kz=k sin �, 0����.

The main difference from the excess attenuation �Pep-
low and Chandler-Wilde, 1999� is that the radiation pattern is
only for the far field, while the excess attenuation is for all
field points. The other difference is that there is a minus sign
before the excess attenuation expression.

Only one cutting is included in the model in Fig. 2. Its
opening and depth are both 2.0�. The source is 0.2� above
the opening center. When Eq. �23� is used, �g is truncated at
a distance of 64� from the opening center on both sides. The
element size for both methods is 0.1�. When evaluating the
integrals in Eqs. �15a� and �15b�, each element is subsec-
tioned into three pieces with equal size, and the midpoint
rule is then used for each piece. It is seen that there are small
ripples over the radiation pattern computed with Eq. �23�.
Also, appreciable deflections are observed near the surface.
The ripples and deflections, called edge effect, have been
shown to come from the interference of the radiation from
the two ends of the truncated surface. Numerical experiments

indicate that to suppress the edge effect, an extremely large
truncated surface is needed, which increases the problem size
and lowers the execution efficiency. In the radiation pattern
computed with the coupled equations �Eqs. �9a�–�9c��, no
ripple is observed, and the curve looks quite smooth. Fur-
thermore, the inward deflection near the surface is elimi-
nated. Note that the radiation pattern is a semicircle because
the radiation is limited to the upper half space.

Finally we validate the present method using the formu-
lation of Peplow and Chandler-Wilde �Eqs. �16a�–�16c��.
The same model is used as above. The element size for both
methods is also 0.1�, and the same integration method as
above is applied. The results are shown in Fig. 3. Both meth-
ods use the half-space Green’s function in the air region, so
none of them suffers from the edge effect, and the agreement
between the two results is excellent.

V. SOUND PROPAGATION ABOVE A HARD GROUND
SURFACE WITH CUTTINGS

By incorporating a special texture on an acoustically
hard surface, the acoustic impedance of the surface can be
changed to meet some special requirements arising in prac-
tical applications �Tol and Holties, 1999; Attenborough and
Boulanger, 2002�. The alteration of surface impedance is
generally obtained by cutting a periodic structure into the
surface �Collin, 1990; Kong, 1998; Chew, 2002�. The open-
ing of the cuttings is made much less than the wavelength of
the applied field so that only the dominant mode is propagat-
ing toward the floor, while others are evanescent. Therefore,
if the cutting depth is chosen such that

kd = n� +
�

2
, n = 0,1, . . . , �26�

the open circuit at the floor is transformed into a short circuit
at the opening by the depth of cuttings. Generally, the depth
is chosen as one-quarter wavelength. In this way, the imped-
ance at the opening of cuttings is very low, and the opening
behaves like a soft surface. This depth is referred to as criti-
cal depth.

FIG. 2. Radiation pattern above one cutting computed with the present
formulation compared to that computed using Eq. �23�. Here, m is the num-
ber of cuttings, w is the opening size, d is the depth of cutting, h is the
source height.

FIG. 3. Radiation pattern above one cutting computed with the present
formulation compared to that computed using the formulation of Peplow
and Chandler-Wilde. Here, m, w, d, and h are of the same meaning as in Fig.
2.
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The soft surface exhibits low impedance by accommo-
dating energy flow freely into or out of the cuttings. This
immediately means that less energy will flow along the sur-
face. In other words, at the depths other than the critical
depth or when there are no corrugations at the surface, much
more energy will flow along the surface to infinity. In terms
of impedance, at the critical depth, the surface impedance is
lower than when at other depths or when the surface is not
textured.

Figure 4 shows the effect of the number of cuttings on
the radiation pattern. The source is located 0.2� above the
surface. It is seen that when the number of cuttings increases,
the radiation pattern tends more closely to the one above a
plain soft surface. For the sake of visibility, only the numbers
of up to 100 are shown here. In fact, when the number is
quite large, say larger than 100, only small differences are
observed between the results for different numbers. There-
fore it is unnecessary to use a large number of cuttings to
achieve a good suppression effect.

Shown in Fig. 5 is the distribution of a pressure field on
a corrugated surface. It corresponds to the case in Fig. 4
when there are 50 cuttings in the surface. The result is de-

noted by the line with circles on it. The line without circles is
for the radiation pattern of the power flow when there is no
cutting, which is calculated analytically. Clearly the field at-
tenuates much faster above the corrugated surface than above
the plain hard surface. This indicates that by choosing suit-
able geometric parameters for cuttings, a hard surface does
exhibit low acoustic impedance so that sound propagation to
distance along the surface is suppressed.

Figure 6 is for the effect of opening size of cuttings on
the radiation pattern. In these results, the number of cuttings
is fixed for different openings. We see that the mitigation
effect near the surface is weakened as the opening size is
decreased. If the frequency to be suppressed is 50 Hz, then
0.1� is about 70 cm, too large to be applicable. Therefore
using cuttings of small opening is of practical importance. To
balance the unfavorable tendency when opening is small, one
possibility is to increase the number of cuttings as indicated
in Fig. 4.

Figure 7 shows the radiation patterns of a source of dif-
ferent heights above a corrugated surface. The corrugation is
formed by making 50 cuttings into a hard surface. As above
a plain hard surface, the higher the source height, the more
complex the radiation pattern. Notice that the radiation inten-
sity in the lateral direction becomes increasingly large when
the source moves up gradually. This unfortunately shows that

FIG. 4. Radiation pattern above corrugated planes with different numbers of
cuttings. Here, m, w, d, and h are of the same meaning as in Fig. 2; t is the
period of the quasiperiodic structure formed by cuttings.

FIG. 5. Pressure field distribution on a corrugated surface. Here, m, w, t, d,
and h are of the same meaning as in Fig. 4.

FIG. 6. Radiation pattern above corrugated planes with different cutting
openings. Here, m, w, t, d, and h are of the same meaning as in Fig. 4.

FIG. 7. Radiation pattern for different heights of source above a corrugated
surface. Here, m, w, t, d, and h are of the same meaning as in Fig. 4.
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the corrugated surface no longer acts as a soft surface for a
high source. The situation is expected to be improved by
increasing the number of cuttings. Shown in Fig. 8 are the
radiation patterns of a source 2� above a surface with differ-
ent numbers of cuttings. Note that 2� is the largest height
used in Fig. 7. We see that increasing the number of cuttings
does improve the radiation pattern in the lateral direction. In
fact, the radiation pattern for 2000 cuttings is almost the
same as that above a plain soft plane.

The above examples show that the radiation pattern of a
line source is sensitive to both cutting geometry and source
height. The reason is explained as follows. Consider the field
distribution on a plain hard surface. It is known that the
magnitude of the field is peaked at the point directly below
the source and is lowered with the distance from the source.
When the source is close to the surface, the field varies rap-
idly along the surface, and much energy is localized around
the peak point. Even a small change around the peak point at
the surface will have a strong influence on the field distribu-
tion. It is thus understood that a small number of cuttings are
enough to have an appreciable mitigation effect. When the
source is higher, the field varies more slowly, so the energy is
distributed more evenly along the surface. Then the influence
of the change around the peak point on the field is weakened.
To have a strong enough mitigation effect, a large number of
cuttings are therefore needed.

Generally speaking, when the source is high, the angle
subtended by the cuttings to the source is reduced. Then the
total impedance of the corrugated surface is increased, and
the surface behaves more like a plain hard surface. To keep
the surface impedance at a low level, the number of cuttings
needs to be increased to enlarge the corrugation extent. Con-
sidering that the noise spectrum is broadband, to sufficiently
suppress high frequency components, a large number of cut-
tings are needed. At high frequencies, a source is of acous-
tically large height though its physical height remains the
same.

VI. CONCLUSIONS

A set of coupled integral equations using two half-space
Green’s functions is formulated to study sound propagation

above a hard surface textured with cuttings. A Neumann-
Dirichlet map is introduced over cutting openings. The re-
sulting algorithm is more efficient than the one presented by
Peplow and Chandler-Wilde. The use of the Neumann-
Dirichlet map reduces the computational complexity as op-
posed to the methods where the coupled equations are solved
directly, especially when multiple cuttings are studied.

The effect of cutting geometry on sound propagation is
quantified with the new integral equation method. It turns out
that the radiation pattern of a source sitting above a textured
surface is strongly affected by both the number and opening
of cuttings. The results show that 50 cuttings with an open-
ing of 0.1� are sufficient to create an artificial soft surface
when the source is close to the surface. For practicability, the
opening has to be made as small as possible. However, the
radiation pattern is slightly affected when the opening is
small. The number of cuttings has to increase for the surface
impedance to stay at a low level.

Numerical results indicate that the radiation pattern is
also a strong function of source height. More and more varia-
tions are observed in the radiation pattern with the increase
in the source height. More nulls and peaks can be seen and
the envelope becomes complicated. On the other hand, the
effect of cuttings is weakened when the source moves away
from the surface. This tendency can be balanced by increas-
ing the number of cuttings �Chew, 2001; Kinsler, 2000; Siev-
enpiper, 1999�.
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Nonplanar surfaces are often encountered in engineering structures. In aerospace structures,
periodically corrugated boundaries are formed by friction-stir-welding. In civil engineering
structures, rebars used in reinforced concrete beams and slabs have periodic surface. Periodic
structures are also being used to create desired acoustic band gaps. For health monitoring of these
structures, a good understanding of the elastic wave propagation through such periodic structures is
necessary. Although a number of research papers on the wave propagation in periodic structures are
available in the literature, no one experimentally investigated the guided wave propagation through
plates with periodic boundaries and compared the experimental results with theoretical predictions
as done in this paper. The experimental results clearly show that elastic waves can propagate
through the corrugated plate �waveguide� for certain frequencies called “pass bands,” and find it
difficult to propagate for some other frequencies called “stop bands.” Stop bands are found to
increase with the degree of corrugation. Experimental results are compared with the theoretical
predictions, and good matching is observed for plates with small degree of corrugation. Only two
parameters—the depth of corrugation and the wavelength of the periodicity—are sufficient for
modeling the elastic wave propagation in slightly corrugated plates. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2221534�

PACS number�s�: 43.20.Fn, 43.20.El, 43.20.Ye �LLT� Pages: 1217–1226

I. INTRODUCTION

The problem of elastic wave propagation in periodic
structures has been investigated for over five decades. Bril-
louin wrote the classical book on this subject �1946�. Dy-
namics of a wide variety of periodic structures has been pre-
sented in this book. Later, Mead and his co-workers �Mead,
1970, 1975, 1976, 1986; Mead and Markus, 1983; Mead and
Bardell, 1987; Mead and Yaman, 1991� made significant
contributions in this field of research. In these works, Mead
et al. solved the elastodynamic problems involving periodi-
cally supported beams �Mead, 1970; Mead and Markus,
1983�, periodic damped plates �Mead, 1976�, damped plates
with stiffeners �Mead, 1986; Mead and Yaman, 1991�, and
thin cylindrical shells with periodic circumferential stiffeners
�Mead and Bardell, 1987�. Like many other engineering
problems, periodic structure problems have been also solved
by the finite element method �Oris and Petyt, 1974�. Follow-
ing Brillouin’s classical approach, recently Ruzzene and Baz
�2000� analytically solved the one-dimensional problem—
composite rods with shape memory alloy inserts, periodi-
cally embedded in the base material of the rod. Interested
readers are referred to the article by Mester and Benaroya
�1995� for a comprehensive review of wave propagation
problems in periodic and near-periodic structures.

A common feature of the elastic wave propagation in
periodic structures is the existence of distinct frequency
bands—some of which allow wave propagation and others
do not. Those frequencies, for which the waves can propa-
gate through the structure, are called pass band frequencies,
and other frequencies for which the waves are attenuated in
the structure are called stop band frequencies or forbidden
frequency bands �Vasseur et al., 1998�.

In none of the articles referred to above has the elastic
wave propagation through free plates with periodic surface
boundaries been analyzed. In the above papers, the periodic-
ity inside the materials or in the support condition has been
considered. For example, Brillouin �1946� in his classical
book presented the solution of wave propagation problem
through one-, two-, and three-dimensional lattices of point
masses with various degrees of complexity, Vasseur et al.
�1998� studied the wave transmission through two-
dimensional binary solid/solid composite media composed of
arrays of Duralumin cylindrical inclusions embedded in an
epoxy resin matrix, Ruzzene and Baz �2000� solved the one-
dimensional problem of a composite rod with periodical in-
sertions.

The problem of wave propagation in structures made of
homogeneous materials, but having nonplanar boundaries
and interfaces, has been the topic of investigation in the last
three decades �Nayfeh et al., 1978; Boström, 1983, 1989;
Sandström, 1986; Fokkema, 1980; Glass et al., 1983; El-
Bahrawy, 1994a, 1994b; Banerjee and Kundu, 2004; De-
clercq et al., 2005�. Stop bands and pass bands of the
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Rayleigh-Lamb symmetric modes in sinusoidally corrugated
waveguides have been studied by El-Bahrawy �1994a�. Only
recently have generalized dispersion equations for periodi-
cally corrugated waveguides been studied, and solutions for
both symmetric and antisymmetric modes in a sinusoidally
corrugated waveguide been presented �Banerjee and Kundu,
2006�.

Although a number of theoretical papers have been pub-
lished on elastic wave propagation in periodic structures, as
mentioned above, very few experimental papers are available
on this topic. The work of Vasseur et al. �1998� is the only
two-dimensional experimental investigation available today.
To the best of our knowledge, no investigator has yet experi-
mentally measured the stop band and pass band frequencies
in corrugated plates and compared the experimental results
with the theoretical predictions as done in this paper.

II. EXPERIMENT

A. Transducer characterization

Two 1 in. diameter ultrasonic transducers were placed
face to face. One transducer was excited by a signal fre-
quency that continuously varied from 300 kHz to 800 kHz,
while the second transducer recorded the received signal.
The recorded signal is shown in Fig. 1. Note that the trans-
ducer resonance frequency is close to 540 kHz, although the
transducers were labeled as having 500 kHz resonance fre-
quency.

B. Specimens

Three aluminum plates were machined to produce three
specimens with three different degrees of corrugation. A typi-
cal specimen is shown in Fig. 2. Figure 2�a� shows the full
plate, Fig. 2�b� shows the side view of the corrugation, and
Fig. 2�c� shows the period of corrugation D, highest plate
thickness H1, and lowest plate thickness H2 in the corrugated
region. Note that the average plate thickness �2h� in the cor-
rugated region is equal to �H1+H2� /2, and the corrugation
depth �= �H1-H2� /4. These dimensions for the three speci-
mens are given in Table I.

C. Experimental setup

Two transducers are placed in the pitch-catch arrange-
ment over the aluminum plate as shown in Fig. 3. Transducer
T acts as the transmitter and the second transducer R acts as
the receiver. Two transducers are inclined at an angle �
�clockwise and counterclockwise� with respect to the vertical
axis as shown. The transducers are placed at a face to face
distance of “d” and a height “h” above the aluminum plate.
Transducers and the plate are immersed in water, which acts
as the coupling fluid between the transducers and the
plate—so that the ultrasonic energy can easily propagate
from the transmitter to the plate and from the plate to the
receiver. If the distance d is set such that the direct reflected
beam �shown by dashed line in Fig. 3� cannot reach the
receiver, then the ultrasonic energy must propagate through
the plate for a length g1 as the guided wave �shown by the
bold arrow in Fig. 3� before leaking back into the coupling
fluid and reaching the receiver R.

FIG. 1. �Color online� Received signal amplitude variation with frequency
for the transmitter-receiver placed face to face.

FIG. 2. Corrugated plate: �a� Top view, �b� side view, and �c� side view
showing different dimensions.
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D. Experimental results

Experiments are carried out for two different angles of
incidence, �=25° and 30°. These two angles are selected
because for these inclination angles relatively strong guided
waves could be generated in the corrugated plate in the fre-
quency range of our interest. Experimental results for these
two sets of incident angles are described in detail below.

1. Experimental results for 25° and 30° angles of
incidence

Two transducers T and R, of 1 in. �25.4 mm� diameter,
are placed above the smooth portion of the aluminum plate
which is 0.5 in. �12.7 mm� thick. First, the transducers are
positioned such that the directly reflected beam �shown by
dashed line in Fig. 3� can reach the receiver R. This is the
case when h=3 in. �76.2 mm� and d=2.8 in. �71.1 mm�. The
received signal strength as a function of the frequency for
this transducer-receiver arrangement is shown in Fig. 4. Note
that Figs. 1 and 4 are almost identical. Therefore, the receiv-
ing signal characteristics are not altered significantly when
the transmitter and receiver are placed in the pitch-catch
arrangement—with the receiver receiving the direct reflected
beam. The received signal is plotted after attenuating the
signal by a 37 dB attenuator. When h is reduced to 2.5 in.
�63.5 mm� and d is proportionately reduced to 2.3 in.
�58.4 mm�, then the reflected beam showed similar strength
variation with frequency.

Keeping h fixed at 2.5 in. �63.5 mm� when the trans-
ducer spacing is increased to 4.25 in. �108 mm�, the received
signal voltage versus frequency plot is changed
significantly—as shown in Fig. 5. We will refer to the re-
ceived signal voltage versus frequency plots as V�f� curves.
The V�f� curve of Fig. 5 is plotted after attenuating the re-
ceived signal by a 28 dB attenuator. Note that the peak near
540 kHz, observed in Figs. 1 and 4, is no longer present in
Fig. 5. Also, two peaks of Fig. 5, near 430 kHz and 645 kHz,
are absent in Figs. 1 and 4. It will be shown later that these
two peaks correspond to two Lamb wave modes in the plate.
A simple calculation with transducer diameter D=1 in.
�25.4 mm�, transducer spacing d=4.25 in. �108 mm�, height
h=2.5 in. �63.5 mm�, and transducer inclination angle �
=25° gives g �see Fig. 3� =1.918 in. �48.72 mm� and g1 �see
Fig. 3� =0.815 in. �20.7 mm�. Since g1 is nonzero, the direct
reflected beam cannot reach the receiver. Therefore, the ul-
trasonic energy must propagate through the plate as guided
waves—for a certain distance greater than g1 before leaking
into the coupling fluid and being received by the receiver. It
will be shown later that two frequencies, 430 kHz and
645 kHz, generate two guided wave modes for transducer
inclination angle �=25°.

When the smooth plate is replaced by an aluminum plate
with small corrugation �� /D=0.049, Specimen 1 in Table I�,

TABLE I. Dimensions of three corrugated plate specimens. All dimensions are given in in. and mm; mm values
are given in parentheses.

Specimen
No.

H1

�2h+2��
H2

�2h−2�� D
2h

�H1+H2� /2
�

�H1−H2� /4 2h /D � /D

1 0.5
�12.7�

0.416
�10.57�

0.425
�10.8�

0.458
�11.63�

0.021
�0.53�

1.078 0.049

2 0.5
�12.7�

0.3
�7.62�

0.37
�9.40�

0.4
�10.16�

0.05
�1.27�

1.081 0.135

3 0.5
�12.7�

0.187
�4.75�

0.38
�9.65�

0.344
�8.74�

0.078
�1.98�

0.905 0.205

FIG. 3. Schematic of the transmitter �T�, receiver �R� and the plate speci-
men arrangement. The direct reflected beam is shown by dashed lines. The
receiver is placed beyond the direct reflection zone to detect the leaky
guided waves.

FIG. 4. Received signal voltage amplitude versus signal frequency curve, or
V�f� curve, for a smooth plate specimen when the receiver is placed in the
direct reflection zone marked by dashed lines in Fig. 3. Note the similarities
between Figs. 1�b� and 4. �For this figure, �=25°, h=3 in. �76.2 mm�, d
=2.8 in. �71.1 mm�, and the signal attenuation is 37 dB. A similar plot is
obtained for h=2.5 in. �63.5 mm� and d=2.3 in. �58.4 mm��.
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the V�f� curve obtained for the setting h=3 in. �76.2 mm�
and d=7 in. �177.8 mm� is shown in Fig. 6�a�. For the trans-
ducer spacing d=7 in., the distance traveled by the guided
wave in the corrugated plate is significantly greater than that
for Fig. 5. Naturally, the received signal in Fig. 6�a� is much
weaker than that in Fig. 5. Only an attenuation of strength
16 dB is applied to the received signal before plotting it in
Fig. 6�a�; while for Fig. 5, it was 28 dB.

A comparison between Figs. 6�a� and 4 shows some
similarities between these two V�f� curves—both have peaks
between 500 and 550 kHz and the signal strength gradually
decays to a very small value at low ��300 kHz� and high
��800 kHz� frequencies. However, a closer inspection also
reveals some clear distinctions that will be discussed later.

Keeping all parameters �h ,d ,�� unchanged, Specimen 1
is then replaced by Specimen 2 and finally by Specimen 3.
The V�f� curve for Specimen 2 �medium corrugation, � /D
=0.135� is shown in Fig. 6�b�, and for Specimen 3 �large
corrugation, � /D=0.205� is shown in Fig. 6�c�. To maintain
the numerical value of the V�f� peaks close to 0.3 in all plots,
a 14 dB attenuator is used for Fig. 6�b�, and an 18 dB attenu-
ator is used for Fig. 6�c�. Comparison of these two figures
with Fig. 4 shows some distinctive features that are dis-
cussed later.

Similar experiments with the same three corrugated
plate specimens are carried out again for the 30° angle of
incidence and V�f� curves for the three plates are recorded.
Three V�f� curves for the three corrugated plates for 30°
angle of incidence are shown in Figs. 7�a�–7�c�.

2. Distinctive features of V„f… curves of corrugated
plates

A comparison of Figs. 4 and 7�a� reveals that, in Fig. 4,
the signal strength is the maximum near 540 kHz and it de-
cays almost monotonically for both higher and lower fre-
quencies with a couple of local minima observed near 380
and 480 kHz, while that is not the case in Fig. 7�a�. Although

the V�f� amplitude envelope has a decaying trend for both
higher and lower frequencies, this trend is not as monotonic
as in Fig. 4. Clearly, in Fig. 7�a�, the amplitude envelope has
two noticeable dips �almost global minima� near 380 and
480 kHz, as shown by dashed curved line in Fig. 7�a�. A few
other smaller dips may be noticed in the amplitude envelope,
but the two strongest dips are near 380 and 480 kHz. Note

FIG. 5. �Color online� V�f� curve for a smooth plate specimen when the
receiver is placed beyond the direct reflection zone as shown in Fig. 3. Note
the changes in the V�f� curves of Figs. 4 and 5 in spite of the fact that the
plate specimens for both figures are the same; the only difference is the
horizontal distance �d� between the two transducers. For Fig. 5, the distance
d is greater. �For this figure, �=25°, h=2.5 in. �63.5 mm�, d=4.25 in.
�108 mm�, and the signal attenuation is 28 dB�.

FIG. 6. �Color online� V�f� curves for three corrugated plate specimens
when the transducer inclination angle is �=25° and the receiver is placed
beyond the direct reflection zone as shown in Fig. 3. �a� V�f� curve for
Specimen No. 1 �low corrugation, see Table I� when h=3 in. �76.2 mm�,
d=7 in. �177.8 mm�, and the signal attenuation is 16 dB. �b� V�f� curve for
Specimen No. 2 �medium corrugation, see Table I� when h=3 in.
�76.2 mm�, d=7 in. �177.8 mm�, and the signal attenuation is 14 dB. �c�
V�f� curve for Specimen No. 3 �large corrugation, see Table I� when h
=3 in. �76.2 mm�, d=7 in. �177.8 mm�, and the signal attenuation is 18 dB.
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that the propagating signal amplitude is very small in the
frequency ranges of 370–390 kHz and 470–490 kHz.
Clearly, the ultrasonic signal finds it difficult to propagate in
these two frequency ranges. The frequency bandwidths that
block the ultrasonic wave propagation through the plate are
called “stop bands” and the frequency bandwidths that do not
cause such an obstruction to the wave propagation are called
“pass bands.” Therefore, for Specimen 1, for a 30° angle of

incidence, the stop bands are 370–390 kHz and
470–490 kHz, while the frequency bandwidths of
300–370 kHz, 390–470 kHz, and 490–650 kHz constitute
the pass bands. Near the bottom of Fig. 7�a�, continuous and
dashed horizontal lines are used to mark the pass band and
stop band regions, respectively. Similarly, in Figs. 7�b�, 7�c�,
and 6�a�–6�c� pass bands and stop bands are marked by con-
tinuous and dashed lines, respectively. In some figures, clear
distinctions exist between the signals in pass band and stop
band regions. For example, in Fig. 6�c�, signals in the pass
band zones are significantly stronger than those in the stop
band zones. However, in some other figures, such as in Fig.
7�a�, the signal strength variations in these two regions are
not that distinct. In some cases, logical judgments have been
used to decide pass band and stop band regions. For ex-
ample, in Fig. 7�c�, one can see that the signal strength is
weak in the region from 300 to 490 kHz, and strong between
490 and 580 kHz. However, we denoted the stop band from
300 to 450 kHz instead of 490 kHz because the signal
strength starts to increase after 450 kHz in Fig. 7�c�; while in
Fig. 4 �the flat plate case�, the signal strength decreases from
450 to 480 kHz. Therefore, the corrugated surface is prob-
ably not creating a stop band between 450 and 490 kHz. It
should be mentioned here that such subjective judgments and
ambiguities may be overcome by employing sophisticated
signal processing techniques, which can compare the
strength of the received signals in different frequency ranges
for the corrugated plates with those for the smooth plates and
face to face orientations of the transducers.

Stop band and pass band frequencies for the three plates,
obtained for 30° and 25° angles of incidence, are shown by
continuous and dashed lines in Figs. 6 and 7, and their values
are listed in Table II.

E. Dispersion curves for smooth plates

Before analyzing and understanding the experimental
data for the corrugated plates, given in Figs. 6 and 7 and
summarized in Table II, it is necessary to investigate first if
the V�f� curve for the smooth plate �Fig. 5� is reliable; in
other words, whether the peaks of the V�f� curve for the
smooth plate—for which the guided wave propagation
theory is well developed—appear at the right places. Figure
5 shows its two peaks near 430 kHz and 645 kHz; these
peaks are not present in Fig. 4. Do these peaks correspond to
the Lamb wave modes generated in the plate? To investigate
this, the dispersion curves for the aluminum plate are theo-
retically computed. The P-wave speed �cP� in aluminum is
6.2 km/s, its S-wave speed �cS� is 3 km/s, and density ��� is
2.7 gm/cc. The plate thickness is 12.7 mm.

Lamb wave dispersion curves for a homogeneous isotro-
pic elastic plate are obtained from the well-known dispersion
equations �Kundu, 2004�:

FIG. 7. V�f� curves for three corrugated plate specimens when the trans-
ducer inclination angle �=30° and the receiver is placed beyond the direct
reflection zone as shown in Fig. 3. �a� V�f� curve for Specimen No. 1 �low
corrugation, see Table I� when h=2.25 in. �57.2 mm�, d=7.5 in.
�190.5 mm�, and the signal attenuation is 14 dB. �b� V�f� curve for Speci-
men No. 2 �medium corrugation, see Table I� when h=2.25 in. �57.2 mm�,
d=7.5 in. �190.5 mm�, and the signal attenuation is 10 dB. �c� V�f� curve
for Specimen No. 3 �large corrugation, see Table I� when h=2.25 in.
�57.2 mm�, d=7.5 in. �190.5 mm�, and the signal attenuation is 15 dB.
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where � is the angular frequency ��=2�f� of the propagat-
ing wave; the signal frequency f is in MHz, and � is in
rad/�s. h is one-half of the plate thickness in mm, cP and cS

are the P-wave speed and S-wave speed in the plate material,
respectively, and cL is the phase velocity of the propagating
Lamb wave modes. All velocities are in km/s. Equations �1a�
and �1b� correspond to the symmetric and antisymmetric
Lamb modes, respectively. Dispersion curves generated by
Eq. �1� are shown in Fig. 8.

The incident angle for the V�f� curves of Fig. 5 is 25°.
Therefore, the corresponding phase velocity from Snell’s law
is

cL =
cf

sin �
=

1.49

sin�25�
= 3.526 km/s, �2�

where cf is the acoustic wave speed in water �=1.49 km/s�
and � is the incident angle �=25° �. Therefore, two peaks
of Fig. 5 correspond to two points in the frequency-phase
velocity plot of Fig. 8. The horizontal and vertical coor-
dinates of these points are �430 kHz, 3.526 km/s� and
�645 kHz, 3.526 km/s�. These points are plotted in Fig. 8
by solid circles. Note that they coincide with the A1 �first
antisymmetric� and S1 �first symmetric� modes. Thus, the
reliability of the experimental V�f� plots is established.

F. Dispersion curves for corrugated plates

Banerjee and Kundu �2006� presented a theoretical so-
lution of elastic wave propagation in sinusoidal corrugated
plates as shown in Fig. 9. Their approach is not based on the
perturbation theory and can be applied equally well to both
small and large corrugations. They obtained the dispersion
equation by applying the traction-free boundary conditions.
Solution of the dispersion equation gives both symmetric and
antisymmetric modes. In a periodically corrugated wave-
guide, all possible spectral orders of wave numbers were
considered for the analytical solution. It was observed that
the truncation of the spectral order influenced the results. The

TABLE II. Stop band and pass band frequencies in kHz for two striking angles and three corrugated plate
specimens whose dimensions are given in Table I.

Striking
angle

Specimen No. 1 Specimen No. 2 Specimen No. 3

Stop band Pass band Stop band Pass band Stop band Pass band

370–390 300–370 300–380 380–620 300–450 450–580
30° 470–490 390–470 620–645 645–680 580–600

490–650

300–350 350–375 440–460 340–440 300–390 390–470
25° 375–410 410–465 600–640 460–580 470–530 530–590

465–510 510–580 590–650
580–610

FIG. 8. Dispersion curves of 0.5 in. �12.7 mm� thick aluminum plate �cP

=6.2 km/s, cS=3 km/s, and �=2.7 gm/cc�. Two black circles are the ex-
perimental data points corresponding to the two peaks at 430 kHz and
645 kHz in the V�f� curve of Fig. 5, corresponding phase velocity Vph

=3.526 km/s for 25° angle of incidence is obtained from Snell’s law �Eq.
�2��. Antisymmetric and symmetric modes of order m are denoted by Am and
Sm, respectively.

FIG. 9. Corrugated plate geometry with sinusoidal boundaries considered
for the theoretical analysis. D=corrugation period, �=corrugation depth,
and 2h=average plate thickness.
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truncation number depends on the degree of corrugation and
the frequency of the wave. Usually, increasing frequency re-
quires increasing the number of terms in the series solution,
or in other words, a higher truncation number. The dispersion
equation for such plates with periodic boundary geometry
can be written as

Det�T� = 0. �3�

The dimension of the matrix T is �2mod�n�+1�� �2mod�n�
+1�, where n is the number of wave numbers developed
for each frequency in the sinusoidally corrugated plate. If
n varies from −1 to +1, the elements of the T matrix can
be written as �Banerjee and Kundu, 2006�

BC1np
+ = − 2��kn�n��Deih�n�J0���n� + iH0���n��� ,

BC1np
− = − 2��− kn�n��De−ih�n�J0���n� − iH0���n��� ,

BC1ns
+ = ��kn

2 − 	n
2��Deih	n�J0��	n� + iH0��	n��� ,

BC1ns
− = ��kn

2 − 	n
2��De−ih	n�J0��	n� − iH0��	n��� ,

BC2np
+ = �
�− kn

2 − �n
2� + 2��− �n

2���Deih�n�J0���n�

+ iH0���n��� ,

BC2np
− = �
�− kn

2 − �n
2� + 2��− �n

2���De−ih�n�J0���n�

− iH0���n��� ,

BC2ns
+ = 2��kn	n��Deih	n�J0��	n� + iH0��	n��� ,

BC2ns
− = − 2��kn	n��De−ih	n�J0��	n� − iH0��	n��� ,

BC3np
+ = 2��kn�n��De−ih�n�J0���n� − iH0���n��� ,

BC3np
− = − 2��kn�n��Deih�n�J0���n� + iH0���n��� ,

BC3ns
+ = − ��kn

2 − 	n
2��De−ih	n�J0��	n� − iH0��	n��� ,

BC3ns
− = − ��kn

2 − 	n
2��Deih	n�J0��	n� + iH0��	n��� ,

BC4np
+ = �
�kn

2 + �n
2� + 2���n

2���De−ih�n�J0���n�

− iH0���n��� ,

BC4np
− = �
�kn

2 + �n
2� + 2���n

2���Deih�n�J0���n�

+ iH0���n��� ,

BC4ns
+ = − 2��kn	n��De−ih	n�J0��	n� − iH0��	n��� ,

BC4ns
− = 2��kn	n��Deih	n�J0��	n� + iH0��	n��� , �4�

where the Struve function Hn�z� appears in the solution of
the inhomogeneous Bessel equation which for integer n has
the form

z2d2y

dz2 + z
dy

dz
+ �z2 − n2�y =

2

�

zn+1

�2n − 1�!!
, �5�

the general solution of this equation consists of a linear com-
bination of the Bessel functions Jn�z� and the Struve func-
tions Hn�z�.

Although the plate boundaries considered in the experi-
ment are not pure sinusoidal, the geometry, shown in Fig. 9,

FIG. 10. Symmetric �circles� and antisymmetric �triangles� modes computed
theoretically from Eq. for three plate specimens ��a�—small corrugation,
Specimen No. 1; �b�—medium corrugation, Specimen No. 2; and �c�—large
corrugation, Specimen No. 3�. See Table I for specimen dimensions. Experi-
mentally obtained stop bands �dashed lines� and pass bands �continuous
lines� for two normalized phase velocities �0.993 corresponds to 30° striking
angle and 1.175 for 25° striking angle� are shown in each plot. In �a�, pass
bands match very well with the theoretical values. However, the matching
between the theoretical and experimental values is not as good in �b� and
�c�.
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is the closest geometry to our problem for which theoretical
solutions are available today. A comparison between Figs.
2�c� �true plate geometry� and 9 �plate geometry that has
analytical solution� shows some common features between
these two geometries, such as both plates have a periodicity
with wavelength D, both have a maximum plate thickness
H1, and a minimum plate thickness H2. Then, the average
plate thickness 2h is �H1+H2� /2 and the corrugation depth
2�= �H1−H2� /2.

Analytically computed dispersion curves for the funda-
mental symmetric and antisymmetric modes for the three
plate geometries with 2h /D ratio equal to 1.078, 1.081,
0.905, and the corresponding � /D ratio equal to 0.049,
0.135, and 0.205, respectively, are shown in Fig. 10. It
should be noted here that although the geometry �Fig. 9� for
the analytical solution is different from the specimen geom-
etries �Fig. 2�, two important parameters �2h /D and � /D� are
the same for the analytical solution and the experimental
investigation �listed in the right two columns of Table I�.
Three plate geometries for the analytical solution are denoted
as Specimens 1, 2, and 3; similar to the three-plate speci-
mens described in Table I. Figure 10 shows the analytically
computed dispersion curves for the three corrugated plates.

In Fig. 10, the phase velocity is normalized with respect to
the shear wave speed �3 km/s� in the plate material. The
nondimensional frequency ��� plotted along the horizontal
axis is defined as

� =
�h

cS
, �6�

where �, h, and cS are identical to those in Eq. �1�.
In the dispersion curves of Fig. 10, one can observe

several discontinuities that are not observed in the dispersion
curves for a smooth plate �see Fig. 8�. The gaps in the dis-
persion curves are called the stop bands. It is interesting to
note that as the corrugation depth increases, the extent of the
stop bands also increases. Experimentally, it is also observed
that the stop band zones increase with the corrugation depth,
see Figs. 6 and 7—it gives a qualitative agreement between
the experimental observations and theoretical predictions.
For a quantitative comparison between the experimental and
theoretical results, the nondimensional frequency ��� and
the normalized phase velocity cL /cS corresponding to the
stop bands and pass bands shown in Table II, are calculated
and listed in Table III.

TABLE III. Nondimensional frequencies ��� for stop and pass bands for two striking angles and three corrugated plate specimens, whose dimensions are
given in Table I.

Striking angle ��� 30° 30° 25° 25°

cL

cS
=

�1.49/sin ��

3

0.993 0.993 1.175 1.175

Specimen No. 1 Stop band
frequency

�MHz�

Pass band
frequency

�MHz�

Stop band
frequency

�MHz�

Pass band
frequency

�MHz�
Frequency �f� range
�in MHz�

0.370–0.390 0.300–0.370 0.300–0.350 0.350–0.375
0.470–0.490 0.390–0.470 0.375–0.410 0.410–0.465

0.490–0.650 0.465–0.510 0.510–0.580
0.580–0.610

Nondimensional frequency
���

4.51–4.75 3.65–4.51 3.65–4.26 4.26–4.57

��=
2�fh

cS
=

11.63�f

3
=12.18f� 4.75–5.72 4.57–4.99 4.99–5.66

5.72–5.97 5.97–7.92 5.66–6.21 6.21–7.06
7.06–7.43

Specimen No. 2 Stop band
frequency

�MHz�

Pass band
frequency

�MHz�

Stop band
frequency

�MHz�

Pass band
frequency

�MHz�
Frequency �f� range
�in MHz�

0.300–0.380 0.380–0.620 0.440–0.460 0.340–0.440
0.620–0.645 0.645–0.680 0.600–0.640 0.460–0.580

Nondimensional frequency
���

3.19–4.04 4.04–6.56 4.68–4.89 3.61–4.68

��=
2�fh

cS
=

10.16�f

3
=10.64f� 6.56–6.86 6.86–7.24 6.38–6.81 4.89–6.17

Specimen No. 3 Stop band
frequency

�MHz�

Pass band
frequency

�MHz�

Stop band
frequency

�MHz�

Pass band
frequency

�MHz�
Frequency �f� range
�in MHz�

0.300–0.450 0.450–0.580 0.300–0.390 0.390–0.470
0.580–0.600 0.470–0.530 0.530–0.590

0.590–0.650
Nondimensional stop band
frequency ���

2.75–4.12 2.75–3.57 3.57–4.30

��=
2�fh

cS
=

8.74�f

3
=9.15f� 4.12–5.31 4.35–4.85 4.85–5.40

5.35–5.49 5.40–5.95
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As shown in Table III, cL /cS is 0.993 and 1.175 for the
30° and 25° angles of incidence, respectively. When the pass
band and stop band frequencies are transformed from kHz
�or MHz� to a nondimensional frequency ��� using Eq. �6�,
then the stop band of 370–390 kHz for Specimen No. 1 is
changed to 4.51–4.75, as shown in Table III. When these
stop bands �dashed lines� and pass bands �continuous lines�
are plotted on the dispersion curves of Fig. 10, then some-
times good matching and discrepancies between the theoret-
ical curves and experimental stop and pass bands are ob-
served. Since experiments are carried out for two different
incident angles that correspond to two different cL /cS values
�0.993 and 1.175�, we get two horizontal lines corresponding
to these two normalized velocities, as shown in each plot of
Fig. 10.

In Fig. 10�a�, experimental stop bands �dashed lines� and
pass bands �continuous lines� match very well with the the-
oretical dispersion curves. Note that the continuous lines ei-
ther coincide or are located very close to the triangles �anti-
symmetric modes� or circles �symmetric modes�, while the
dashed lines are seen in the regions where neither circles nor
triangles are present. However, the matching between the
experimental data �horizontal continuous lines at cL /cS

=0.993 and 1.175� and the theoretical values �triangles and
circles� are not as good in Figs. 10�b� and 10�c�. The only
matching that can be highlighted here is that, in Fig. 10�c� in
the nondimensional frequency range from 2.5 to 3.5, both
theoretical and experimental values show stop bands.

From Fig. 10 it can be concluded that for small corru-
gation depth �when the � /D ratio is less than or equal to
0.05� the assumption of sinusoidal corrugation geometry is
acceptable even when the actual geometry is not sinusoidal
but periodic; however, for large corrugation depth �� /D
�0.1� the sinusoidal corrugation assumption does not work
very well when the actual corrugation geometry is not sinu-
soidal.

III. CONCLUSION

The elastic wave propagation in homogeneous plates
with periodic corrugated boundaries is experimentally inves-
tigated in this paper. Guided waves in three plates with three
different degrees of corrugation are studied. Different stop
bands and pass bands are observed for the three plates. The
extent of stop bands is found to increase with the depth of
corrugation. Experimental data generated by nonsinusoidal
corrugated plates are compared with the theoretical predic-
tions for sinusoidal corrugated plates. For a small corruga-
tion depth, the theoretical and experimental data match rea-
sonably well. However, for a large corrugation depth, the
matching is not as good—indicating that, for large degree of
corrugation, the exact geometry of the plate boundary needs
to be incorporated in the model. Only two parameters—the
wavelength of periodicity and the depth of corrugation—are
enough for correctly predicting the pass band and stop band
regions in plates with a small degree of corrugation, but
these two parameters are not enough for modeling wave
propagation in plates with a large degree of corrugation.
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A method for optimizing acoustical linings is described and applied to multilayered panels including
solid, fluid, and porous components. This optimization is based on an analytical simulation of the
insulation properties and a genetic algorithm. The objective function is defined by taking into
account both the acoustical frequency response over a 1/3 octave spectrum and the total mass of the
panel. The optimization process gives rise to an optimal choice for the number of layers as well as
for the nature and the thickness of each layer that maximizes the transmission loss. A practical
example of such an optimization is described. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2228663�
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I. INTRODUCTION

Multilayered panels are widely used in acoustic engi-
neering and noise control. Manufacturers of such panels are
confronted with the problem of material selection and layer
combinations. What is the best material combination in order
to increase insulation properties of multilayered panels?
Moreover, the question of minimizing the mass of the panels
often arises in aeronautic applications. These questions could
be expressed and combined to give rise to an optimization
problem �Germain, 1999�. The main object of this paper con-
sists of describing such a problem and providing a potential
solution.

In the field of engineering design, objective functions of
optimization problems are often based on catalog selection.
In this case, there is no way of calculating derivatives of
objective functions and nongradient methods are a very good
alternative to tackle these kind of problems. Moreover, these
methods are more likely to reach a global optimum for con-
tinuous parameter problems �Anderson, 2000�. Among these
nongradient optimization methods, one could cite: Simulated
Annealing �SA�, Genetic Algorithms �GA�, Random Search
�RS� or Tabu Search �TS� �Kirkpatrick et al., 1983; Gold-
berg, 1989; Jang et al., 1997; Glover, 1989�. Such optimiza-
tion problems often involve conflicting objectives such as
mass, cost and mechanical resistance. This kind of problem
is called “multiobjective” and its solutions are not unique
�Steuer, 1986�. In this context, evolutionary algorithms are
often used to find simple solutions to these discrete multiob-
jective optimization problems �Fonseca, 1995�. This ap-
proach is currently one of the most active research directions.
Recently, Xu et al. �2004� have used such algorithm for the
optimization of flat-walled multilayered anechoic linings.

This paper is divided into three distinct parts. First, we
describe a general method that allows one to evaluate the
various types of performance offered by acoustical panels.
The so-called “Transfer Matrix Method” is used to obtain a

suitable indicator for these performances. This method has
been widely used to deal with acoustic engineering problems
in which porous materials are involved: surface impedance
of multilayered panels �Allard et al., 1987; Lauriks et al.,
1990�, transmission loss in insulation system including a
combination of solid, porous and fluid media �Bolton et al.,
1996; Lauriks et al., 1992�. In others contexts of wave propa-
gation problems such as geophysics and general layered me-
dia, the Transfer Matrix Method is currently used �Vashishth
et al., 2004; Brekhovskikh, 1960�. The chosen indicator is
the “Transmission Loss Factor,” denoted TL and defined
over a given frequency range. This indicator is used to cal-
culate the objective function for the optimization problem. In
the second part, the optimization problem is defined and a
genetic algorithm is presented. This problem involves both
acoustical properties and the mass density of a panel. The
genetic algorithm allows one to obtain a Pareto-optimal so-
lution. The last section describes an application of the
method. An optimal solution is obtained for a given TL spec-
trum objective and a given mass objective.

II. THE TRANSFER MATRIX METHOD

A. General formulation

Consider a panel made up of N layers. Each layer i is
characterized by a constitutive fluid, solid or poro-elastic ma-
terial and a constant thickness ei. The lateral dimensions of
the layers are assumed to be infinite. The multilayered panel
is placed in an ambient fluid and is submitted to an incident
planar acoustical wave on its first layer. The outcoming
waves are evaluated on the final layer. The surrounding fluid
is considered to be semi-infinite layers situated before the
first panel’s layer and behind the final layer. These semi-
infinite layers are described as layer 1 and layer n, therefore
N=n−2 �see Fig. 1�.

The number mi of transmitted waves in layer i depends
on the nature of the constitutive material. For a fluid layer
merely a longitudinal wave is transmitted. Two waves are
transmitted in a solid layer: a longitudinal and a transverse
wave which are, respectively, related to compression straina�Electronic mail: jean-baptiste.casimir@supmeca.fr
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and shear strain. According to the Biot-Allard theory �Allard,
1993�, in the case of a poroelastic material which is the com-
bination of a solid and a fluid phase, three waves are trans-
mitted: two longitudinal waves and a transverse Biot wave.
The wave j�1� j�mi� in the layer i is described by an inci-
dence angle �i

j, a wave number ki
j, and complex parameters

1�i
j, 2�i

j. These parameters are related to the forward and
backward propagating components of the wave. The dis-
placement potential �i

j at a given position M�x ,y ,z� in the
layer i is given by

"y, �i
j�M�M�i = �1�i

je−jki
jz cos �i

j

+ 2�i
jejki

jz cos �i
j
�e−jki

jx sin �i
j
. �1�

A matricial form of expression �1� is given

�i
j�x,z� = �Fi

j�x,z�� . �1�i
j

2�i
j� . �2�

Relations between incidence angles of waves m and n
propagating in two adjacent layers are given by the well-
known Snell-Descartes equation,

ki
m sin �i

m = ki+1
n sin �i+1

n . �3�

Continuity conditions have to be written for each interface
between the layers. The resulting relations involve displace-
ments and stress components that are related to displacement
potentials. Relationships between displacement potentials
and stress/displacement components depend on the nature of
layer i, a general matricial form for these relationships is
given by expression,

�ui�x,z�

�̄̄i�x,z�
� = �Hi�x,z�� . ��i� �4�

with:

��i� =	
1�i

1

2�i
1



1�i

mi

2�i
mi

� .

Components of the vectors ��i� are amplitudes of displace-
ment potentials of the mi waves transmitted in layer i, ui and

�i
¯̄ are, respectively, the displacement vector and the stress
tensor in layer i.

The z position of the interface between the layers i and
i+1 is denoted zi

i+1. Continuity relations on this interface
concern the displacement vector and stress tensor. A general
matricial form for these relations is given by expression

�Ii� .�ui�x,zi
i+1�

�̄̄i�x,zi
i+1�
� = �Ii+1� .�ui+1�x,zi

i+1�

�̄̄i+1�x,zi
i+1�
� . �5�

The components of the matrices �Ii� depends on the presence
or absence of transmitted wave components.

Substitution of expression �4� into Eq. �5� gives conti-
nuity relations involving displacement potentials

�Ii� . �Hi�x,zi+1�� . ��i� = �Ii+1� . �Hi+1�x,zi
i+1�� . ��i+1� .

�6�

As a result of the Snell-Descartes relation �3�, the x depen-
dance for each component of the matrices �Hi�x ,zi

i+1�� in-
volves an identical exponential function that could be re-
moved from Eq. �6�. Hence, this equation is written,

�Ai�zi
i+1� − Ai+1�zi

i+1�� . � �i

�i+1
� = �0� , �7�

where

�Ai�zi
i+1�� = �Ii� . �Gi�zi

i+1�� .

�Gi�zi
i+1�� is the x independant part of �Hi�x ,zi

i+1��.

FIG. 1. Multilayered panel.

1228 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Tanneau et al.: Optimization of multilayered panels



Equations �7� are written for each interface and are gath-
ered in the matricial expression

	
A1�z1

2� − A2�z1
2� 0 ¯ 0

0 A2�z2
3� − A3�z2

3� � 


 � � � 0

0 ¯ 0 An−1�zn−1
n � − An�zn−1

n �
�

· �
�1

�2



�n


 = �0� . �8�

B. Boundary conditions

Boundary conditions are given in the first and the last
semi-infinite layers. The multilayered panel is placed in a
fluid medium so that conditions on external interfaces are
defined by considering the surrounding fluids as semi-infinite
fluid domains. Inside the first semi-infinite layer m1=1 and
the incident wave is imposed, it is given by the potential 1�1

1.
Inside the last semi-infinite layer mn=1 and the backward
wave is such that 2�n

1=0. Introduction of these boundary
conditions in the system �8� leads to a modified system of
linear equations whose unknowns are 2�1

1 ,�2 , . . . ,�n−1 , 1�n
1.

C. Resolution

For any given circular frequency �, the modified system
of linear equations shall be solved. Potentials are obtained
throughout the panel. The transparency factor � is defined for
the whole panel according to

� =
	n�1�n

1�2

	0�1�1
1�2

, �9�

where 	n and 	0 are the density of the first and the last
semi-infinite layers.

The resolution is achieved for a set of circular frequen-
cies � over a given range and thus a �TL� graph is obtained.
TL is defined according to

TL = 10 log
1

�
. �10�

In the case of diffuse noise, incidence angles are uniformely
distributed over a given range �0,� f� and the transparency
factor �Mulholland et al., 1968� is defined according to

� =

�
0

�f

����sin � cos �d�

�
0

�f

sin � cos �d�

. �11�

III. CONSTITUTIVE RELATIONSHIPS IN THE
LAYERS

A. Objective

The aim of this section is to define the stress and dis-
placement components that are involved in continuity rela-

tions. In order to build the system of linear Eq. �8�, the cou-
pling variables have to be written in terms of the
displacement potential according to expression �4�. The num-
ber of such variables depends on the nature of the constitu-
tive material. Fluid, solid, and poroelastic materials are fully
examined.

B. Acoustical medium

A general fluid medium is commonly referred to an
“acoustical medium.” In the framework of linear acoustics
and in the absence of fluid viscosity effects, continuity rela-
tions involve normal displacements and pressure field p.
Therefore these components have to be written in terms of
the unknown displacement potential �.

In a Cartesian coordinate system whose z axis is perpen-
dicular to the layers, one obtains

uz =
��

�z

p = − K� �ux

�x
+

�uz

�z
� = − K� �2�

�x2 +
�2�

�z2 � , �12�

where K is the bulk modulus of the fluid.
The dimension along the y axis is not considered be-

cause only planar waves are taken into account. This propa-
gation problem is bidimensional.

Introduction of expression �1� in system �12� gives the
matricial expression �4�,

�uz

p
� = �FHi�x,z�� . ��i� �13�

and therefore

�FGi�z�� = �− jk cos �e−jkz cos � jk cos �ejkz cos �

k2	c0
2e−jkz cos � k2	c0

2ejkz cos � � , �14�

where 	 is the density and c0=�K /	 is the propagation ve-
locity.

C. Elastic medium

The elastic medium is assumed isotropic and constitu-
tive relationships are obtained with small perturbation as-
sumptions and linear elasticity theory. Displacement field u
is described by a scalar potential � and a vectorial potential
� according to

u = �� + � 
 � . �15�

Potentials of planar wave solutions are given by

� = �1�e−jkLz cos � + 2�ejkLz cos ��e−jkLx sin �,

� = v�1�e−jkTz cos � + 2�ejkTz cos ��e−jkTx sin �, �16�

where v is an unitary vector, � and � are potentials, respec-
tively, associated with a longitudinal wave and a transversal
wave. 1�, 2�, 1�, and 2� are scalar parameters.

Continuity relations concern displacement and stress
vectors at the interface between two layers. The components
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involved in these relations have to be written in terms of the
potentials � and �. In a Cartesian coordinate system, one
obtains

�
ux =

��

�x
−

�
y

�z

uy =
�
x

�z
−

�
z

�x

uz =
��

�z
+

�
y

�x

�
tx = 2�

�2�

�x � z
− �

�2
y

�z2 + �
�2
y

�x2

ty = �
�
x

�z2 − �
�
z

�x � z

tz = �2� + ��
�2�

�z2 + �
�2�

�x2 + 2�
�2
y

�x � z

�17�

where � and � are Lamé coefficients.
Expressions �17� are obtained for planar waves parallel

to the y axis and the layer is assumed to be infinite in this

direction. Therefore, there is no variation along the y axis
and partial derivatives relative to the variable y are zero.
These assumptions imply that the stress vector along the y
axis vanishes, ty =0. The second and fifth relations show that
ty =���uy /�z�, the component uy is constant along the z axis.
Continuity relations only concern displacement components
ux, uz and stress components tx, tz.

Introduction of expression �16� in system �17� gives the
matricial expression �4�,

�
tz

uz

tx

ux


 = �SHi�x,z���
1�
2�
1
y
2
y


 = �SHi�x,z����i� �18�

and therefore

�SGi�z��

= �
kL

2�� + 2� cos2 ��e−jkLz cos � kL
2�� + 2� cos2 ��ejkLz cos �

− jkL cos �e−jkLz cos � jkL cos �ejkLz cos �

kL
2� sin 2�e−jkLz cos � − kL

2� sin 2�ejkLz cos �

− jkL sin �e−jkLz cos � − jkL sin �ejkLz cos �
�¯ �

kT
2� sin 2�e−jkTz cos � − kT

2� sin 2�ejkTz cos �

− jkT sin �e−jkTz cos � − jkT sin �ejkTz cos �

− kT
2� cos 2�e−jkTz cos � − kT

2� cos 2�ejkTz cos �

jkT cos �e−jkTz cos � − jkT cos �ejkTz cos �
� .

�19�

D. Poroelastic medium

Acoustical insulation necessitates special materials like
foam, glass-wool, and porous medium. Such kinds of mate-
rials are considered as two-phase media. Both a solid and a
fluid phase are intermingled throughout the material. Two
approaches are used for modeling such materials: equivalent
fluid models and Biot’s model. Equivalent fluid models
�Delany et al., 1970� are based on calculation of homog-
enized properties from the behavior of elementary cells. The
equations presented in Sec. IV B must be used in modifying
certain parmameters. Champoux-Allard’s model �Allard,
1993� suggests a mass density and a bulk modulus as a func-
tion of circular frequency �, respectively, given by

	��� = 	0���1 +
�R�P

j���	0
�1 +

4j��
2 �	0�

�R�2�P
2 � , �20�

and

K��� =
�P0

� − �� − 1�
1

1 +
8�

j��2NPr�	0
�1 + j	0

�NPr��2

16�

,

�21�

where poroelastic properties are �P, porosity; �R, resistivity
relative to air flow; ��, tortuosity; �, viscosity length; ��,
thermal length; and fluid properties are 	0, mass density; �,

viscosity; NPr, Prandtl’s number; �=cP /cV, specific heat
ratio.

For materials whose solid phase vibrations must be
taken into account, equivalent fluid models cannot be used
and Biot’s models are required �Biot, 1956�. Constitutive
equations for such models are given hereafter.

Through a Fourier transform, the equilibrium equations
are given by

� . �̄̄S + �2�	̃11u
S + 	̃12u

F� = 0 ,

� . �̄̄F + �2�	̃12u
S + 	̃22u

F� = 0 , �22�

where 	̃11, 	̃12, and 	̃22 are parameters depending on the na-
ture and the geometry of the poroelastic medium and the
density of the fluid phase �Allard, 1993�.

Strain-stress relations describe the behavior of each
phase according to �Johnson, 1986�

�̄̄S = 2��̄̄S + �P − 2����̄̄S:Ī
¯�Ī¯ + Q��̄̄F:Ī

¯�Ī¯,

�̄̄F = Q��̄̄S:Ī
¯�Ī¯ + R��̄̄F:Ī

¯�Ī¯, �23�
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where � is the shear modulus and P, Q, R are the bulk
modulii of the poroelastic material. In the case of foams, in
the classical expressions of these moduli, the incompressibil-
ity of air is given by �21� �Biot and Willis, 1957�.

Wave equations are obtained from Eqs. �22� and �23�
written for each phase, one obtains

�P − ���� . uS + ��uS + Q�� . uF + �2�	̃11u
S

+ 	̃12u
F� = 0 ,

Q�� . uS + R�� . uF + �2�	̃12u
S + 	̃22u

F� = 0 . �24�

Scalar potentials �S, �F and vectorial potentials �S, �F are
introduced to describe displacements of the two phases ac-
cording to

uS = ��S + � 
 �S,

uF = ��F + � 
 �F. �25�

From Eqs. �24� and definitions �25�, one obtains equations
satisfied by potentials �S, �F and �S, �R and it may be
shown �Allard, 1993� that displacements for each phase uS

and uF can be expressed according to

uS = ��1 + ��2 + � 
 � ,

uF = r1��1 + r2��2 + r3� 
 � , �26�

where ri are given by

ri =
Pki

2 − �2	̃11

�2	̃12 − Qki
2 .

�1, �2, and � are displacement potentials, respectively, as-
sociated with two longitudinal and a transversal wave.

As for both elastic and acoustical media, continuity re-
lations concern displacement and stress vectors at the inter-
face between two layers. For the fluid phase displacement
uz

F and pressure pF the solid-phase displacement components
ux

S, uz
S and stress components tx and tz are taken into account.
Development of displacement expressions �26� and

stress expressions �23� in the Cartesian coordinate system
leads to the matricial expression �4�, one obtains

�
pF

tz
S

tx
S

uz
F

uz
S

ux
S


 = �PHi�x,z���
1�1
2�1
1�2
2�2
1
y
2
y


 = �PHi�x,z�� . ��i� �27�

and therefore

�PGi�z��

= �
�Rr1 + Q�k1

2e−jk1z cos �1 �Rr1 + Q�k1
2ejk1z cos �1

− �2� sin2 �1 − �P + r1Q��k1
2e−jk1z cos �1 − �2� sin2 �1 − �P + r1Q��k1

2ejk1z cos �1

�k1
2 sin 2�1e−jk1z cos �1 − �k1

2 sin 2�1ejk1z cos �1

− jk1r1 cos �1e−jk1z cos �1 jk1r1 cos �1ejk1z cos �1

− jk1 cos �1e−jk1z cos �1 jk1 cos �1ejk1z cos �1

− jk1 sin �1e−jk1z cos �1 − jk1 sin �1ejk1z cos �1

�
¯

�Rr2 + Q�k2
2e−jk2z cos �2 �Rr2 + Q�k2

2ejk2z cos �2

− �2� sin2 �2 − �P + r2Q��k2
2e−jk2z cos �2 − �2� sin2 �2 − �P + r2Q��k2

2ejk2z cos �2

�k2
2 sin 2�2e−jk2z cos �2 − �k2

2 sin 2�2ejk2z cos �2

− jk2r2 cos �2e−jk2z cos �2 jk2r2 cos �2ejk2z cos �2

− jk2 cos �2e−jk2z cos �2 jk2 cos �2ejk2z cos �2

− jk2 sin �2e−jk2z cos �2 − jk2 sin �2ejk2z cos �2

¯ �
0 0

�k3
2 sin 2�e−jk3z cos � �k3

2 sin 2�ejk3z cos �

− �k3
2 cos 2�e−jk3z cos � − �k3

2 cos 2�ejk3z cos �

− jk3r3 sin �e−jk3z cos � − jk3r3 sin �ejk3z cos �

− jk3 sin �e−jk3z cos � − jk3 sin �ejk3z cos �

jk3 cos �e−jk3z cos � − jk3 cos �ejk3z cos �

� . �28�
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IV. CONTINUITY RELATIONS AT THE INTERFACES

A. Objective

The objective of this section is to examine continuity
relations for all possible interfaces. These relations depend
on the nature of the materials of adjacent layers. Six combi-
nations involving the three materials described above have to
be taken into account.

B. Continuity relations

• Fluid/Fluid interface �F/F�: Continuity relations be-
tween fluid layers involve both pressure and normal
displacement. One obtains

uzi
�zi

i+1� = uzi+1
�zi

i+1� ,

pi�zi
i+1� = pi+1�zi

i+1� . �29�

• Solid/Solid interface �S/S�: Continuity relations be-
tween solid layers involve stress and displacement
components. One obtains

ui�zi
i+1� = ui+1�zi

i+1� ,

ti�zi
i+1� = ti+1�zi

i+1� . �30�

• Fluid/Solid interface �F/S�: Continuity relations be-
tween a fluid layer and a solid one only involve nor-
mal stress and normal displacement components. One
obtains

uzi
�zi

i+1� = uzi+1
�zi

i+1� ,

− pi�zi
i+1� = �zzi+1

�zi
i+1� ,

0 = �xzi+1
�zi

i+1� . �31�

• Poroelastic/Poroelastic interface �P/P�: Continuity re-
lations between poroelastic layers involve displace-
ment components of the solid phase, conservation of
the fluid flow, total normal stress components, fluid
pressure pi=�i

F /�P, and shear stress in the solid
phase. One has

�
ui

S�zi
i+1� = ui+1

S �zi
i+1� ,

�Pi
�uzi

F�zi
i+1� − uzi

S �zi
i+1�� = �Pi+1

�uzi+1

F �zi
i+1� − uzi+1

S �zi
i+1�� ,

�zzi

S �zi
i+1� + �zzi

F �zi
i+1� = �zzi+1

S �zi
i+1� + �zzi+1

F �zi
i+1� ,

�zzi

F �zi
i+1�

�Pi

=
�zzi+1

F �zi
i+1�

�Pi+1

,

�xzi

S �zi
i+1� = �xzi+1

S �zi
i+1� .

�32�

• Poroelastic/Fluid interface �P/F�: Continuity relations
between a poroelastic layers and a fluid layer involve
conservation of the fluid flow and normal stress com-
ponents in each phase, shear stress in the solid phase
vanishes. Thus we obtain

�1 − �Pi
�uzi

S �zi
i+1� + �Pi

uzi

F�zi
i+1� = uzi+1

F �zi
i+1� ,

�zzi

F �zi
i+1�

�Pi

= − pi+1,

�zzi

S �zi
i+1�

1 − �Pi

= − pi+1,

�xzi

S �zi
i+1� = 0. �33�

• Poroelastic/Solid interface �P/S�: Continuity relations
between a poroelastic layer and a solid layer involve
displacement components of the solid phase and con-
tinuity of fluid/solid normal displacement. One obtains

�
ui

s�zi
i+1� = ui+1

s �zi
i+1� ,

uzi

F�zi
i+1� = uzi+1

S �zi
i+1� ,

�zzi

F �zi
i+1� + �zzi

S �zi
i+1� = �zzi+1

S �zi
i+1� ,

�xzi

S �zi
i+1� + �xzi+1

S �zi
i+1� .

�34�

C. Matricial relations of continuity

Expressions �29�–�34� allow one to obtain continuity re-
lations �7� for each kind of interface. Matricial expressions
are summarized in Table I.

V. OPTIMIZATION

A. Definition of the problem

As mentioned in the Introduction, an optimization prob-
lem with regard to the question of multilayered panel design
often arises. Insulation properties of such panels are very
dependent on the material selected, layer thicknesses and
layer combination. Acoustical engineering seeks to find the
configuration, for example, that minimizes the acoustical
transmissibility of the panel. In addition, minimizing the
mass of the panel could be a second objective that designers
have to take into account and the total thickness of the panel
is often a constraint to satisfy. Another limiting condition is
the restricted number of available materials and the maximal
number of layers. Costs and environmental factors often
limit the choice to a list of predefined materials. This kind of
problem is called a constrained multiobjective optimization
problem, it is defined by the following data:

• The insulation properties and mass of the whole panel
define n-parameter objective functions.

• Materials, layer sequences and layer thicknesses define
the n parameters of the objective functions, these pa-
rameters are often called design variables.

• The total thickness of the panel, the maximal number of
layers and a restricted list of materials define the con-
straints of the problem. A solution that satisfies these
constraints is termed a “feasible solution.”

The multiobjective optimization problem consists in finding
n parameters that minimize the objective functions and that
satisfy the constraints. In general, for this kind of problem,
there is no set of n parameters that minimize both the two
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objective functions but there exists some sets that are not
dominated in a Pareto sense. These sets are called Pareto
optimal solutions of the multiobjective optimization problem
and are generally not unique. Pareto optimal solutions are
such that there is no other set of n parameters that are better
in all design objectives. Therefore, the leading problem con-
sists of obtaining one of these optimal solutions or all of
them.

B. Objective functions

Objective functions of a multiobjective optimization
problem define the criteria that are to be minimized or maxi-
mized. The TL spectrum, that is, the transmission loss func-
tion evaluated on a given frequency range, is used to evalu-
ate the performances of a feasible solution. However, instead
of maximizing TL, the problem often consists of finding a
layer configuration that leads to an objective TL spectrum
chosen in advance. Therefore, the problem consists in mini-
mizing the difference between the TL spectrum and the ob-
jective spectrum TLobj.

First, the frequency range of interest is split into n band-
widths, Ii. On each bandwidth, an objective transmission loss
TLi

obj is defined. The TL is evaluated for three frequencies in
each bandwidth and for five incidence angles, the obtained
values give rise to a mean value Ri that is compared to the
objective value TLi

obj. The objective function is given by a
scalar value E that is obtained according to

E = max
i

Ei �35�

with

Ei = Ri
obj − Ri if Ri � Ri

obj.

Ei = 0 if Ri � Ri
obj.

The second objective function is the mass of the whole
panel, as for TL a more general approach consists of finding
a solution that minimizes the difference with an objective
mass Mobj. The objective mass could be zero if the mass is
to be minimized. Therefore, the second objective function
G is obtained according to

TABLE I. Matricial expressions of continuity relations.

�Ii� �Gi� · ��i� �Ii+1� �Gi+1� · ��i+1�

F/F �1 0

0 1 � �uz

p � �1 0

0 1 � �uz

p �
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0 0 1 0

0 0 0 1
� � tz

uz

tx

ux

� �1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1
� � tz
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tx

ux

�
F/S �−1 0

0 1

0 0 � �uz
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tx
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�
P/P �

1
�Pi
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0 0 0 �Pi
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G = log
M

Mobj if M � Mobj,

G = 0 if M � Mobj. �36�

Pareto optimal solutions for such multiobjective optimization
problems are by no means unique. Additional information
needs to be introduced to select one. The way this informa-
tion is introduced leads to three different approaches:

• A priori methods;
• Progressive methods;
• A posteriori methods.

The first consists of introducing preferences at the beginning
of the search process. The simplest method is based on a
weighted combination of the objective functions into one
�Steuer, 1986�. Therefore, the resulting function is used as
the objective function of a single objective optimization
problem. The obtained solution is an element of a Pareto
optimal set that is a function of the weighting used.

Progressive methods consist in introducing preference
criteria during the optimization process �Benayoun et al.,
1971�. The automatization of these approaches is very diffi-
cult and depends on the nature of the problem.

Finally, a posteriori methods consist of selecting an op-
timum solution among all the Pareto optimal solutions cal-
culated by the iterative process. The main difficulty is to
obtain all the feasible optimal solutions instead of one. To
this end, specialized multiobjective genetic algorithms have
been developed. They are supposed to converge to the Pareto
optimal set or a Pareto optimal subset �Schaeffer, 1985�.

For the problem described in this paper, an a priori
method has been used with an objective function given by
the following combination:

F = E + 10 . G . �37�

C. Design variables

Design variables are the objective function’s parameters.
For the present problem, these variables have to define the
material properties, the layer sequence, and the thickness of
each layer. Moreover, they must satisfy the problems’s con-
straints. As mentioned above, three kinds of constraints are
considered:

• A restricted list of M available materials;
• A maximal number L of layers;
• A maximal thickness Tmax for the whole panel.

Variables that characterize material properties have to
satisfy the first constraint. This implies that these variables
are discrete. The maximal number is a finite integer, there-
fore parameters that define layer sequences are discrete as
well. Finally, the only continuous parameters are those that
define the thickness of each layer. In order to formulate a
discrete variable optimization problem, thicknesses could be
expressed as discrete variables if they are multiples of a
given elementary thickness t.

One means to satisfy both the first and second con-
straints would be to define L integer variables that identify
the constitutive material for each layer in a given order and
an integer variable that indicates how many layers have to be
considered. Let mi be the integer that identifies the material
for layer i in the predefined list and l the total number of
layers. The first two constraints are given by

1 � mi � M, i � 1, . . . ,L , �38�

1 � l � L . �39�

Let ni be the integer variable that characterizes the thickness
ti of the layer i according to

ti = ni 
 t . �40�

The third constraint is given by

t�
i=1

l

ni � Tmax. �41�

Therefore, the parameters of the objective function F are:
m1 , . . . ,mL, t1 , . . . , tL, and l.

D. Genetic algorithm

1. Principle

Continuous variable optimization problems are often
formulated and solved using traditional gradient based meth-
ods. Discrete variable problems are sometimes converted
into continuous variable problems but it may not be war-
ranted for many problems. In these cases, stochastic search
techniques are very good alternatives especially when objec-
tive functions should be rapidly evaluated.

For the problem described above, the Transfer Matrix
Method allows one to characterize acoustical performances
of multi-layered panels with a low calculus cost time. More-
over, the problem has been formulated with discrete design
variables. This leads us to opt for a Genetic Algorithm �GA�
approach.

GAs are evolutionary algorithms based on Darwin’s sur-
vival of the fittest theory. The principle of such algorithms is
quite simple. The n design parameters are coded in a chro-
mosome. An initial randomized population of such chromo-
somes is built and each individual is evaluated with the ob-
jective function. The best individuals are selected to give rise
to the next generation. Individuals of the next generation are
obtained from crossing and mutation procedures between
chromosomes of previous selected individuals. The iterative
procedure is performed over several generations and the best
individual from the resulting population is often a good ap-
proximation of the optimization problem’s solution.

2. Chromosome coding

Each individual in the population is described by a chro-
mosome that codes the design variables that describe a po-
tential panel solution. These design variables have been de-
fined in Sec. V C and are as follows:

• Material identification of the layers given by L integers:
m1 , . . . ,mL;
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• Thickness of the layers given by L integers: t1 , . . . , tL;
• Number of effective layers given by an integer l.

The information is collected in the individual’s chromo-
some according to the following representation:

n m1 n1 m2 n2 . . . ml nl . . . mL nL.

L layers are described but only the first l layers are taken
into account in the calculation of the objective function. The
last l−n pairs of integers are only used in crossing and mu-
tation processes. The thickness integer ni is a number be-
tween 1 and 1000 that defines the thickness ti according to
relation �40�. The parameter t is given at the beginning of the
calculation process.

3. Parameters of the algorithm

The major elements of a GA that uses a population of p
individuals are here described:

• Randomized initialization of the p individuals, the result-
ing population is denoted P0;

• Evaluation of the p individuals of P0 with the objective
functions;

• for i from 1 to G:
— selection of pb individuals in Pi−1;
— reproduction of pc children from the pb individuals;
— mutation of a fraction of the pc children;
— insertion of the pc children in the population Pi;
— evaluation of the p individuals of Pi;

• The solution is the best individual in the population PG.

Parameter p has to be large enough to obtain an efficient
convergence of the algorithm. It may be 50 or 100. Param-
eter G is the number of generations; it has to lead to a final
population that contains the solution of the optimization
problem. It may be increased if convergence is not observed.
Typically, the number of generations depends on the problem
and may be several hundreds.

The evaluation process consists in mapping the objective
function over the whole population. The obtained values are
indicators of how individuals have performed in the problem

domain, however a fitness function is used to transform these
values into a measure of relative fitness. The fitness function
f that has been used to evaluate relative fitness of an indi-
vidual xk is

f�xk� =
F�xk�

�k=1

p
F�xk�

. �42�

The selection process consists of choosing individuals
for reproduction on the basis of their relative fitness. A Rou-
lette wheel selection method is used. This method consists of
the association of a real number interval to each individual.
The intervals are not overlapping and their size is propor-
tional to the relative fitness of the associated individual. A
random number is generated and the individual associated
with the interval that contains the number is selected for
reproduction. This selection process is repeated pb times. The
number pb depends on the size of the next generation and the
reproduction process.

For the described algorithm, the size of the next genera-

TABLE II. Available material list.

Property �P

�R

�N s/m4� ��

�

��m�
��

��m�
	

�kg/m3� E �Pa� � �
co

�m/s�

Air ¯ ¯ ¯ ¯ ¯ 1.225 ¯ ¯ ¯ 342
Steel ¯ ¯ ¯ ¯ ¯ 7800 210.109 0.3 0.001 ¯

Aluminium ¯ ¯ ¯ ¯ ¯ 2700 70.109 0.3 0.001 ¯

Heavy mass ¯ ¯ ¯ ¯ ¯ 2100 77.106 0.35 0.21 ¯

Loaded rubber ¯ ¯ ¯ ¯ ¯ 2100 77.106 0.35 0.21 ¯

Rubber ¯ ¯ ¯ ¯ ¯ 1000 100.106 0.45 0.2 ¯

Glass wool 1 0.98 35000 1 60 150 9.6 10.103 0 0.2 ¯

Glass wool 2 0.98 55000 1 44 130 16 50.103 0 0.2 ¯

Foam 1 0.81 550000 1.5 10.5 31.5 211 344.103 0.33 0.15 ¯

Foam 2 0.96 480000 1.38 16.1 48.3 11 234.103 0.33 0.09 ¯

Foam 3 0.97 17000 1.02 240 490 10 505.103 0.3 0.07 ¯

Foam 4 0.95 12000 1 50 60 40 90.103 0.3 0.1 ¯

FIG. 2. Objective and obtained solution TL spectrum.
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tion is 0.9
 p. The reproduction process is such that two
parents give rise to two children, therefore the number pb is
0.9
N.

The reproduction consists in producing new chromo-
somes and is based on a multicrossover process. l positions
in chromosome coding are selected in a random way. Infor-
mation coded into a pair of chromosomes between two suc-
cessive positions is exchanged, therefore two new chromo-
somes are produced. A crossover rate of 0.7 is used. This
implies that only 70% of the selected parents are combined.

The next step is a mutation process of some children.
The mutation consists of introducing randomized informa-
tion into a chromosome. The mutation rate gives the prob-
ability that random information within a child’s chromosome
will be introduced, and its value is 0.5%.

The last step is insertion of children into the old popu-
lation. This insertion is based on replacing the least fit indi-
viduals by the new generation.

E. Applications

1. Optimization of a multilayered panel

The described GA based on the Transfer Matrix Method
has been implemented in a MATLAB environment. The pro-
gram thus obtained has been used to obtain optimal layer
combinations characterized by an objective loss transmission
spectrum and an objective mass. An example of these results
is presented in this section.

The objective loss transmission spectrum is defined over
�0,10 000 Hz�, and is represented in Fig. 2 a solid line.

The mass objective is set to 5 kg m−2. A list of 11 avail-
able materials is given in Table II.

The genetic algorithm has been applied for a population
of 100 individuals. Generations have been performed until
the best performances converged. This has been observed
after 200 generations.

The loss transmission spectrum of the converged solu-
tion is given in Fig. 2 with a dashed line. Its level is higher
than the objective. The combined solution is given in Table
III.

The combination is classic and corresponds to a high
performance panel, and consists of a double walled system.
The internal medium is a foam with high absorption proper-
ties combined with a thin air layer ��1 mm� that reduces
acoustical transmissibility in the solid phase. Figure 3 shows
the influence of an air gap, and the transmissibility objective

is clearly reached. In this case, the substitution of the rubber
layer with a rigid one �aluminum� does not affect the perfor-
mances of the panel.

The solution thus obtained is one of the Pareto optimal
solutions. As mentioned above, this kind of solution is not
unique and depends on the choice of the objective function
as given by expression �37�. Here, the solution obtained sat-
isfies the TL spectrum objective, but the mass parameter is
not minimized. The density of this Pareto-optimal solution is
approximately 17 kg m−2, and is the best that may be ob-
tained for the given spectrum objective. In this example, the
chosen objective function gives greater weight to the TL
spectrum objective. One can modify the objective function to
give greater weight to the density. More generally, an objec-
tive function could be defined with expression �43�,

F = E + kG , �43�

where k is a constant parameter.
The greater the parameter k, the greater the weight for

the mass objective in the search for a Pareto solution. For
example, another simulation was performed with k=50.

TABLE III. Combination solution 1.

Layer Material Thickness

1 Loaded rubber 4 mm
2 Foam 3 32.6 mm
3 Air 0.8 mm
4 Foam 3 22.2 mm
5 Foam 2 7 mm
6 Heavy mass 3.8 mm
7 Glass wool 1 9.6 mm

FIG. 3. TL spectra for modified solutions.

FIG. 4. TL spectrum with a modified objective function �k=50�.
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Mass and TL spectrum objectives were identical to those in
the previous simulation but priority was given to the density.
The TL spectrum for the stabilized solution is given in Fig. 4
and the combined solution is given in Table IV.

Clearly, the TL spectrum objective is not satisfied but
the density is minimized. The solution obtained is a light-
weight combination of a rubber sheet and foam layers with
an air gap that has a density of 5 kg m−2. The TL spectrum
solution is not minimized but is the best that may be obtained
for the given density objective. It is an optimal solution in a
Pareto sense.

2. Examples of industrial design

The present method has been used for designing acous-
tical panels in aircraft construction. Two examples of such
applications are described hereafter. The multilayered light
panels are part of an airplane fuselage. Some of the layers
correspond to specified parameters, therefore the chromo-
some coding is modified to take into account these fixed
layers.

In the first example, external layers are specified for a
sandwich panel. The optimization problem is related to the
choice of internal layers for a 25 mm total thickness. The
mass objective for internal layers is 2.5 kg m−2. The TL spec-
trum objective and the obtained solution are given in Fig. 5,
and the combined solution is given in Table V.

Therefore, a 1 m
1 m multilayered panel very similar
to that proposed by the optimal solution has been manufac-
tured. A special grid has been used to preserve the air gap.

The acoustical transparency of this panel has been tested and
the measured TL spectrum is compared with the objective in
Fig. 6.

One can notice that the TL spectrum is in close agree-
ment with the prescribed objective. For frequencies greater
than 2000 Hz, the processed TL spectrum is overestimated.
This discrepancy often arises for high TL levels ��60 dB�, it
is usually explained by a loss of precision in the experimen-
tal setup and especially as a result of imperfect boundary
conditions.

The second example involves the design of a thicker
double-walled panel �60 mm�. The results are given in Fig. 7
and the combined solution is given in Table VI. The obtained
results closely agree with the prescribed objective.

These two latter simulations have been conducted in an
industrial context and provide a good idea of the effective-
ness of the method. In both situations, the optimization algo-
rithm allows a reduction in the number of physical tests that
are required for the development of these insulation prod-
ucts. It provides an initial solution that can be afterwards
adapted to the manufacturing constraints. The design engi-
neer can improve the given solution with the use of other
types of simulation software and a few experimental tests.

The method’s performances are attractive as a result of
the compromise between the quick analytical approach, the
precision in Biot’s models, and the practical constraints re-
lated to a restricted library of realistic materials.

TABLE IV. Combination solution 2.

Layer Material Thickness

1 Loaded rubber 2.6 mm
2 Foam 3 17.4 mm
3 Air 0.1 mm
4 Foam 3 34.4 mm
5 Foam 2 17.4 mm
6 Foam 1 8.1 mm

TABLE V. Sandwich panel combination.

Layer Material Thickness

1 Light composite plate �specified�
2 Foam 1 5.0 mm
3 Foam 2 10.0 mm
4 Air �1 mm
5 Foam 1 9.0 mm
6 Dense composite plate �specified�

FIG. 5. Objective and obtained solution TL spectrum �sandwich panel�. FIG. 6. Objective and manufactured panel TL spectra �sandwich panel�.
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VI. CONCLUSION

Optimization of multilayered panels is a complex prob-
lem that implies multiobjective criteria. The design variables
may be discrete or continuous and genetic algorithms are
efficient approaches to obtain optimal solutions for such
problems. The major limitation for the use of genetic algo-
rithms is the time cost. The nature of this kind of algorithm
implies that the objective function could be evaluated rap-
idly. In this context, the Transfer Matrix Method is an effi-
cient tool. In this paper, a very simple genetic algorithm is
combined with the Transfer Matrix Method and is used to
solve a real application. The solution is not novel but this
shows that such problems could be easily treated with these
tools. In order to obtain a set of Pareto optimal solutions,
specialized multiobjective genetic algorithms �Schaeffer,
1985� may well be as efficient as the algorithm used herein.
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TABLE VI. Sandwich panel combination.

Layer Material Thickness

1 Aluminum �specified 1.2 mm�
2 Glass wool 19.0 mm
3 Foam 1 9.0 mm
4 Glass wool 8.0 mm
5 Foam 2 18.0 mm
6 Lightweight plate �specified 5.0 mm�
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This paper deals with a new method for solving coupled acoustical problems such as those arising
from the study of insulation panels with porous linings. The main idea is to use the boundary
element method �BEM� for modeling porous media in order to simplify problem solving in
mid-frequency range. This approach reduces the entire problem to only unknowns on the
boundaries. Developments have been oriented in a bi-dimensional formulation with a constant
element discretization scheme. A multi-region assembly of porous subdomains and a coupling
procedure with structural finite elements complete this approach. Comparisons between the finite
element method �FEM� and the present solution �mixed FEM and BEM� show a close agreement.
Moreover, the analysis of a multi-layer system through this mixed numerical method results in faster
processing time and less memory usage than a conventional full finite element method. © 2006
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I. INTRODUCTION

The theory of Biot1,2 for porous materials is of major
interest concerning acoustical purposes such as absorption or
insulation problems. Over the last decade, various research
studies3–5 have used the finite element method �FEM� for
numerical analysis of continuous porous media in different
contexts such as single- or multi-layer samples in impedance
tubes or the transmission loss of sandwich panels. This ap-
proach leads to very efficient results but also to great com-
puter processing time and memory usage. This induced cost
results from two reasons: firstly the relatively high number of
unknowns per node �because of the intrinsic bi-phase nature
of porous media� and, secondly, the high number of elements
necessary to obtain convergence in mid-frequency range.
The number of nodes per wavelength has to be set to at least
six and often more. Ill-conditioning of the assembly matrix
may also be performed by means of such a method. Recent
works6 based upon n-order Legendre polynomia �hierarchi-
cal finite elements� demonstrate that high-order finite ele-
ments are required in most practical cases.

Consequently, modeling complex industrial systems
such as insulation panels is a strenuous task, especially if the
frequency range of interest is wide. The present work is an
attempt to propose an alternative to the FEM approach using
the boundary element method �BEM� for porous domains.

The BEM is a numerical method working with discrete
unknowns positioned only on the boundary of the domain.
As a result, there is no need for interior meshing and the
number of unknowns increases more slowly with frequency
than for a complete FEM mesh. Based upon a boundary in-
tegral formulation equivalent to the local partial differential
equation of equilibrium, the method is potentially applicable

to a wide range of physical problems and the reader can find
general explanations in references such as those by
Banergee7 or Brebbia.8

Some authors7 investigated the bi-phase coupled prob-
lem of poroelasticity or thermoelasticity in the early 1980s.
More recently, the BEM has been applied to porous media in
geomechanics where the possibility that the BEM may
model semi-infinite geometry holds major interest.9–11 Gen-
erally based upon simplified versions of the Biot model dedi-
cated to soil consolidation, this work needs to be adapted to
absorbing materials such as glass wool or foams.

First, this paper presents the theoretical background for
the study. Next, two situations are investigated: a simple po-
rous domain model and the simulation of the transmission of
a small double-wall partition. Comparisons are made with
the use of a classical finite element method in order to vali-
date the present work.

II. THEORETICAL ASPECTS

A. Governing equations

The Biot model,1 in its frequency domain version, is the
starting point for the present work. The
Johnson-Champoux-Allard2 model links measurable data and
coefficients of the equations. In this theory using a u-p
formalism,3 a displacement field uS and a stress field �̂S de-
scribe the solid phase of the porous medium. On the other
hand, a pressure field p and an associated flux q are the
unknowns of the fluid phase. The equilibrium of the two
phases is thus expressed

�̂ij,j
S + �2�̃eui

S + �̃p,i = f i
S, �1�
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qi,i + �k2p − �̃ui,i
S = fp �2�

The constitutive laws are �̂S=��kk
S �ij +2	�ij

S and qi

=�p,i. The material coefficients are defined by the following:

�i� An equivalent mass of the solid phase �̃e

This complex mass is related to

�̃e = �̃11 −
�̃12

2

�̃22

and

�̃11 = �1 + �a +
1

j�
b̃ ,

�̃12 = − �a −
1

j�
b̃ ,

�̃22 = 
P�o + �a +
1

j�
b̃ ,

where

�a = 
P�o��� − 1� ,

and, with the use of the Johnson model

b̃ = �R
P
2�1 +

4j��
2 
�o�

�R�2
P
2 .

The main entries for the porous materials are as follows: �1

is the density of the skeleton �in vacuo�, 
P is the porosity,
�R is the resistivity �in Ns/m4�, �� is the tortuosity, and �
is the viscous length �in 	m�.

The following complementary parameters involve air
properties: dynamic viscosity 
=1.84e−5 Pa.s and density
�o=1.225 Kg.m−3

�ii� An equivalent wave number of the fluid phase k is

k2 = �2 �̃22

R
.

R=
PK��� is the equivalent bulk modulus of the fluid phase
�with the hypothesis of a perfect rigid skeleton�.

The Champoux-Allard model yields

K���

=
�Po

� − �� − 1��1 +
8


j��2NPr��o

�1 + j�o�NPr��2/16
�−1 .

Here, a new porous property is introduced: ��. It is a char-
acteristic dimension �in m� influencing high-frequency ther-
mal effects. Other air properties are specific heat ratio �
=1.4, atmospheric pressure Po=101320 Pa, and Prandt
number NPr=0.71.

�iii� A coupling factor �̃ is

�̃ = 
P� �̃12

�̃22

−
Q

R
� .

Here Q is a coupling modulus given by

Q = �1 − 
P�K��� .

Note that R and Q are here given under the hypothesis that
the bulk modulus of the fluid phase is negligible in regard to
the homogeneous bulk modulus of the skeleton, itself negli-
gible in regard to the bulk modulus of the material of the
solid phase. Further expressions, for the general case, can be
found in Ref. 12.

Moreover, we shall introduce the following
�iv� A scale factor � is

� =

P

2

�2�̃22

.

This factor scales the fluid equation to the solid one having
the same coupling coefficient �.

�v� The Lame coefficients are � and 	. These modules
define the constitutive law of the solid phase in vacuo �no
coupling with the fluid phase�. In a frequency analysis, dy-
namic values are used and a simple model introducing a
constant damping ratio 
 is used: �� =��1+ j
� and 	�

=	�1+ j
�. In the following sections, � and 	 are to be
interpreted in their dynamic sense �.

B. Integral identities

Assume two solution states �uS , �̂S , p ,q , fS , fp� and
�uS* , �̂S* , p* ,q* , fS* , fp*� verifying Eqs. �1� and �2�. In an ar-
bitrary domain V bounded by S where both states are de-
fined, consider the cross product:

A = �
V

�ui
S*f i

S − ui
Sf i

S* + p*fp − pfp*�dV . �3�

The equilibrium equations �1� and �2� allow

A = �
V

�ui
S*�̂ij,j

S − ui
S�̂ij,j

S* �dV + �
V

�p*qi,i − pqi,i
* �dV

+ �
V

�̃��ui
S*p�,i − �ui

Sp*�,i�dV . �4�

An integration by parts and the divergence theorem lead to

�
V

ui
S*�̂ij,j

S dV = �
S

ui
S*�̂ij

S njdS − �
V

ui,j
S*�̂ij

S dV ,

�
V

p*qi,idV = �
S

p*qinidS − �
V

p,i
*qidV .

By observing the symmetry in the constitutive laws, we
conclude: ui,j

S*�̂ij
S −ui,j

S �̂ij
S*=0 and p,i

*qi− p,iqi
*=0. The equation

�4� then becomes

�
V

�ui
S*f i

S − ui
Sf i

S* + p*fp − pfp*�dV

= �
S

�ui
S*�̂ij

S − ui
S�̂ij

S* + p*qj − pqj
* + �̃uj

S*p

− �̃uj
Sp*�njdS . �5�
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These integrals are an extension of the Maxwell-Betti
identity. A compressed form can be written as

�
V

�ui
*f i − uif i

*�dV = �
S

�ui
*ti − uiti

* + ui
*�ijuj�dS , �6�

where the generalized vectors u and t are

u = 	ux
S

uy
S

p

, �= = ��̂xx

S �̂xy
S

�̂yx
S �̂yy

S

qx qy
�, f = 	 fx

S

fy
S

fp 

and

ti = �ijnj, �
=

= �̃� 0 0 nx

0 0 ny

− nx − ny 0
� .

The change in the unknowns ti�= ti+�ijuj and t�*= t*, is a
way to write the reciprocity identity in a more classical form:

�
V

�ui
*f i − uif i

*�dV = �
S

�ui
*ti� − uiti�

*�dS . �7�

C. Boundary integral formulation

Considering now that the state * is a case of an infinite
porous domain loaded by a singular source,

f * = − ��y − x�ek,

where ek is a unity vector. The index k can assume three
values, each corresponding to a possible load �one for each
scalar equation�. As a definition of the dirac we have

uk�x� = �
V

�ui�y���y − x�ei
k�dV

for x�V ,x�S.
For each load k, the solution of Eqs. �1� and �2� are

expressed as ui
k*�x ,y� and ti

k*�x ,y�. They are also called
Green’s function tensors. By using the reciprocity identity
�7�, the two-dimensional boundary integral representations of
Eqs. �1� and �2� can be written as

uk�x� = − �
V

ui
k*�x,y�f i�y�dV + �

S

�ui
k*�x,y�ti��y�

− ui�y�ti�
k*�x,y��dS �8�

If x→S, the limit of the equation �8� on a smooth sur-
face �not valid for corners and sharp edges� tends to

1

2
uk�x� = − �

V

ui
k*�x,y�f i�y�dV + �

S

�ui
k*�x,y�ti��y�

− ui�y�ti�
k*�x,y��dS . �9�

The volume integral allows an interior loading that is not
necessary here. So, the problem is now described by only
unknowns on the boundary of the domain.

D. Constant discretization scheme

The simplest discretization of such a surface integral is a
flat boundary element scheme with constant distribution of
variables over the elements. If we divide the boundary S into
n such elements, then Eq. �9� can be written for the fth
element on the boundary as

1

2
uk�xe� = 


f=1,n
ti��x f��

x�Sf

ui
k*�xe,x�dS

− ui�x f��
x�Sf

ti�
k*�xe,x�dS . �10�

The integrals are the influence coefficients of any ele-
ment over the others and they are denoted Gki

ef and Hki
ef. Each

of these kernels is obtained using Gauss integration. A clas-
sical logarithmic Gaussian point distribution is used for the
singular kernel Gij

ee and Hij
ee is set to 1

2�ij. The equation �10�
reduces to

1

2
uk�xe� = 


f=1,n
ti��x f�Gki

ef − ui�x f�Hki
ef �11�

and is expressed in matricial form:

�H� · �T� − �G� · �U� = �0� , �12�

where

�U� = 	
u�x1�
u�x2�
]

u�xn�

, �T� = 	

t��x1�
t��x2�
]

t��xn�

 .

G and H are composed of all the elementary matrices:

�G� = �
G11 G12

¯ G1n

G21 G22
� ]

] � � ]

Gn1
¯ ¯ Gnn

� ,

�H� = �
H11 H12

¯ H1n

H21 H22
� ]

] � � ]

Hn1
¯ ¯ Hnn

� +
1

2
�I� .

The known values of �U� and �T� are rearranged in a
vector �Y� while the unknowns are in �X� so that �12� can be
rewritten as

�A��X� = �B��Y� �13�

and solved for �X�. Postprocessing of the boundary solution
�X� can be performed using Eq. �8�, in order to examine the
interior solution.

E. Green’s tensor

uik
* �x ,y� and tik

* �x ,y� are the solutions in point y of the
equations �1� and �2� in free space with a singular load lo-
cated in point x. Two different kinds of loads have to be
investigated: the two source terms of the solid equilibrium
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equation in directions x and y and the source term of the fluid
equation corresponding to a compressive isotropic flux load.

1. Solid loads

In this case, fS=−��y−x�ek and fp=0. A decoupling of
the equations can be obtained by the introduction of the po-
tentials AL, AT, and AP:

uS = �� · �ALek� − � Ù � Ù �ATek� ,

�14�
p = � · �APek� ,

Using Green’s solution � for Poisson’s equation, Dirac’s
function can also be decomposed into

���ek� = �� · ��ek� − � Ù � Ù ��ek� = − ��y − x�ek. �15�

With these new potentials and loads, the equations �1�
and �2� lead to

�� + 2	��AL + �2�̃cAL + �̃AP = � , �16�

��AP + �k2AP − �̃�AL = 0, �17�

	�AT + �2�̃eAT = � . �18�

The third is an uncoupled classical wave equation and
describes the shear wave associated with the solid phase. The
other two are related to the two compression waves �each is
linked to one of the two phases� and are coupled. This two
equations can be rewritten in matrix form:

M̃1 · ��AL

AP
� + M̃2 · �AL

AP
� = ��

0
� �19�

or

��AL

AP
� + M̃ · �AL

AP
� = �g , �20�

where

M̃1 = �� + 2	 0

− �̃ �
�, M̃2 = ��2�̃e �̃

0 �k2� ,

and M̃ =M̃1
−1 ·M̃2 and �g=M̃1

−1 · � �
0
�.

The solutions are sought within an eigenvector basis of

the matrix M̃:

�AL

AP
� = �1� 1

r1�
� + �2� 1

r2�
� , �21�

g = g1� 1

r1�
� + g2� 1

r2�
� , �22�

where r1� and r2� are given by

ri� =
�� + 2	�ki

2 − �2�̃e

�̃
.

The problem may be summarized in wave equations of
the form

��i + ki
2�i = gi��r� , �23�

where k1
2 and k2

2 are the eigenvalues of M̃. The shear wave
equation is included in this form with k3

2=�2�̃e /	 and g3

=1/	. The bi-dimensional solution �i of this equation is

�i�r� =
gi

2�ki
2 �ln r + K0�jkir�� , �24�

where K0 is the modified Bessel function of zero order.
Combining this solution �24� with the equations �14� and
�21� allows us to obtain the Green solutions �for k=1,2�:

uik
S = A�ik − Br,ir,k �25�

and

pk = Cr,k, �26�

where

A =
1

2��− 

m=1,2

gm
K1�zm�

zm
+ g3�K0�z3� +

K1�z3�
z3

�� ,

B =
1

2��− 

m=1,2

gmK2�zm� + g3K2�z3�� ,

C =
j

2�



m=1,2

rm� gm

km
K1�zm� ,

and

r,i =
yi − xi

r
, zi = jkir .

These terms form the two first columns of the tensor uik
* .

The tensor tik
* may be derived from this solution and is ex-

pressed as

tik
S = ��A� − B� −

B

r
�r,kni + 	��A� −

B

r
��r,jnj�ik + r,ink�

−
2B

r
r,kni + 2�− B� +

2B

r
�r,ir,kr,jnj� �27�

and

qk = − ��C

r
nk + �C� −

C

r
�r,kr,ini� �28�

The sign � indicates an r derivative.

2. Fluid load

This case is less complex than the solid one. Only a
simple Lamé potential decomposition has to be performed in
order to decouple the system. The fluid load is defined here
by fS=0 and fp=−��y−x�. Equations �1� and �2�, expressed
with the Lamé potentials are

�� + 2	��� + �2�̃e� + �̃p = 0, �29�
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	�� + �2�̃e� = 0, �30�

��p + �k2p − �̃�� = − ��y − x� , �31�

where

uS = �� + � Ù � . �32�

Observing that the shear wave equation is not loaded and is
uncoupled from the other equations, with �=0, thus only p
and � have to be considered. The same method as for the
solid load for decoupling the equations is used and leads to

���

p
� + M̃ · ��

p
� = h� 0

− �
� , �33�

where

��

p
� = �1� 1

r1�
� + �2� 1

r2�
� �34�

and

h = h1� 1

r1�
� + h2� 1

r2�
� .

The elementary decoupled bi-dimensional equations
thus become

�i� +
2

r
�i� + ki

2�i = − hi��y − x� ,

where the solution is

�i�r� =
hi

2�
K0�jkir� . �35�

Applying �35� to �36�, leads to Green’s solution for the p
unknown,

p =
1

2�



m=1,2
rm� hmK0�zm� , �36�

and the displacement uS=��1+��2 is

ui
S = Ar,i, �37�

where

A =
− j

2�



m=1,2
kmhmK1�zm� .

These Green’s functions form the last column of the tensor
ui

k*�y−x�.
Stresses and flux are then

ti
S = ��� + 2	�

A

r
+ �A��ni + 2	�−

A

r
+ A��r,ir,jnj �38�

and

q = −
j�r,ini

2�



m=1,2
rm� hmK1�zm� . �39�

F. Multi-region assembly

The boundary discretization described above leads to a
much smaller system than that of the whole body discretiza-
tion as in the finite element method. On the other hand, the
system matrices generated by the boundary element method
are fully populated. To reduce overall computer costs, a
multi-region assembly approach has been introduced.

In a constant element scheme, a basic approach is pos-
sible. Assume two domains having a common boundary Sc as
depicted in Fig. 1.

On this boundary, the continuity hypotheses are

U1
c = U2

c ,

�40�
T1

c + T2
c = 0.

The system of equations �12� can be transformed as fol-
lows:

�H�−1�G��U� = �T� . �41�

With the introduction of �A�= �H�−1�G� and the re-
ordering,

�A11 A1c

Ac1 Acc
��U1

Uc
� = �T1

Tc
� ,

�Acc� A2c

Ac2 A22
��Uc

U2
� = �Tc

T2
� .

Using the conditions of continuity �40�, assembling gen-
erates the global system:

�A11 A1c 0

Ac1 Acc + Acc� Ac2

0 A2c A22
�	U1

Uc

U2

 = 	T1

0

T2

 . �42�

The calculus of the matrices �A� has to be performed
very carefully. An acceptable numerical evaluation of this
matrix is obtained by a direct algorithm without any explicit
inversion of �H�.

G. Coupling with an elasto-dynamic domain

The main aim of the present study is to construct models
of multi-layer insulation panels including thick layers of po-
rous lining and structural plates. Most of the cases of interest
are double-walled sets.

So, it is necessary to couple the porous boundary ele-
ments to elasto-dynamic parts. Just as in the former section,

FIG. 1. Geometry of a two-subregion problem.
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two domains are connected to each other by a common bor-
der line. But here, one is porous and the other has an elastic
behavior. The elastodynamic domain is assumed to be dis-
cretized with a classical finite element method. The corre-
sponding numerical system is

�Kxx Kxy ¯

Kyx Kyy ¯

] ] �

�	ux

uy

]


 = 	Fx

Fy

]


 . �43�

Only degrees of freedom over the boundary are here intro-
duced, the others are in the dots ¯.

The porous system can be written

− �G�	
ux

S

uy
S

p

]


 + �H�	
tx�

ty�

q�

]


 = �0� . �44�

The continuity relations between porous �number 1� and
solid �number 2� media are

�i� impermeability where �ui
F1−ui

S1�ni=0 uF is the dis-
placement of the �fluid phase�,

�ii� solid displacement continuity ui
S1=ui

S2, and
�iii� total stress continuity �ij

t1nj =�ij
t2nj.

These coupling conditions have to be represented in
term of ti� and q�. The total load ti

t=�ij
t nj is related to

t̂i�=�̂ij
S nj� and ti� by

ti
t = t̂i − pni, ti� = t̂i + �̃pni

and

ti
t = ti� − �1 + �̃�nip . �45�

The modified flux q�=q− �̃un
S can be linked to displace-

ments. The following definitions are reintroduced:

q = �p,ini

and


Pp,i = �2�̃22ui
F + �2�̃12ui

S.

This last equation is the fluid equation for the Biot model
when displacement terminology is used.

Recalling the definition of �

�̃ = 
P� �̃12

�̃22

−
Q

R
� ,

and setting Q /R= �1−
P� /
P, a very simple relation ap-
pears:

q� = �
Pui
F + �1 − 
P�ui

S�ni. �46�

Note that the hypotheses in Sec. II A for the expression of Q
and R lead also to simplify the coupling conditions in the
original u− p formalism.

With the impermeability relation, the modified flux q� is
equal to the normal solid displacement:

q� = ui
Sni. �47�

The system �44� here becomes

− �G�	
ux

S

uy
S

p

]


 + �H�	
tx
t

ty
t

0

]


 + �H��C�	
ux

S

uy
S

p

]


 = �0� , �48�

where

�C� = �
0 0 �1 + �̃�nx 0

0 0 �1 + �̃�ny 0

nx ny 0 0

0 0 0 0
� .

The third term depends on the primary unknowns uS and
p and is directly linked to the properties of the coupling
between the two phases of the porous and the solid.

To assemble the systems �43� and �48�, the same ap-
proach as for porous to porous assembly procedure is used
and the boundary element system is rewritten as

TABLE I. Material parameters.

Material 
P

�R

�Nm−4 s� ��

�

�m�
��
�m�

�
�kg m−3� E � 


Foam A 0.93 55 000 3.2 30�10−6 320�10−6 30 504 KPa 0.4 0.1
Foam B 0.97 17 000 1.02 240�10−6 490�10−6 10 505 KPa 0.3 0.07
Plate ¼ ¼ ¼ ¼ ¼ 1514 58 MPa 0.3 0.01

FIG. 2. Impedance test case.
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�
Kxx� Kxy� Kxp� ¯

Kyx� Kyy� Kyp� ¯

Kpx� Kpy� Kpp� ¯

] ] ] �

�	
ux

S

uy
S

p

]


 = 	
Fx

t

Fy
t

0

]


 , �49�

where

�K�� = �S���H�−1�G� − �C�� .

The matrix �S� is a diagonal matrix serving to scale the
boundary system with finite elements because the right side
members are forces for finite elements and stress loads for
the original boundary element system. With constant ele-
ments, Fi

t=�Sf
ti
t dS=Sfti

t. The continuity in stress is then sat-
isfied by Fi

t+Fi=0. Thus the assembly procedure leads to

�
Kxx� + Kxx Kxy� + Kxy Kxp� ¯

Kyx� + Kyx Kyy� + Kyy Kyp� ¯

Kpx� Kpy� Kpp� ¯

] ] ] �

�	
ux

S

uy
S

p

]


 = 	
0

0

0

]


 . �50�

If the nodes of the two meshes were not coincident,
projection operators should have been introduced. In the
present work, a direct assembly procedure was chosen. We
have, however, an approximation due to the shape functions
chosen over each domain: piecewise linear or quadratic for
the conventional structural finite elements and piecewise
constant for the boundary elements.

III. EXAMPLES OF APPLICATION

A. Surface impedance calculation

The first test case involves a single porous domain
analysis. A square porous sample is glued �see Fig. 2� in a
rigid cavity of the same size. One side of the cavity is open
to a classical air domain. The acoustical velocity amplitude is
assumed to be constant and equal to unity on this boundary.

Introducing ua and pa, respectively the acoustical dis-
placement and pressure, the continuity relations between po-
rous and fluid materials are

�i� total stress continuity: ti
t=�ij

t ni=−pani,
�ii� pressure continuity: p= pa, and
�iii� flux continuity: 
Pun

F+ �1−
P�un
S=un

a= �1/�o�2�
���pa /�n�.

If ua has to be imposed, using �46�, we obtain q�=un
a.

Nether t̂� nor un
S is directly known but a relation between p

and t̂� exists and has to be introduced. Using ti
t=−pni and Eq.

�45� leads to t̂i�= �̃pni. The system �44� is thus modified as
follows:

− �G�	
ux

S

uy
S

p

]


 + �H�	
0

0

un
a

]


 + �H��C�	
ux

S

uy
S

p

]


 = �0� , �51�

where

FIG. 3. Three wavelengths of Biot for the foam A.
FIG. 4. Comparisons, infinite layer case: analytic �—� and FEM ��� �mesh
20�1�.

FIG. 5. Comparisons, clamped sample case: BEM �¯� �mesh 21�21� and
FEM ��� �mesh 20�20�.

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Tanneau et al.: Boundary element method for porous media 1245



�C� = �
0 0 �̃nx 0

0 0 �̃ny 0

0 0 0 0

0 0 0 0
� .

The impedance Z���= pa��� /va��� is computed at the
center of the boundary and plotted.

This case is relatively close to the impedance tube test.
Using lateral clamped and rigid boundaries allows us to ap-
preciate the influence of this kind of mounting but overall
creates a bi-dimensional internal behavior in the porous
sample.

The characteristics of the porous material are taken from
Ref. 13, given in Table I �foam A�, and the three Biot wave-
lengths are plotted on Fig. 3. This reference provides results

for the perfect situation involving an infinite porous layer of
uniform thickness and glued to a rigid wall. This analytical
solution is also reproduced in the present study �Fig. 4�.

The aim of this test case is to validate the porous bound-
ary method presented above. A comparison with other nu-
merical methods such as the finite element method seems to
be particularly appropriate here. First, the finite element
method applied to porous media has been validated in previ-
ous studies14–16 either by experimental/simulation or in an
analytical/numeric perspective. Moreover, an entirely nu-
merical study allows much more complex situations �multi-
dimensional� than the one-dimensional case computable ana-
lytically. Finally, the finite element and boundary element
approaches are theoretically equivalent.

A bidimensional finite element tool including porous el-

FIG. 6. Comparisons of BEM and
FEM solution fields at 5000 Hz. Left
column: finite element solution �mesh
20�20 elements�, right column:
boundary element solution �mesh 11
�11 elements�; positions of colloca-
tion points are plotted for the BEM
situation.
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ements has been developed in Ref. 17. The basis of this
reference is a u− p formalism.3 Starting from the equilibrium
equations �1� and �2�, the weak variational form is obtained
as the sum of two integrals:

�
S

���ij
S �̂ij

S − �2�̃e�ui
Sui

S − �̃�ui
Sp,i�dS = �

L

�ui
S�̂ij

S njdL ,

�52�

�
S

���p,ip,i − �k2�pp − �̃�p,iui
S�dS

= �
L

��p�p,i + �̃ui
S�nidL , �53�

where

�̃ = −
�2�̃22


P
2 �̃ . �54�

A standard Lagrangian Q4 reference element based on this
formulation is introduced. The boundary condition is easy to
apply and concerns only the second member. Thus,

�
L

�ui
S�̂ij

S njdL = 0

and

�
L

��p�p,i + �̃ui
S�nidL = �

L

�pq�dL = �
L

�pun
a dL .

In Figs. 4 and 5, two comparisons are drawn. The first
shows that the finite element in a one-dimensional situation
�all ux components are blocked, uy are free except along the
right-hand edge side� gives the same result as the theoretical
solution. This preliminary result confirms the validity of the
finite element tool.

As no interior clamping is readily possible in the bound-
ary element method the preceding 1D case cannot be treated.
The second concerns the present boundary element method
and illustrates that both numerical methods lead to the same
solution in a relatively complex situation involving a maxi-
mum of terms in the equations.

In Fig. 6, various solution fields are plotted for the fre-
quency of 5000 Hz. The fields plotted for the boundary ele-
ment approach are obtained through a postprocessing using

FIG. 7. Solutions for unconverged meshes: finite element method.

FIG. 8. Solutions for unconverged meshes: boundary element method.

FIG. 9. Transmission test case.

FIG. 10. Biot wavelengths of the foam B.
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Eq. �8� on an interior triangular mesh. This figures illustrates
the preceding remarks and validates the assertion that the
solution is the same over the whole domain.

Here, all numerical results were presented with con-
verged meshes. In Figs. 7 and 8, unconverged results are
plotted. This study shows that the boundary element method
presents a relatively good convergence rate as regards the
mesh size, although the present implementation only uses a
constant discretization scheme. Indeed, the boundary ele-
ments mesh of only 5�5 elements here gives a better ap-
proximation of the solution than the 12�12 finite element
mesh and is very close to the solutions obtained with 20
�20 finite element or 11�11 boundary element meshes.

This observation is important because the boundary ele-
ment method could present an improvement vis-a-vis the fi-
nite element approach only if the convergence rate is such
that a same level of approximation can be obtained at lower
numerical cost.

Here the boundary element mesh 11�11 generates a
numerical system matrix of size N=132 including N2

=17 424 nonzero terms. The 20�20 linear finite element
mesh leads to a sparse matrix of size 2646 with 133 956
nonzeros. Linear equation solvers work well with matrices
having high sparsity patterns and the numerical cost �in
memory or CPU usage� depends on the size but also on the
density of the system. However, in the present case the
boundary element method maintains an important advantage
with respect to the finite element approach. The square ge-
ometry helps, of course, but this assertion should be verified
for more complex geometry having a good V /S ratio �for
each BEM subdivision of the whole geometry more exactly�.

B. Transmission loss of a sandwich panel

This case study is a more complex example where multi-
domain and multi-physical capabilities are explored. Trans-
mission loss �TL� is a measure of the acoustical insulation
property of a panel. The formal definition is

TL = 10 log
Wi

Wt
, �55�

where Wi and Wt are respectively the power loading on one
side and the radiated power from the other side of the tested
panel.

The configuration studied here is a sandwich panel made
of two thin composite plates �thickness=0.7 mm� and a foam
core �see Fig. 9�. The material characteristics are given in
Table I �foam B� and the wavelengths are plotted in Fig. 10.
The global width b and thickness a can take different values.
The plates are clamped on their bounds. We use linear two-
node Kirschoff elements. The continuity equations discussed
in Sec. II G are applied between both exterior plates and the
foam. The nodes of the different meshes are coincident �see
Fig. 11�. On the lateral boundaries, the ux

S degrees of freedom
of the foam are set to zero.

Both finite element and boundary element approaches
are used and compared. The same procedure determining the
TL is respected: first the load is a diffuse-field approximated
by a sum of 32 plane waves of varying incidence from
−78 to +77 deg by increments of 5 deg. The radiated power
is evaluated by a method similar to classical experimental
procedure using an intensity probe. This power is obtained
by integration over a grid parallel to the panel of the normal
intensity vector �as drawn in Fig. 12�:

Wt = �
grid

Re�pvn
*�dL , �56�

where the acoustical normal velocity and pressure are simply
p= �pA+ pB� /2 and vn=−�pB− pA� / j��od. pA and pB are com-
puted by the use of the Rayleigh integral:

p�M� =
j�2�o

2
�

L

un�P�Ho
2�kr�dL , �57�

where r is the distance between point P on the radiating plate
and point M =A or =B on the measure grid. un is the normal
displacement of the plate and Ho

2 is the Hankel function of
second kind and order zero.

In Fig. 13, TL curves are plotted for a thickness of
10 mm and widths of 150, 300, and 600 mm. The porous
boundary element subdomains are square blocks of 5�5 el-
ements. The frequency range covers a band from
100 to 5000 Hz with 60 points having a logarithmic pattern.

The infinite case is also plotted by the use of a classical
transfer matrix method.18,19 The curves tend logically to this
limit, showing here the transition from a bidimensional to a
one-dimensional behavior. The width of the plates influences
their dynamic behavior. The 150 mm case yields a low-
frequency response where the first mode �220 Hz approxi-

FIG. 11. Principle of meshing for assembly of porous �BEM� and structural
�FEM� parts.

FIG. 12. Radiated power estimation
by intensimetry.
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mately� is included in the frequency range of interest. The
stiffness controlled zone is clearly visible below. The
600 mm is, on the contrary, a high-frequency situation where
structural modes are very close together. These modes have
limited influence and the TL curve is globally very close to
that of the infinite panel. Only the double-wall mode
�“breathing mode”� does not move from its position. This
resonance frequency �2000 Hz approximately� depends only
on the surface mass of the plates and on the thickness of the
foam.

A much thicker double-wall is studied in Figs. 14 and
15. The width is 150 mm and thickness is 50 mm. Complete
finite element and mixed boundary and finite element analy-
sis are compared for several meshes. For each method three
meshes of elements of the same size in x and y directions are
tested. Concerning the boundary element method, the porous
layer is divided into six subdomains.

Note that at 10 kHz, the shortest wave �the shear wave�
has a length of 14 mm and the shortest longitudinal wave has
a length of 26 mm. A number of six elements per wave-
length, which is generally a good starting point for mesh
dimensioning �but sometimes insufficient, especially for
poro-elasticity15� results in 22 and 11 elements respectively
in the thickness direction of this panel.

Both methods give similar results for meshes of the
same size. The intermediate mesh �60�20 elements� is ac-
ceptable for both methods.

The unconverged mesh �30�10 elements� introduces
the same error: an overestimation of modal frequencies at
high frequency. Such is typical of structural finite elements in
the case of insufficient mesh. With a square element mesh,
the plates’ finite elements determine the convergence rate.

Curves obtained with the most refined meshes �90
�30� are plotted in Fig. 16 and show good agreement.

To appreciate the convergence of porous lining discreti-

FIG. 13. TL of double-wall panel for different sizes using the boundary
element method coupled to structural finite elements and a transfer matrix
method for the semi-infinite case.

FIG. 14. TL of the 150�50 mm2 panel for different meshes �identified by
the number of elements in x and y direction�: pure finite element analysis.

FIG. 15. TL of the 150�50 mm2 panel for different meshes �identified by
the number of elements in x and y direction�: mixed BEM/FEM method.

FIG. 16. TL of the 150�50 mm2 panel for both methods.
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zation, Figs. 17 and 18 yield the evolution of the solutions at
high frequencies for meshes where the number of elements is
set to 60 in the y direction. The boundary element method
allows here an important reduction in the number of ele-
ments in the x direction for equivalent solution. Only five
porous boundary elements in the thickness leads to results
similar to those involving ten finite elements. This observa-
tion conforms to the conclusions of the first study case in-
volving a single porous sample.

Retaining these latter equivalent models, the size of the
numerical assembly system can be introduced: the mesh 60
�5 in six subdomains leads to a matrix of size 597 �number
of degrees of freedom� containing 45 037 nonzero values.
The complete finite element mesh 60�10 generates a matrix
of size 2135 and containing 55 205 nonzero values. The new
approach entails a major reduction in the number of degrees
of freedom but also a non-negligible reduction in the number

of matrix terms. A gain thus obtained will correspond to
increased speed and lower memory use during calculation
for most of the available numerical solvers. As a remark, the
block structure of the BEM/FEM matrix gave a LU factor-
ization �using an appropriate renumbering pretreatment� con-
serving the sparsity: only an amplification of factor 1.9 be-
tween the number of nonzeros of the initial matrix and the L
and U matrices has been observed.

The present approach could certainly be improved by an
incompatible coupling technique between porous domains
and structures.

IV. CONCLUSIONS

A new method has been proposed and tested over a wide
range of vibro-acoustic problems including porous materials.
The solutions obtained were verified by comparison to more
conventional approaches.

The method leads to a converged solution with fewer
numerical resources than a simple linear finite element ap-
proach in spite of the use of a constant discretization scheme
over the boundary elements.

The introduction to the method of analytical Green’s so-
lutions explains this relatively good behavior of the bound-
ary element approach. Improvements could be added to this
present work in the domains of higher order boundary ele-
ments, variational statement for the boundary integrals, and
coupling techniques.

We did a straightforward implementation �sufficient for
testing and for the seeking of simplicity� but including the
necessary stages for most vibro-acoustic calculation strate-
gies: a discretization procedure based upon an integral u− p
formulation of the Biot model, a capability of subdomain
partition, and coupling with a solid part. Of course, each of
these stages needs to integrate better numerical solutions for
further deployment.

Then we will be able to solve more complex problems.
The bi-dimensional approximation gives interesting perspec-
tives for an easy modeling of nonhomogeneous materials
mixing various porous regions, holes or solid inclusions, tak-
ing advantages of the multi-domain strategy and the very
simple meshing steps required.

The extension of this method to 3D cases should be
considered with a very similar theoretical formulation. Be-
yond material studies with relatively small samples, the
vibro-acoustical analysis of trimmed structures could benefit
from such an approach. FEM voluminous porous parts
should be replaced by BEM subregions with probably a gain
in numerical cost but also an easiest mesh generation �for
complex geometries such as automotive dash-board, helicop-
ter roof,¼�.
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I. INTRODUCTION

This paper presents an efficient, exact method for the
prediction of noise from rotating sources, such as aircraft
propellers. The problem to be considered is the evaluation of
the integral for the sound radiated by a sinusoidally varying
source distribution on a disk. A rotor of radius a has a ge-
ometry which can be decomposed into Fourier components
in azimuth �. For a given azimuthal order n the source on the
disk is s�r1 ,�1�=�sn�r1�exp jn�1, where the coordinate sys-
tem is that shown in Fig. 1, the subscript 1 refers to a vari-
able of integration and ��1.

We begin with the special case of sn�1. In this case, the
radiated acoustic field can be written as a Rayleigh integral1

p�x,�� = − �Mt
2n2ejn�In�a,r,z,�� , �1�

In�a,r,z,�� = �
0

a �
0

2� ej�kR�+n�1�

4�R�
r1d�1dr1,

R� = �r2 + r1
2 − 2rr1 cos �1 + z2�1/2, �2�

where � is the source frequency, c is the speed of sound, and
k=� /c. For a source which rotates at angular velocity �,
�=n� and Mt=�a /c=ka /n is the tip rotational Mach num-
ber.

A number of methods have been devised for the evalu-
ation of In. In particular, previous work has recognized its
relationship to the standard Rayleigh integral with n�0.
Oberhettinger’s numerical approach for transient radiation,2

which reduces I0 to a one-dimensional integral, has been
extended to the case of n�0 �Refs. 1 and 3–5� and used to
study the physical structure of rotating sound fields. In this
paper, a similar approach is used and the exact series expan-
sion of Mast and Yu6 is applied to the problem of rotating
sources to yield a very efficient, exact, general method of
computing the noise from a rotor. Mast and Yu’s approach to
the problem of radiation from a piston is the most recent in a
series of papers which use series expansions to evaluate the
field. The earliest such work in English appears to be that of

Spence,7 although Mast and Yu cite two papers in German,
those of Backhaus �1930� and Stenzel �1935�. Further devel-
opments of the series expansion approach have included
Carter and Williams’ expansion,8 the work of Wittman and
Yaghjian9 who introduced methods from electromagnetism
and, in particular, the results of Hasegawa, Inoue and
Matsuzawa10 which formed the basis of Mast and Yu’s recent
work.

II. THEORY

In a recent paper,6 a series expansion was developed for
the calculation of harmonic radiation from a circular piston.
The method of this paper is now used to develop a similar
expansion for a disk-shaped source with azimuthal variation
in source strength. The result presented, Eq. �6�, gives the
acoustic field around a rotor at distances greater than the
rotor radius. It has not, so far, proven possible to derive an
equivalent expansion for the region within the sphere enclos-
ing the source.

A. Exact series

The expansion for a rotor noise field can be derived
from the integral of Eq. �2� using the summation theorem for
Bessel functions11

ejkR�

R�
=

j�

2��S�1/2 �
m=0

�

�2m + 1�Jm+1/2�k��Hm+1/2
�1� �kS�

	Pm�cos �1 sin 
� , �3�

where

R� = ��2 + S2 − 2S� cos �1 sin 
�1/2,

r2 + r1
2 + z2 = �2 + S2, sin 
 = r1r/�S ,

J� is the Bessel function of the first kind and order �, H�
�1� is

the Hankel function of order �, and Pm is the Legendre poly-
nomial of order m.

In order to perform the integration over �1, we require
the addition theorem for Legendre polynomials11a�Electronic mail: m.j.carley@bath.ac.uk
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Pm�cos �1 sin 
� = Pm�cos 
�Pm�0�

+ 2�
q=1

�
��m − q + 1�
��m + q + 1�

Pm
q �cos 
�

	Pm
q �0�cos q�1,

where Pm
q is the associated Legendre function which is zero

for q
m. Inserting this into

�
0

2�

Pm�cos �1 sin 
�ejn�1d�1,

gives, for n�0:

�
0

2�

Pm�cos �1 sin 
�ejn�1d�1

= 2�
��m − n + 1�
��m + n + 1�

Pm
n �cos 
�Pm

n �0� , �4�

which, upon insertion into Eqs. �2� and �3�, gives

In = j�3/22n−2�
m=0

�
�4m + 2n + 1���2m + 1�

��2m + 2n + 1���m + 1���1/2 − m�

	 �
0

a 1

��S�1/2Jn+2m+1/2�k��Hn+2m+1/2
�1� �kS�

	Pn+2m
n �cos 
�r1dr1, �5�

where use has been made of the fact that Pn+2m+1
n �0��0.

A series expansion can now be derived by making a
suitable choice of coordinates. The choice of Mast and Yu,6

�=r1, S=R= �r2+z2�1/2 with sin 
=sin � gives an expansion
valid for R
a. With these coordinates, the integral can be
evaluated12 and

In = ��a2�1/2 �− ka�n+1/2

�kR�1/2 �
m=0

�

AmHn+2m+1/2
�1� �kR�

	unPn+2m
n �cos �� 	 1F2�n + 2m + 2

2
;
n + 2m + 4

2
,n

+ 2m + 3/2;− 	 ka

2

2�	 ka

2

2m+1/2

,

Am = �− 1�m 22m−1

n + 2m + 2

�2m − 1�!!
�2n + 2m�!!�2n + 4m − 1�!!

, �6�

where use has been made of the functional relations for the
gamma function11 and 1F2�·� is a generalized hypergeometric
function13

1F2�a;b,c;x� = �
n=0

�

Bnxn,

Bn =
�a�n

�b�n�c�n

1

n!
, �7�

where �a�n=��a+n� /��a� is Pochammer’s symbol.11

The series expansion in Eq. �6� is the main result of this
paper. It gives an exact expansion for the acoustic field
around a rotating source in terms of three special functions.
It is worth noting that the special functions are “uncoupled:”
for given k and n, if the polar angle � is fixed, only the
Hankel functions need be computed more than once per term
so that the field can be calculated very quickly for a large
number of points on a given radius.

B. General source distributions

The expansion of Eq. �6� can be extended to cover the
general case where sn�r1� varies with radius. The integral is
rewritten

Kn = �
0

a

sn�r1��
0

2� ej�kR+n�1�

4�R
r1d�1dr1, �8�

which upon integration by parts becomes

Kn = sn�a�In�a,r,z,�� − �
0

a dsn

dr1
In�r1,r,z,��dr1. �9�

On the assumption that sn�a�=0, i.e., that the source vanishes
at a rotor blade tip, Eq. �9� can be integrated termwise to
give

Kn = − �1/2 �− k�n+1/2

�kR�1/2 �
m=0

�

AmHn+2m+1/2
�1� �kR�Pn+2m

n �cos ��

		 k

2

2m+1/2

	 �
0

a dsn

dr1
r1

n+2m+2
1F2�− 	 kr1

2

2�dr1,

�10�

where the parameters of the hypergeometric function have
been dropped for brevity.

In computing the acoustic field of a real source, the in-
tegrals of Eq. �10� would have to be calculated numerically,
although this would only have to be done once, since the
integrals depend only on the source and are the same no
matter what the observer position. In order to find an analyti-
cal formula, we use a source distribution which has been
applied in asymptotic studies14 sn= �a−r1��. Then the integral
is readily evaluated

�
0

a

1F2�− ��x�2��a − x��xndx = an+�+1�
q=0

�

Bq
�2q + n�!

�� + 1�2q+n+1

	�− �a�2q, �11�

and the acoustic field integral is

FIG. 1. Coordinate system for the disk source.
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Kn = j�1/2 �− k�n

R1/2 �
m=0

�

AmHn+2m+1/2
�1� �kR�Pn+2m

n �cos ��

		 k

2

2m+1/2

	 �
0

a

��a − r1��−1r1
n+2m+2

	1F2�− 	 kr1

2

2�dr1. �12�

III. RESULTS

Results are presented to demonstrate the efficiency and
accuracy of the series expansion. For comparison, In and Kn

are also computed by direct two-dimensional integration us-
ing Gaussian quadrature. The number of terms in the quadra-
ture was adjusted to the minimum which gave a converged
result. In evaluating the expansion, the Hankel functions
were computed using the finite series11

Hn−1/2
�1� �kR� = j−n	 2

�kR

1/2

ejkR

	�
q=0

n−1

�− 1�q �n + q − 1�!
q!�n − q − 1�!

1

�j2kr�q , �13�

the associated Legendre functions were computed using the
implementation in the GNU Scientific Library15 and the gen-
eralized hypergeometric function and its integral were evalu-
ated by direct summation to machine precision �tolerance
10−15�. In summing the series, the convergence criterion
was that the magnitude of the last term added be less than
10−6. All calculations were performed on a GNU/Linux
personal computer using code written in C using the GNU
C compiler and the GNU Scientific Library.15

A. Numerical performance

The first test was a check on the accuracy and efficiency
of the series expansion compared to direct integration. Figure
2 compares the real part of Kn computed using the two meth-
ods for n=32, Mt=1.0, ka=32 at a polar angle �=� /2, pa-
rameters characteristic of a high speed propeller of diameter
2.74 m rotating at 1200 rpm, similar to those used in a

NASA study on high speed propellers.16 As a check on the
integration scheme, a variation in the radial source distribu-
tion was introduced by setting �=1/2. The direct integration
was performed using 128 quadrature points in radius and
azimuth. The series expansion converged after nine terms
and, as can be seen, its accuracy is very good. To examine
the computational effort, the calculation was repeated for a
piston �i.e., n=0� with the same value of ka and the same
convergence criterion. This required 39 terms for conver-
gence, more than four times as many as in the rotor case.

Figure 3 shows the computational effort for the calcula-
tion as computational time per field point against log2�N�
where N is the number of field points. Over a wide range of
N, the computation time per point for the series expansion is
two orders of magnitude less than that required for direct
integration, even though the result is no less accurate. The
mean time per point for the series evaluation was 0.08 ms
while that for direct integration was 6.0 ms.

B. Acoustic fields

Sample results are presented for the acoustic field
around a rotating source, taking parameters representative of

FIG. 2. Real part of acoustic integral In for n=32, �=1/2, and �=� /2; by
direct integration and series evaluation: series solution solid; direct integra-
tion dots.

FIG. 4. Real part of acoustic pressure in the plane z=0 with Mt=0.7, n=4,
and �=1/4. Contour levels ±10−3, 10−4, 10−5, positive levels solid, negative
levels dashed.

FIG. 3. Computational time per point t /N vs number of points N: solid line:
series expansion; dashed line: direct integration.
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conventional rotors and of high speed propellers. The struc-
ture of rotating sound fields has been presented in detail in
previous work1,3–5 and so the examples shown here serve to
illustrate application of the method.

The first results are calculated for Mt=0.7, n=4, ka
=2.8, and �=1/4, equivalent to a 2.74 m propeller rotating
at 830 rpm. Figure 4 shows the acoustic field �R�Kn�� in the
plane z=0 while Fig. 5 shows equivalent results for the plane
y=0. A maximum of 28 terms were required in evaluating
the series. Data were computed outside the sphere R
�1.0625a with a=1, the inner radius being shown as a
heavy line in each plot. The field has the structure described
in previous work,1 being composed of segments like those of
an orange with the field decaying exponentially over the
“peel” around the sonic radius 1/Mt=1.43. Since the rotor
lies completely inside the sonic radius, it radiates only
weakly into the far field.

Figures 6 and 7 show similar results for a high speed
rotor �diameter 2.74 m rotating at 1334 rpm� with Mt

=1.125, n=16, ka=18, and �=1/4. A maximum of 23 terms

was needed in evaluating the series. In this case, part of the
source lies outside the sonic radius 1/Mt=0.89 and it can
radiate strongly into the far field, without losing energy in
the transition to the radiation zone. This strong radiation
shows up as the long “swirls” spiraling out of the source disk
in Fig. 6 and as the slow decay of the field on radial lines in
Fig. 7. This plot also shows the sharp demarcation between
the “quiet zone” of a supersonic rotor, near the z axis, and the
“loud zone” where field points are subject to a source ap-
proaching at a Mach number of unity.

IV. CONCLUSIONS

A fast, exact method for the prediction of acoustic fields
around rotating sources has been developed as a generaliza-
tion of a technique for the prediction of time-harmonic fields
around circular pistons.6 The method uses an exact series
expansion valid for general radial source distributions which
gives a converged solution in a time two orders of magnitude
smaller than that required for evaluation by direct two-
dimensional integration. The accuracy and efficiency of the
method have been demonstrated by computing the field
around sample sources characteristic of actually existing pro-
pellers.
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The stability of inkjet printers is a major requirement for high-quality-printing. However, in
piezo-driven inkjet printheads, air entrapment can lead to malfunctioning of the jet formation. The
piezoactuator is employed to actively monitor the channel acoustics and to identify distortions at an
early stage. Modifications of the response of the piezoactuator indicate entrapped air bubbles and
these allow us to investigate them. When we employ the signal as a trigger for high-speed imaging,
we can visualize the consequences of the entrained bubbles on the droplet formation. Two
mechanisms are found to cause air entrapment: First, a distorted droplet formation caused by small
particles, and, second, an accumulation of ink on the nozzle plate, which favors void formation once
the meniscus is pulled back. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2216560�
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I. INTRODUCTION

Today’s drop-on-demand inkjet printers1 have as crucial
requirements that they are fast, can produce small droplets,
and are reliable and robust against distortions. For one full-
color A0 print, up to one billion droplets are required. The
failure of only a few drops could jeopardize the whole result.

Though in principle inkjet printing with piezoelectric
actuation1 can fulfill all of the above requirements, some-
times, even when the droplet forming process may be very
stable for literally millions of droplets, from one to the next
actuation cycle there may be an occurrence giving rise to a
malfunction of the droplet formation. In the modern versions
droplets are jetted every 50 �s. Therefore, for the early de-
tection of anomalies, monitoring of the printing process
while printing becomes crucial.

In piezoelectric printheads the piezoceramic material is
deformed, resulting in pressure buildup at the nozzle region,
which is released through drop formation at the nozzle. Fluid
acoustics are involved to guide the waveform energy toward
the nozzle, and to create pressure and velocity profiles
needed for the droplet jetting process.2 For the discussion of
different types of piezoelectric drop-on-demand systems and
their principles we refer to Refs. 3–10.

In this paper we will focus on the malfunction of piezo-
electric printheads and introduce a method to acoustically
detect them at an early stage. It is known that the formation
of air bubbles during operation can be the origin of the fail-
ure of the piezoelectric inkjet system.11,12 These bubbles alter
the acoustic field required for the droplet formation and in
many cases cause the droplet formation to stop completely.
The bubble only dissolves when the acoustic field is turned

off, bringing the total print process to an end. Obviously,
first, an early detection of the bubble is desirable, so that,
second, some measures can be taken to get rid of the bubble.

In this paper we address the first point and present a
measurement technique to acoustically monitor the ink chan-
nel and to detect air bubbles therein while printing. This
active monitoring is performed by using the piezoelement as
a sensor, measuring the pressure in the channel between the
droplet-firing pulses by the same piezo. The electrical signal
measured from the piezo will be referred to as the acoustical
signal in this article. The acoustical signal actively monitors
the droplet formation and reacts within microseconds to any
change in the acoustical signal. We can therefore use this
signal to trigger a high speed camera with which we image
the droplet formation process. The high-speed images are
correlated with the acoustical signal.

How do the bubbles enter into the ink channel? The
origin of the air bubbles can be either nucleation inside the
ink channel or air entrapment at the nozzle. As the absence of
large pressure amplitudes in the ink channel rules out the first
mechanism, we focus on air bubbles entrapped at the nozzle.
Once entrapped, the bubble will grow by rectified diffu-
sion13–15 under the influence of the acoustic actuations, re-
sulting in malfunctioning of the printhead. We will also ad-
dress the consequences for the functioning of the printhead,
in particular, the effect of the entrapped air bubble on the
droplet speed. From the high speed imaging of the droplet
formation and the air entrapment process, we identify two air
entrapment mechanisms:

• a distorted droplet formation caused by small �dust� par-
ticles
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• creating an ink layer on the nozzle plate, which favors
void formation once the meniscus is pulled back and the
ink closes the void

The paper is organized as follows: In Sec. II we explain
the printhead setup and its operation. In Sec. III we present
results on the acoustical bubble detection technique.
Section IV is devoted to the high-speed imaging of droplet
formation, which is triggered once the acoustical signal gets
distorted. In Sec. V we identify the two above mentioned
ways how bubbles are entrained in the nozzle. The last sec-
tion is left to discussions, conclusions, and an outlook.

II. PRINTHEAD SETUP AND OPERATION

The printheads under consideration in this paper are
side-shooter printheads developed by Océ and used for pro-
fessional printing in an industrial environment. The sche-
matic setup of the printhead is depicted in Fig. 1. The chan-
nel block is a graphite block with ink channels inside. The
ink reservoir is connected to the channel and can be set at a
specific ambient pressure. For example, to prevent ink leak-
age from the nozzles when not jetting, the ambient pressure
in the reservoir is lowered, typically by 8 mbar. In the rect-
angular ink channel, one of the four walls is formed by the
piezo. When a voltage pulse is applied to the piezo, the piezo
first contracts, increasing the volume of the ink channel. This
results in a lower pressure in the channel. In the second part
of the pulse, the piezo is expanded again, reducing the vol-
ume of the ink channel and thus pushing ink therein, result-
ing in a buildup of �positive� pressure �“push mode”�. The
pressure waves generated by the piezo travel toward the ink
reservoir, where they are reflected out of phase, and toward
the nozzle, where they are reflected in phase. The ink is
pressed out through a 30 �m diameter electroformed nickel
nozzle.

The printhead driving protocol is sketched in Fig. 2. The
applied pulse is a trapezium pulse with a total length of about
15 �s, and the repetition rate of the pulse is 20 kHz �corre-
sponding to 50 �s pulse to pulse distance�, which is the fir-
ing frequency of the droplets. When the piezo is no longer
actuated, it is employed to monitor the pressure waves inside

the ink channel. The switching from actuating to sensing and
vice versa takes about 5 �s and the temporal resolution of
the signal is 0.1 �s.

To convey a qualitative idea on the normal operation of
the printhead and the droplet formation process, we have
modeled the three dimensional ink channel and the nozzle
with the CFD program Flow-3D.16 This CFD code uses a
Volume of Fluid technique.17 The piezo is simulated by a
moving obstacle at one side of the ink channel. This com-
pressible model incorporates viscosity and surface tension. It
is also considered that the graphite walls of the channel are
not stiff, leading to a reduction of the effective sound veloc-
ity. Details on the employed numerical model can be found
in the articles of Hirt17 and of Wijshoff.19 In Fig. 3 the ex-
perimental �upper� and numerical �lower� droplet formation
processes are compared. They show reasonable qualitative
agreement. A small deviation is seen at the breakup of the
droplet. This deviation is presumably caused by noise in the
actual droplet formation18 and by the finite mesh size of the
model. However, we stress again that no quantitative com-
parison is aimed at, at this point.

III. ACOUSTICAL DETECTION OF AIR BUBBLES

As pointed out in the previous section and sketched in
Fig. 2, the roughly 30 �s long period between pressure
pulses is employed to monitor the channel acoustics. This is
possible because the acoustic pressure waves present in the
ink channel deform the piezo. The force exerted on the pi-
ezoelement is converted to an electrical signal that we call
the acoustical signal,24

a�t� = �
piezo

dF

dt
dA .

Here, F�t� is the force exerted on the piezo, perpendicular to
the ink channel. Its temporal change is integrated over the
surface A of the piezo, which is in direct contact with the ink.
The piezo is nearly as long as the ink channel �8 vs 10 mm
total length�. Therefore the signal integrates the forces

FIG. 1. �Color online� Sketch of the geometry of the printhead. The reser-
voir is pressure controlled, pushing ink into the rectangular ink channel of
the typical length of 10 mm, width of 200 �m, and height of 150 �m. The
piezoelement of length 8 mm is covered with a foil of 20 �m thickness,
which is in direct contact with the ink. The nozzle plate is nickel-made with
round openings of diameter 30 �m, the nozzles themselves. The jetted drop-
lets have a diameter of typically 35 �m.

FIG. 2. �Color online� Schematic drawing of the piezo signals. Ink is
pressed out of the nozzle through short pressure pulses of 15 �s width,
being typically 50 �s apart �i.e., 20 kHz drop printing frequency�. In be-
tween the pressure pulses the piezoelement is used as a pressure sensor.
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over the whole length and cannot be directly translated
back to the acoustic pressure. However, provided that the
droplet is fired without distortion, the signal is perfectly
reproducible. This is demonstrated in Fig. 4�a�. In the top
figure the acoustical signals of 25 successively jetted
droplets are displayed. The standard deviation for the 25
signals is calculated in the bottom plot of Fig. 4�a�. The
standard deviation stays well under 0.005 �less than one
percent of the maximal acoustical signal�, showing the
close to perfect reproducibility of the acoustical signals.
Therefore this method is potentially very well suited to
monitor flow deviations in the channel and at the nozzle.

As an entrained air bubble modifies the acoustical signal
in a characteristic way, above acoustical monitoring method
should also reveal when an air bubble is present inside the
ink channel. In Fig. 4�b� we present such a case: The top
figure displays both the standard acoustical signal �solid line�
and the acoustical signal with an entrapped air bubble
�dashed line�. The modification of the signal caused by the
entrapped air bubble is shown in the bottom figure. It can
clearly be seen that the air bubble adds an additional fre-

quency component to the acoustical signal. Further evidence
that the signal modification is due to a bubble is obtained
from the following experiment: The acoustic field is turned
off for a specific time interval when the modification is
present. If the time interval is long enough for the bubble to
entirely dissolve, the signal modification disappears. When
the bubble is not completely dissolved once the actuation is
resumed; the bubble will again grow by rectified diffusion
and cause nozzle failure.

Of course, the acoustic sensoring method allows only for
an indirect detection of the bubble, not a direct visualization.
Such a visualization is not possible in standard ink channels,
as they are optically not accessible. However, recently we
have succeeded in direct high-speed visualization of en-
trained air bubbles in channels equipped with nozzle plates
partly made out of glass. A correlation between these images
and the acoustical signal fully confirms our interpretation
that the origin of the modified acoustical signal are entrained
air bubbles.23

FIG. 3. A comparison of the droplet formation at 20 kHz. �a� Droplet for-
mation, recorded by high speed imaging, �b� Droplet formation, simulated
with Flow-3D. The same piezo-deformation as in experiment has been cho-
sen, leading to the pressure profile in the ink channel. In both the experi-
mental and the numerical case the droplet velocity is about 7 m/s.

FIG. 4. �a� �Color online� The acoustical signal, aref�t�, averaged over 25
standard droplets �upper�, and the corresponding standard deviation that is
more than 100 times smaller �lower�, showing the reproducibility of the
signal. Note the 50 times enlarged scale on the y axis. �b� Upper: Acoustical
signals with �dashed� and without �solid� an air bubble present in the ink
channel. The lower panel shows the difference of these two signals.
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The development of the acoustical signal after entrap-
ment of an air bubble is shown in Fig. 5. The difference
compared to the reference acoustical signal �i.e., the signal
without air bubbles� is plotted. This difference occurs rather
suddenly, within only a few cycles. This development of the
acoustical signal corresponds to the moving and growing of
the air bubble. The bubble growth is presumably due to rec-
tified diffusion, which causes a net flow of dissolved air into
the bubble during one acoustic cycle. The larger the bubble,
the more it influences the acoustic waves traveling in the ink
channel. Before a stationary state of the acoustical signals
and therefore presumably also the bubble is reached, it can
take several thousands of cycles.

To analyze the acoustical signal, the variance

�2 =
1

T
�

0

T

�a�t� − ā�2 dt ,

over one period T=50 �s of the acoustical signal is calcu-
lated and plotted versus the droplet number; see Fig. 6.
Remarkably, a large disturbance during two acoustic
cycles is occurring just before air entrapment. This distur-

bance in the variance corresponds to a variation of only
2% in the amplitude of the acoustical signal. It is perfectly
reproducibly, i.e., always occurs before air entrapment.
On the other hand, not all these disturbances actually lead
to air entrapment �as will be seen from Fig. 9, later�. As
shown by a trigger based on the variance, the disturbances
occur randomly during actuations, and, in fact, only rarely
result in air entrapment. What is the origin of this distur-
bance in the acoustical signal, which seems to be a nec-
essary �but not sufficient� condition for air entrapment?

IV. VISUALIZATION OF DROPLET FORMATION

To answer this question, high speed imaging is em-
ployed to visualize the droplets, once the deviation of the
variance is detected in the acoustical signal. A Phantom V7
high speed camera from Vision Research is used to monitor
the firing of the droplets. The camera is capable of making
recordings up to 160 kfps and has pre- and post-triggering.
The camera is triggered by the acoustical signal: After a dis-
turbance in the variance has been detected, it records hun-
dreds of droplets before and after the acoustical signal devia-
tion. What can be seen is that the droplet formation is
slightly altered before air is entrapped. The droplets differ in
speed and sometimes the droplet has a deviant angle. A typi-
cal example is shown in Fig. 7.

The first two droplets �1� and �2� are standard droplets.
Then a disturbance occurs in droplet �3�, which corresponds
to the disturbance in the variance shown in Fig. 6. The drop-
lets fired after the disturbance seem to be standard again, but
now an air bubble is present inside the nozzle, which can be
concluded from the acoustical signal. �The actual air entrap-
ment mechanism will be explained in the next section.� Just
after the entrapment the air bubble is presumably very small.
Therefore it has a relatively small influence on the droplet
formation. After the air bubble is entrapped, it will grow by
rectified diffusion and the speed of the droplets is gradually
reducing. This is a relatively long-term effect due to the slow
time scale of �rectified� diffusion. This can be seen in Fig. 8.
The droplet speed reduces by 15% from 6.5 to 5.5 m/s
within 20 ms, which corresponds to 400 actuations.

V. ORIGIN OF THE ENTRAINED BUBBLE

A. Air entrapment with regular jetting

As shown in the previous section, it is clear that dis-
torted droplet formation can result in air entrapment. To find
out what the actual disturbance is, recordings are made with
the Phantom V7 high speed camera. Again, the acoustical
signal is used to monitor the droplet formation and to trigger

FIG. 5. �Color online� Development of the acoustical signal a�t�, as com-
pared to the reference signal aref�t� without a bubble, after air bubble entrap-
ment.

FIG. 6. �Color online� Variance of acoustical signals, when air is entrapped.
First the acoustical signals show undisturbed droplets, then a disturbance
occurs, and after the disturbance air is entrapped. The variance of the refer-
ence signal is subtracted.

FIG. 7. Distorted droplet formation. Droplets 1 and 2 are standard droplets,
droplet 3 corresponds to a disturbance of the acoustical signal �such as, e.g.,
seen in Fig. 6 for droplets number 34–36 of that figure�. Here droplets 4–6
are standard again, but an air bubble is now present in the nozzle. After
hundreds of cycles, this can lead to the breakdown of the jetting process.
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the camera. The shutter was set to 2 �s to prevent motion
blur. A typical example recorded with 100 kfps is shown in
Fig. 9�a�. The corresponding variance of the acoustical signal
is plotted in Fig. 9�b�. Droplet 26 was created normally, but
droplet 27 has a small twist in the tail of the drop. The reason
becomes clear when looking at droplet 28, which shows a
large disturbance being jetted out. This disturbance caused
the droplet formation of droplet 27 to be modified before it
was jetted out in the next actuation. After this the droplet
formation returns to normal.

Figure 9 typifies a disturbance that potentially leads to
air entrapment. To find the origin of the disturbance, some
deviating droplets were caught and analyzed with a micro-
scope. The capturing of the droplets was done by creating a
piezoelectric device that can move several microns within
several microseconds. A microscope glass cover was at-

tached to the tip of the piezoelectric device. This device was
placed beneath the nozzle plate, a few microns away from
the stream of droplets. The acoustical signal was used as a
trigger for the piezoelectric device. When triggered, the pi-
ezo moves into the droplet stream and captures a single drop-
let on the glass cover. This glass cover was then removed
from the piezoelectric device and placed under a microscope.
The captured transparent ink droplets contain relatively large
particles �±20 �m� that are not present in undisturbed drop-
lets. It is therefore believed that these particles disturb the
normal jetting process by creating an asymmetric meniscus,
which then could lead to the entrapment of air. The chance of
air entrapment depends on the actual position of the particle
and the precise time within an acoustical cycle. We conclude
that small particles in the ink can result in an altered droplet
formation, which then can result into air entrapment.

B. Air entrapment with an ink layer

An ink layer on the nozzle plate can also induce air
entrapment while jetting droplets. Therefore experiments are
set up to clarify the exact role of an ink layer on air entrap-
ment. During the experiments the time between consecutive
actuations, and thus the created droplets, is kept constant at
100 �s. The ink layer is created by applying a higher ambi-
ent pressure to the ink reservoir inside the printhead for
about one second �typically, �p=100 mbar enhancement, as
compared to the standard slight reduction of 8 mbar, which
under operational conditions is employed to avoid ink leak-
age from the nozzles; see Sec. II�. This higher ambient pres-
sure is negligible compared to the pressure created by the
piezos of the actuated channels. It results in ink flowing out
of the nonactuating neighboring nozzles onto the nozzle

FIG. 8. �Color online� Droplet velocity as a function of time. When an air
bubble is entrapped at t=0, the droplet speed decreases from 6.5 to 5.5 m/s
within 20 ms, corresponding to 400 actuation cycles.

FIG. 9. �Color online� �a� Droplet formation recorded at 100 kfps showing the disturbance that can result in air entrapment. Droplet 26 shows regular droplet
formation. Droplet 27 displays a slight deviation in the tail. Droplet 28 shows a large disturbance being jetted out. Droplets 29 and 30 display regular droplet
formation again. �b� The variance of the acoustical signals is plotted for the corresponding droplets. The variance signals a large deviation at droplets 27 and
28, corresponding to the disturbance in the droplet formation process.

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 de Jong et al.: Air entrapment in piezo-driven inkjet printheads 1261



plate. The ink flows over the nozzle plate and reaches the
jetting nozzle. Its effect on the droplet formation is docu-
mented in Fig. 10: The ink layer causes a reduction of the
droplet velocity. The jet speed reduces with increasing ink
layer thickness. At a critical ink layer thickness d2 the nozzle
ceases to fire droplets. When the pressure applied to the ink
reservoir is back to its slightly reduced value, the surround-
ing nozzles suck the ink back into the ink channels. When
the ink layer becomes thinner, at the critical thickness d2

droplets can be jetted again. Finally, the ink layer on the
nozzle plate is fully removed. However, it turns out that now
air is entrapped in the actuating ink channel. This can be seen
in the acoustical signal, such as shown in Fig. 4�b�, but also
by the lower droplet velocity, which is caused by the acous-
tical damping through the air bubble. Therefore it is con-
cluded that an ink layer thickness window, d1�d�d2, ex-
ists, in which air bubbles are entrapped. For smaller
thicknesses, d�d1, in general, there is no air entrapment,
and for larger thicknesses, d�d2, the meniscus motion is
neither sufficient to jet droplets nor to entrap air.

Two typical examples of this process recorded at 10 kfps
are shown in Fig. 10 �side view� and in Fig. 11 �top view�.
Notice the air bubbles on the nozzle plate in the last image of
Fig. 11. When the air bubbles are on the nozzle plate, they
slowly dissolve in the ink layer, as the pressure fluctuations
are not sufficient to support growth by rectified diffusion. As
several air bubbles turn up on the nozzle plate, apparently
not only one air bubble has been entrapped in the ink chan-
nel. This is probably caused by the difference in time scale
between the changing of the thickness of the ink layer and
the actuation. As the change in the ink layer thickness occurs
slowly compared to the actuation frequency, an ink layer
with thickness d1�d�d2 is present during multiple actua-
tions. If an actuation occurs while the ink layer is within this
thickness range, an air bubble is created. So multiple actua-
tions lead to multiple air bubbles. The size of the air bubbles
could possibly even reveal information on whether it has
moved into the ink channel or has remained on the nozzle
plate.

Though these measurements show the existence of an
ink layer thickness window for air entrapment, they do not
allow us to determine the exact values of the critical thick-
nesses d1 and d2, since the ink layer thickness varies over the
nozzle plate. The determination of the critical thicknesses d1

and d2 is the subject of the next subsection.

C. Determination of the critical ink layer thickness

In order to find out and to determine the ink layer thick-
nesses where air entrapment occurs, an additional electro-
formed nickel nozzle plate is placed on top of the original
nozzle plate, as shown in Fig. 12. Different thicknesses of
the additional nozzle plate are used to vary the ink layer
thickness.

One problem, however, arises: The volume of the addi-
tional nozzle is small compared to the volume of a complete
ink layer. While jetting, the droplet formation could also
change the amount of ink in the additional nickel nozzle of
Fig. 12. To overcome this problem, a burst of actuations is

FIG. 10. High speed recordings at 10 kfps of droplets when a temporary ink
layer is created on the nozzle plate by applying a higher ambient pressure to
the ink reservoir for 700 ms. �a� Regular jetting behavior with no ink layer
present. �b�–�e� The higher ambient pressure is applied, resulting in a grow-
ing ink layer. The velocity of the droplets is reduced through the ink layer.
�f� No droplets are jetted anymore because all acoustic energy is dissipated
in the ink layer. �g� The ink layer is very thick and no droplets are created at
all. �h�–�j� The enhancement of the ambient pressure has ended, resulting in
a reducing ink layer thickness. When the layer is thin enough, the jetting
starts again, but now with an air bubble in the ink channel. �k� A schematic
diagram of the increasing and decreasing ink layer.

1262 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 de Jong et al.: Air entrapment in piezo-driven inkjet printheads



applied. The burst consists of three actuations, after which a
waiting period of 3 ms is set. The three actuations are chosen
because not only air has to be entrapped, but the air bubble
also needs to be detected through the acoustical signal. By
controlling the ambient pressure of the ink reservoir, it is
ensured that the additional nozzles �Fig. 12� are completely

filled by the setting of the ambient pressure of the ink reser-
voir. Measurements show that when the ink layer is rela-
tively thin ��30 �m�, or relatively thick ��40 �m�, no air
entrapment occurs. The region in between is the ink layer
thickness window where air entrapment occurs.

D. Numerical simulations on ink layer triggered air
entrainment

To qualitatively check whether air entrapment induced
by ink layers on the nozzle is also reflected in numerical
simulations, a Flow-3D simulation is set up, similar to the
one described in Sec. II. For this simulation an ink layer is
positioned on the nozzle plate with a thickness of 30 �m. It
is assumed that the influence of the ink layer on the acous-
tical waves inside the printhead is negligible. Two actuations
are modeled.

The result is presented in Fig. 13. It can be seen that
indeed no air is entrapped during the first acoustic cycle,
which lasts for 50 �s. During the second acoustic cycle, air
is, however, entrapped. The reason for the delay is that the
simulation is started with no fluid movement at all. The ac-

FIG. 11. High speed recordings of droplets at 10 kfps when a temporary ink
layer is created on the nozzle plate by applying a higher ambient pressure to
the ink reservoir for 700 ms. �a� Normal jetting with no ink layer present.
�b�–�d� The higher ambient pressure is applied and the ink layer on the
nozzle plate is growing. �e� The droplets now have a reduced speed and a
deviant angle of jetting. �f� When the ink layer reaches the critical thickness
d1, air bubbles are created and are present on the nozzle plate. For d�d2

jetting completely breaks down. �g� A schematic diagram of the increasing
and decreasing ink layer.

FIG. 12. �Color online� �a� Schematic side view of the additional nozzle
plate on top of the original one. �b� Top view photograph of the setup.
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tual air entrapment occurs when the meniscus is pulling back
and ink is flowing into the nozzle. If no ink layer was
present, the meniscus would retract into the nozzle. How-
ever, in the case of an ink layer, also the ink on top of the
nozzle plate is pulled into the nozzle. The void is then closed
at the top because of the ink flowing in from the sides due to
the overpressure.

VI. SUMMARY, DISCUSSION, CONCLUSIONS,
AND OUTLOOK

By using the piezoactuator as a sensor, the channel
acoustics and the droplet formation can be accurately moni-
tored. In particular, disturbances that can result in air entrap-
ment and the entrapped bubbles themselves are detected by
the acoustical signal. Since hitherto the only solution for re-
covering the regular droplet formation process is the disso-
lution of the bubble, it is crucial to detect the bubble as soon
as possible after entrapment. In that case the bubble has not
yet grown by rectified diffusion, and its dissolution time is
therefore shorter. By employing the acoustical signal as a
trigger, two air entrapment mechanisms are found:

• Air entrapment triggered by particles in the ink, disrupt-
ing the droplet formation

• Air entrapment caused by an ink layer on top of the
nozzle plate

The first mechanism shows that particles in the ink, for
example dust particles, can influence the droplet formation in
such a way that air is entrapped. The size of the particles was
found to be around 20 �m. Other sized particles will not
result in air entrapment since small particles ��20 �m� will
have no influence at all, and large particles ��20 �m� will
block the nozzle and thus the droplet formation. The 20 �m
particles probably cause a local surface tension distortion
and thus an asymmetry of the droplet formation. This asym-
metry of the completely retracted meniscus in combination
with the next symmetric pressure wave then could cause air
entrapment. The timing, size, and position of the particle is
expected to play a crucial role in the air entrapment mecha-
nism.

In the second mechanism an ink layer on top of the
nozzle plate of approximately 30–40 �m results in air en-
trapment. When the meniscus is pulled back due to the nega-
tive pressure inside the nozzle, ink from the nozzle plate
flows into the nozzle and air is entrapped. This process is
modeled with Flow-3D. Measurements show that not all the
air bubbles enter the ink channel, but some also move onto
the nozzle plate. The exact criterium for entering the nozzle
is not clear. Probably parameters like the size, position, and
timing play an important role.

Note that small air bubbles cause no problems in jetting.
Only once they grow, problems arise. The air bubble starts to
oscillate due to the acoustical waves. Because of the oscilla-
tions, the bubble will experience a net force directed into the
ink channel, the primary Bjerknes force. The oscillations also
cause the bubble to grow by rectified diffusion. The further
the bubbles moves into the ink channel, the larger the pres-
sure amplitude and therefore also the oscillations and the

FIG. 13. �Color online� Air entrapment with an ink layer simulated with
Flow-3D. �a� A 30 �m ink layer is placed on the nozzle plate. The actuation
starts at t=0 �s. �b� The meniscus is pulling back due to the first negative
pressure wave. �c�–�d� The positive pressure waves pushes the ink out of the
nozzle. �e� Start of the second actuation. �f� The negative pressure wave
pulls back the meniscus. �g� Due to the larger surrounding pressure, the void
is closed. �h� An air bubble is entrapped.
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growth of the bubble. Note that the properties of bubbles in a
constrained geometry such as the ink channel can differ con-
siderably from those of free bubbles.20–22

In this paper a method to detect air bubbles in
piezo-driven printheads is presented and mechanisms of how
bubbles are entrained are identified. From a practical point of
view the ultimate goal, of course, must be to prevent
air entrapment �or to immediately get rid of the entrained
bubbles�, in order to improve the jetting stability. The
two identified air-entrainment mechanisms suggest two
requirements:

• Particles with a size of 20 �m or larger should be pre-
vented to reach the nozzle. Inside the printhead, this can
be achieved through filters. But dust particles from out-
side also form a threat. Printing in a clean environment
should prevent particles reaching the nozzle. Fortu-
nately, for printers in an industrial environment it is
often possible to control the cleanness of the ambient
air �clean-room facilities�.

• The ink layer on the nozzle plate should stay below a
thickness of 30 �m. This may be accomplished by a
special design of the nozzle plates.

More research is needed to clarify the process from air
entrapment of a small bubble to a full grown bubble, which
eventually prevents the normal jetting of droplets. We have
meanwhile optically monitored the trajectory, growth, and
size of the bubble with high-speed imaging.23 The next step
is to understand its effect on the pressure field, in order to
quantitatively describe the reduction of the droplet jetting
velocity and to find out the exact conditions when the jetting
will totally break down. Research in this direction is on its
way.
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This research develops a robust experimental procedure to track the evolution of fatigue damage in
a nickel-base superalloy with the acoustic nonlinearity parameter, �, and demonstrates its
effectiveness by making repeatable measurements of � in multiple specimens, subjected to both
high- and low-cycle fatigue. The measurement procedure developed in this research is robust in that
it is based on conventional piezoelectric contact transducers, which are readily available off the
shelf, and it offers the potential for field applications. In addition, the measurement procedure
enables the user to isolate sample nonlinearity from measurement system nonlinearity. The
experimental results show that there is a significant increase in � linked to the high plasticity of
low-cycle fatigue, and illustrate how these nonlinear ultrasonic measurements quantitatively
characterize the damage state of a specimen in the early stages of fatigue. The high-cycle fatigue
results are less definitive �the increase in � is not as substantial� due to increased uncertainties
involved in the high-cycle fatigue tests, but still show a clear relationship between � and remaining
fatigue life. One application of the measured � versus fatigue-life data is to potentially serve as a
master curve for life prediction based on nonlinear ultrasonic measurements. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2221557�

PACS number�s�: 43.25.Zx, 43.25.Dc, 43.25.Ba �MFH� Pages: 1266–1273

I. INTRODUCTION

Recent experimental studies and new physical models
are demonstrating the potential of nonlinear ultrasonics �or
the second-harmonic generation technique� to quantitatively
detect and characterize fatigue damage in metals.1–10 This
fatigue damage first appears in the form of dislocation sub-
structures, such as veins and persistent slip bands �PSBs�,
and these PSBs accumulate at grain boundaries to produce
strain localization and, then finally, microcrack initiation
with increasing fatigue cycles. These dislocations �and re-
sulting microplastic deformation� do not cause a large
change in the linear macroscopic properties �such as elastic
moduli, sound speed, and attenuation� of a material; the
changes in the linear ultrasonic values are not large enough
to be accurately measured with conventional linear ultrasonic
techniques. However, the accumulation of dislocations
throughout the continuum �with increasing fatigue� will
cause a nonlinear distortion in an ultrasonic wave propagat-
ing in the material, and thus generate higher harmonic com-
ponents in an initially monochromatic ultrasonic wave sig-
nal. For this reason, nonlinear ultrasonic �acoustic� waves
can be used to quantify the presence and the density of dis-
locations in a metallic material, and thus measure fatigue

damage in a quantitative fashion. In addition, nonlinear ul-
trasonics has the potential to promote an understanding of
the evolution and accumulation of the dislocation substruc-
tures in the very early stages of fatigue.

To date, a number of investigators1–8 have applied non-
linear ultrasonic techniques to assess fatigue damage in dif-
ferent materials under relatively controlled laboratory condi-
tions. Yost and Cantrell1 and Cantrell and Yost6

experimentally observed changes of the acoustic nonlinearity
parameter, and attributed the changes to the effects of
fatigue-induced dislocations. Frouin et al.5,8 performed in
situ nonlinear ultrasonic measurements during fatigue test-
ing, and related the measured increase in the acoustic non-
linearity parameter—in the vicinity of the fracture
surface—to an increase in the dislocation density. Among
these studies, only Frouin et al.8 reported using nonlinear
ultrasonic results to track fatigue damage throughout the en-
tire fatigue life of a specimen. One field application of non-
linear ultrasonics examined fatigue damage in stainless-steel
turbine blades.7 In spite of the recognized potential of non-
linear ultrasonics, there are very few examples of its success-
ful application to monitor fatigue damage. This is probably
due to instrumentation issues that make accurate and consis-
tent nonlinear ultrasonic measurements difficult, plus a lack
of flexibility in the measurement setup needed to interrogate
real fatigue test specimens. A critical next step—for the in-
corporation of nonlinear ultrasonic techniques into life-
prediction strategies of structural components—is a system-
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atic study that quantifies the robustness, accuracy, and
validity of nonlinear ultrasonics to detect the early stages of
fatigue damage �prior to crack initiation� in metallic materi-
als. Of particular interest is the development of an experi-
mental procedure with the capability of performing field in-
spections of an absolute and repeatable nature.

The objective of the current research is to develop a
robust experimental procedure to track the evolution of fa-
tigue damage in metallic materials with the acoustic nonlin-
earity parameter, �. The effectiveness of this proposed mea-
surement procedure is demonstrated by making repeatable
acoustic measurements of �, in nickel-base superalloy speci-
mens, subjected to three types of damage: Quasi-static
monotonic, low-, and high-cycle fatigue. These nonlinear ul-
trasonic measurements are used to track the evolution of
damage in multiple specimens with a series of interrupted
mechanical tests—first by making a baseline measurement of
� in an undamaged specimen, then introducing some damage
into the specimen, repeating the measurement of � in this
same �unloaded� specimen, then introducing more damage
into the specimen, and repeating the procedure.

It is important to note that the acoustic nonlinearity pa-
rameter, �, is an absolute material constant, which can be
related to the higher-order elastic constants, of a material; the
� parameter is a directly measurable acoustic parameter that
is linked to the state of material damage. As a result, nonlin-
ear ultrasonics is unparalleled in its potential to provide a
robust and quantitative characterization of fatigue damage in
in-service structural components. However, the acoustic non-
linearity associated with fatigue damage is very small, and
can be easily overwhelmed by a number of other factors
�especially instrumentation nonlinearity� inherent to the mea-
surement procedure. Therefore, a critical contribution of this
research is a systematic experimental procedure that can
identify and remove spurious sources of nonlinearity, isolat-
ing only those contributions due to the material and associ-
ated damage.

II. GENERATION OF HIGHER HARMONICS AND THE
ACOUSTIC NONLINEARITY PARAMETER, �

The equations of motion of a solid element, in the ab-
sence of body forces, are written in material coordinates, X,
as

�
�2ui

�t2 =
��ij

�Xj
, �1�

where t is time, � is the mass density, ui is the displacement
vector, and �ij is the stress tensor. The stress in a nonlinear
�fatigued� solid can, in general, be written as

�ij = �ij
0 + Aijkl

�uk

�Xl
+

1

2
Aijklmn

�uk

�Xl

�um

�Xn
+ ¯ , �2�

where �ij
0 is the residual stress in the material, and Aijkl and

Aijklmn are the Huang coefficients,9 which are related to the
second- and third-order elastic constants by Aijkl=� jl

0 �ik

+ C̄ijkl and Aijklmn= C̄ijklmn+ C̄jlmn�ik+ C̄ijnl�km+ C̄jnkl�im. C̄ijkl

and C̄ijklmn are modified by fatigue damage �dislocation
substructures�9 from their initial values, Cijkl and Cijklmn.11

Expressions for the modified elastic constants during fatigue
have been presented in terms of the residual stress and plastic
strain.12 The density of a material undergoing finite deforma-
tion is given by �=�0 /det F where �0 is the constant den-
sity in the unstressed configuration and F is the deforma-
tion gradient tensor, defined as Fij =�ij +�uj /�Xi.
Substituting Eq. �2� into Eq. �1�, and considering one-
dimensional wave propagation of a longitudinal wave in
an isotropic solid, one gets

�2u1

�t2 = c2�2u1

�X1
2 �1 + �

�u1

�X1
� , �3�

where c=��C̄1111+�11
0 � /� is the longitudinal wave speed

and � is the acoustic nonlinearity parameter defined as

� =
C̄111111 + 3C̄1111

C̄1111 + �11
0

. �4�

It is well known that the second-order elastic constant �C̄1111

in Eq. �4�� changes very little, and that the residual stress
��11

0 � is relatively small compared to the elastic constants.

Therefore, it is the third-order elastic constant �C̄111111 in
Eq. �4�� which causes the increase in the acoustic nonlin-
earity parameter, �, during fatigue.

Consider a time-harmonic plane �displacement� wave
A1cos�kX1−�t�, where A1 is the amplitude, k is the wave
number, and � is the angular frequency. Assuming that the
nonlinearity in the solid is small, the solution to Eq. �3� for
this time-harmonic wave is obtained by a perturbation analy-
sis as13

u1 = − 1
8�k2A1

2X1 + A1cos�kX1 − �t�

+ 1
8�k2A1

2X1cos�2�kX1 − �t�� + ¯

= A0 + A1cos�kX1 − �t� + A2cos�2�kX1 − �t�� + ¯ .

�5�

It is noted that the amplitude of the second-harmonic dis-
placement is proportional to the acoustic nonlinearity param-
eter and a subharmonic; that is, the static displacement is
induced by the material nonlinearity.14 The acoustic nonlin-
earity parameter is determined experimentally by measuring
the absolute amplitudes of the fundamental �A1� and the
second-harmonic �A2� displacement signals, or

� =
8A2

k2X1A1
2 . �6�

Finally, note that Eq. �6� neglects the effect of attenua-
tion losses that may be present in the fundamental and
second-harmonic. If the difference in attenuation rates at the
fundamental and the second-harmonic frequencies is large,
then a correction factor must be included in the measurement
of �. The specific superalloy examined in this research is
IN100, which is produced by powder metallurgy and has a
very fine grain structure. Attenuation measurements are
made in IN100 through the range of 1–15 MHz before fa-
tigue tests. These results show that the attenuations at the
fundamental and the second-harmonic frequencies are about
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0.14 Neper/cm and 0.34 Neper/cm, respectively, which cor-
respond to a maximum correction of less than 2% in �. Fur-
thermore, the fatigue specimens show no noticeable change
in attenuation in the frequency range considered here, so no
attenuation corrections are made for the following � calcu-
lations.

III. EXPERIMENTAL PROCEDURE

A. Measurement system and procedure

Figure 1 shows a schematic of the proposed nonlinear
ultrasonic measurement system. A tone burst signal of 7–9
cycles �depending on the specimen thickness� at 5.3 MHz is
generated by a function generator �80 MHz Agilent 33250A�
and is fed into a high-power gated amplifier �Ritec RAM-
10000�. In order to ensure one-dimensional wave propaga-
tion in a single direction �only right or left propagating�, the
exact number of cycles of the tone burst is selected as the
maximum number of cycles that can fit within the thickness
of the specimen—the spatial length of the tone burst is less
than the specimen thickness. This eliminates any possible
spurious �apparent� higher harmonics generated by the inter-
ference of the incident and reflected wavefronts, as well as
the effects of boundary conditions. The amplified high-
voltage signal passes through a 4 dB attenuator �pad� and a
50 � termination to suppress the transient behavior due to
the mismatch in electrical impedances between the amplifier
and the transducer. Commercial narrow-band PZT �Lead Zir-
conate Titanate�-base piezoelectric transducers, with center
frequencies of 5 MHz and 10 MHz, are used as a transmitter
and a receiver, respectively. The transducers are coupled to
the specimen with light lubrication oil. A special fixture is
designed to keep both the transmitting and receiving trans-
ducers aligned on the same centerline axis, and to also allow
for the removal of either transducer �transmitter or receiver�
without disturbing the coupling �and position� of the other;
this capacity is critical for the calibration procedure de-
scribed next. The receiver is terminated with a 50 � passive
load to have the same terminal load in the calibration. Both
voltage and current signals of the transmitted ultrasonic
waves are recorded and averaged 256 times with an oscillo-
scope, and then transferred to a computer for further signal

processing. Then, diffraction corrections are made to the
measured fundamental and the second-harmonic signal am-
plitudes.

The calibration procedure for the �piezoelectric� receiv-
ing transducer is based on the principle of self-reciprocity,15

and is employed in order to obtain a conversion transfer
function �from the measured electrical signal to the absolute
amplitude of the particle displacement�, and to compensate
for any �small� variations in the coupling of the receiving
transducer. Note that this calibration is performed prior to
every nonlinear measurement, with the transmitter transducer
removed. A 50 MHz pulser/receiver �Panametrics, 5072PR�
is used to transmit �through the receiver transducer� a wide-
band ultrasonic pulse through the specimen. The current and
voltage signals of the incident and the reflected pulse from
the bottom surface of the specimen that is kept stress-free
�when the transmitter is removed�, are measured and used to
calculate a transfer function that converts the measured cur-
rent signal to the particle displacement of the incident wave
at the receiver.15

Finally, the pulse-inversion technique16,17 is applied to
accentuate the contribution of the even �second� harmonic
signal, while reducing the dominance of the fundamental
contribution. The pulse-inversion technique is very efficient
in extracting this second-harmonic amplitude by canceling
out the odd harmonics �which are mainly due to the instru-
mentation�; the even harmonic signal is extracted by adding
two 180° out-of-phase input signals.18 Figure 2 illustrates the
pulse-inversion technique by showing both the 0° phase, and
the 180° out-of-phase �inverted� signals, the respective Fou-
rier spectra before and after addition �in the time domain�,
and the second-harmonic signal extracted. For the actual pro-
cedure, first, two transmitted time domain signals with 180°
out-of-phase inputs are measured consecutively with all
other conditions unchanged. A function generator performs
phase inversion of the input pulse. Then, two separately mea-
sured output signals are combined in the time domain, ex-
tracting the second-harmonic signal. Note that this combina-
tion is performed with two raw signals without introducing
any adjustments, such as time shifts or amplitude modifica-
tion. Figure 2 clearly demonstrates how the fundamental fre-
quency contribution is completely canceled out, leaving only
the second-harmonic contribution. Note that the remaining
subharmonic component �at zero frequency� corresponds to
the first term in Eq. �5�, and appears as a result of the static
displacement induced by the acoustic radiation; this compo-
nent should have an amplitude proportional to the amplitude
of the second-harmonic,19 but it is not systematically ana-
lyzed in this study. The frequency spectra of the signal origi-
nally transmitted, and the extracted signal shown in Fig. 2�b�
are independently calculated with a rectangular window. Fi-
nally, to obtain a more accurate estimation of the amplitudes
of the fundamental and second-harmonics, the signals are
digitally filtered in the frequency domain and inverse Fourier
transformed. An additional advantage of using the pulse-
inversion technique is that one can readily monitor the shape
of the second-harmonic signal. Since the amplitude of the
second-harmonic signal produced by material nonlinearity is
very small in comparison to the amplitude of the fundamen-

FIG. 1. �Color online� Experimental setup.
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tal, small variations in coupling—that are usually accompa-
nied by spurious interface nonlinearity—can have a signifi-
cant influence on the repeatability of the proposed
measurement procedure. Experience shows that the shape of
this second-harmonic signal is an excellent indicator of the
quality of the transducer to specimen coupling.

Figure 3 illustrates the linear relationship that exists be-
tween the measured absolute amplitudes of the second-
harmonic and the squared fundamental �both displacements�,
as a function of increasing input voltage amplitude. These
absolute displacement amplitudes are calculated using the
transfer function described previously. Figure 3 shows the
results of two independent measurements on the same speci-
men, where the transducers and the couplant are completely
removed, and then reattached and recalibrated for the second
measurement. It is seen that the slopes from these two inde-
pendent measurements are nearly constant, which confirms
that the measurements are repeatable, and that removal and

replacement of the transducers �and couplant� will not have a
dominant �negative� influence on the results. The variability
�error bars� due to measurement error is determined by av-
eraging five measurements on the same undamaged speci-
men, and results in a variability of ±0.45 on all � values
reported henceforth. Finally, Fig. 3 can be used as a guide for
the required input voltage needed to avoid inconsistencies
caused by a low fundamental amplitude.20

The measurement system is calibrated by measuring �
in borosilicate. It is known that borosilicate has a very low
degree of nonlinearity, and researchers21 have shown that the
ratio of the second-harmonic amplitude to the fundamental
amplitude is on the order of −120 dB �this unpublished ref-
erence value illustrates that the � of borosilicate is almost
zero�. A � of 9.0 is measured in borosilicate using the pro-
posed measurement procedure, and this nonzero value of � is
believed to be associated with the inherent nonlinearity of
the transmitting piezoelectric transducers used in the mea-
surement system. This is in agreement with previous
researchers22 who examined the nonlinear properties of PZT
�polarized K1� and measured its � to be on the order of 8.0.
Therefore, a � of 9.0 will be used to calibrate the measure-
ment system by subtracting this value from all measured �
values. Although such a calibration method neglects the in-
teractions between different frequencies in a nonlinear sys-
tem, it can be easily argued that the effects of such interac-
tions on � are higher ordered. This is further verified by
performing a � measurement on fused silica. The directly
measured value of � for fused silica is 21.0. After calibration
�subtracting 9.0�, a � of 12.0 is obtained for fused silica,
which is in agreement with published values.23

The good agreement between these results and published
values, plus the consistency and repeatability of the results
reported in Sec. IV, validate the accuracy of the proposed
procedure as a working method to track changes in � as a
function of fatigue life in multiple specimens.

B. Specimens

Three different types of specimens are used; each type
machined from IN100 cylindrical rods—128 mm long and

FIG. 2. �a� Typical time domain signals: Thin continuous and dotted lines
are the transmitted signals with 0� phase �uninverted� and 180� out-of-phase
�inverted� inputs, respectively. The thick line is the second-harmonic signal
extracted by the pulse-inversion technique. �b� Fourier spectra of the origi-
nal transmitted signal �fundamental� and the second-harmonic signal ex-
tracted by the pulse-inversion technique, demonstrating that the second-
harmonic amplitude can be measured without being influenced by the large
fundamental amplitude.

FIG. 3. �Color online� Second-harmonic amplitude �A2� versus the ampli-
tude of the fundamental squared ��A1�2� for increasing input voltage ob-
tained from two independent measurements.
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27 mm in diameter. Note that the surface finishes on all
specimens in this study are “as-machined.” The first type is a
standard fatigue specimen with a constant rectangular cross
section—a constant gauge width of 12.5 mm and a thickness
of 6.4 mm. One of these specimens is used for the low-cycle
fatigue tests, and one is used for the high-cycle fatigue tests.
The second specimen has an hour-glass shape �starting from
a width of 12.5 mm and a constant thickness of 6.4 mm�
with a varying cross section that gradually reduces to create
a region of higher stress at its center; this specimen is used
exclusively for the high-cycle fatigue tests. The third speci-
men is a nonstandard rectangular bar specimen; it is simply a
120 mm long by 14.3 mm wide rectangular bar—having a
constant thickness of 4.7 mm. This specimen is used for both
the monotonic and low-cycle fatigue tests, and for a concur-
rent set of Rayleigh wave measurements.24

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Monotonic load results

First, consider a quasi-static monotonically loaded �non-
standard rectangular bar� specimen. This specimen is used to
validate the repeatability of a set of nonlinear ultrasonic mea-
surements made on a specimen subjected to an interrupted
mechanical test—a test specimen that is mechanically
loaded, removed to make a set of nonlinear ultrasonic mea-
surements, and then the procedure is repeated at specified
intervals, typically until the specimen fails. In this monotonic
test, the specimen is loaded �at a rate of 890 N/s� to a first-
load equivalent to 125% of the yield stress �absolute strain of
7.463%�, and then is unloaded at the same rate. The nonlin-
ear ultrasonic measurements are then performed on the un-
loaded specimen. The same procedure is repeated for in-
creasing maximum loads equivalent to 135% and 145% of
yield stress �strains of 10.66% and 13.77%, respectively�.
These calibrated results are presented in Fig. 4, and note that
these measured acoustic nonlinearity parameters, �, are ab-
solute values. It is important to note that the � value of
23.1—measured in the undamaged specimen �before any

mechanical load is applied�—is a measure of the intrinsic
nonlinearity of the undamaged IN100 material; and that the
nonlinearity associated with the transmitting piezoelectric
transducers ��=9.0� has already been subtracted from this
and all other values. Figure 4 shows that there is a significant
increase in � with increasing plastic stress; the increase is
largest from the unloaded �undamaged� state to 125% yield
stress, and then the increase is less substantial at the higher
stresses. This observed behavior of a large increase in the
acoustic nonlinear parameter, once the specimen is loaded
above its yield stress, makes sense because dislocations �or
microplasticity� create significant material nonlinearity; the
literature reports that the second- �order� harmonic ampli-
tudes associated with dislocations should be larger than the
intrinsic material nonlinearity due to the elastic lattice
anharmonicity.25 Most importantly, the results in Fig. 4 show
that the proposed measurement procedure is capable of mak-
ing an absolute measurement of the evolution of the acoustic
nonlinear parameter, � �as a function of stress in this case� in
these interrupted mechanical tests on an IN100 specimen.

B. Low-cycle fatigue results

Low-cycle fatigue in this paper refers to a fatigue test
where the maximum stress is above yield, so there is plastic
deformation even at the beginning of the fatigue test. Of
equal importance is that cyclic loading promotes the forma-
tion of dislocation dipoles, which is the strongest source of
nonlinearity among a list of potential sources.6,9,10 The fre-
quency of cyclic loading is 0.5 Hz, R�=�min/�max� is zero
�strain controlled�, the maximum stress level is 105% of the
yield stress �strain of 0.48%�, and the fatigue tests are inter-
rupted to perform the nonlinear ultrasonic measurements at
different numbers of fatigue cycles. Three different speci-
mens are tested, and there will be some level of variability
associated with the initial microstructure of each specimen.
As a result, the measured acoustic nonlinearity parameters
will be normalized by the value measured in each undam-
aged specimen ��0�, before any mechanical load is applied.
This normalization procedure �which will be repeated for the
high-cycle fatigue results� removes some of the variability
associated with the initial microstructures of each specimen,
enables a direct comparison of the evolution of the acoustic
nonlinearity of all the specimens tested, and normalizes the
nonlinearity associated with the transmitting piezoelectric
transducers. The evolution of the normalized acoustic non-
linearity parameter �� /�0�, as a function of normalized fa-
tigue life �fatigue cycle normalized to the total number of
cycles, where 100% means the total fatigue life�, together
with a best-fit curve, is shown in Fig. 5. Note that the speci-
mens failed at 12,640, 13,012, and 50,221 cycles �the third
specimen is the standard fatigue specimen; while the first
two are the nonstandard rectangular bars� and the �calibrated�
�0 measured in each specimen is 21.4, 22.2, and 22.4, re-
spectively.

Figure 5 shows a rapid increase in � /�0 �up to 30%�
during the first 40% of fatigue life, which demonstrates that
these nonlinear ultrasonic measurements can be used to
quantitatively characterize the damage state of this material

FIG. 4. �Color online� Monotonic load results—acoustic nonlinearity pa-
rameter � versus applied stress �or strain� level.
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in the early stages of fatigue life. This is somewhat different
from other experimental results,5 which show a slower initial
increase in �. The difference in behavior is most likely due
to the high maximum stress �strain� level beyond the yield
stress �strain�, and a significant amount of plasticity—due to
the dislocation motions—probably starts accumulating in the
specimen from the first loading cycle, which reduces the
time period for dislocation reassociation at the beginning of
fatigue. The measurement data show increasing scatter with
increasing number fatigue cycles, which is most likely due to
a combination of two factors: The intrinsic material behavior,
and issues with the measurement procedure. There is an in-
herent randomness in the progression of fatigue damage dur-
ing fatigue testing �more so in high-cycle fatigue, as dis-
cussed in the next section�, which should manifest itself as a
corresponding randomness in the resulting acoustic nonlin-
earity. There is a somewhat unrelated issue with the measure-
ment procedure in the later stages of fatigue—the surface
deformation associated with the increased plasticity makes it
difficult to consistently couple the transducers to the speci-
men surface. Finally, note that a best-fit curve, such as the
one developed in Fig. 5 �but based on a larger number of
specimen and data points�, has the potential to serve as a
master curve for life prediction based on nonlinear ultrasonic
measurements.

A companion study makes nonlinear ultrasonic measure-
ments with Rayleigh surface waves on the first two speci-
mens; the procedure used to make these �relative� nonlinear
Rayleigh wave measurements is reported elsewhere.24 Figure
6 shows a comparison of the best-fit curve from Fig. 5 �lon-
gitudinal waves� with those from the nonlinear Rayleigh
wave measurements. There is excellent agreement with these
two sets of results, demonstrating that both longitudinal and
Rayleigh waves can be used to track nonlinear material be-
havior. Note that the sharp drop in the acoustic nonlinearity
�the single data point in Fig. 6�, at 87% of fatigue life for

Specimen No. 1, is most likely due to the emergence of
surface-breaking microcracks whose depths are larger than
the wavelength of the second-harmonic.24

C. High-cycle fatigue results

High-cycle fatigue in this study refers to fatigue tests
where the maximum stress level is below yield; in this case,
the maximum stress is 95% of yield stress, the frequency of
cyclic loading is 1 Hz, and R �=�min/�max� is zero �load
controlled�. Five different fatigue specimens are tested, with
failure occurring at 55,432, 102,392, 203,220, 328,341, and
350,985 cycles. As with the monotonic and low-cycle fatigue
tests, these fatigue tests are interrupted to perform the non-
linear ultrasonic tests. Figure 7 shows the change in the nor-
malized acoustic nonlinearity parameter �� /�0� over the nor-
malized fatigue life of each specimen. Note that the
�calibrated� �0 measured in each specimen is 22.1, 21.3,
19.8, 22.4, and 21.2, respectively.

FIG. 5. Low-cycle fatigue results—normalized acoustic nonlinearity param-
eter � /�0 as a function of the percentage of fatigue life for three different
fatigue specimens. The continuous line is the best-fit curve obtained from
the discrete experimental data.

FIG. 6. Comparison of longitudinal and Rayleigh wave �Ref. 24� results
showing the normalized acoustic nonlinearity parameter � /�0 as a function
of the percentage of fatigue life for the low-cycle fatigue results.

FIG. 7. High-cycle fatigue results—normalized acoustic nonlinearity param-
eter � /�0 as a function of the percentage of fatigue life for five different
fatigue specimens. The continuous line is the best-fit curve obtained from
the discrete experimental data.
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The critical observations from Fig. 7 are: The absolute
increase in acoustic nonlinearity is much lower than that of
the low-cycle fatigue tests; there is much more scatter in the
high-cycle fatigue data �a larger variability at a given per-
centage of fatigue life than the data from the low-cycle fa-
tigue tests�; and the overall increase in acoustic nonlinearity
is more gradual in the high-cycle specimens. Some of these
trends may be inherent to the high-cycle fatigue behavior of
this material since fatigue damage during high-cycle fatigue
is more localized than that during low-cycle fatigue. So it is
not surprising that there is a corresponding variability in the
acoustic nonlinearity. Similar results were obtained in a tita-
nium alloy �Ti-6-4� by Frouin et al.8 A full explanation of
this behavior may only be possible by coupling these nonlin-
ear ultrasonic results with a material model that predicts the
formation of dislocation substructures in this material under
different loading conditions. For Specimen No. 5, additional
nonlinear measurements beyond 35% of fatigue life were not
possible due to severe surface distortion, but the fatigue test
was continued to obtain its fatigue life �55,432�.

Nonlinear ultrasonic evidence of this localized damage
behavior in high-cycle fatigue is given in Fig. 8 by plotting
the spatial variation �four discrete locations� of the acoustic
nonlinearity in the gauge section of a failed high-cycle fa-
tigue specimen �the specimen with a uniform cross section�.
Note that each acoustic nonlinearity parameter measured
with this experimental procedure is representative of the cy-
lindrical volume of material under the transducer �12.7 mm
diameter for these tests�. Figure 8 shows that the acoustic
nonlinearity, at a location about 5 mm away from the frac-
ture surface, is approximately 58% higher than those in the
region near the grip. It is also shown that the fatigue damage
in this material is quite localized �on the order of 10 mm�,
which could be the source of the large variation in the later
stages of the high-cycle fatigue tests. It is important to note
that this level of spatial variation in the acoustic nonlinearity
parameter �and thus, localized damage� is primarily present
in the high-cycle fatigue specimens; and for these specimens,
mainly in the later stages of fatigue life. The monotonic and

low-cycle fatigue specimens do not show this level of spatial
variation in the measured acoustic nonlinearity parameter.
These values are very consistent, regardless of where they
are measured in the gauge section, so the damage in the
monotonic and low-cycle fatigue specimens seems to be
more evenly distributed.

V. CONCLUSION

This research develops a robust experimental procedure
to track the evolution of fatigue damage in a nickel-base
superalloy with the acoustic nonlinearity parameter, �, and
demonstrates its effectiveness by making repeatable mea-
surements of � on multiple specimens subjected to both
high- and low-cycle fatigue. The measurement procedure de-
veloped in this research is robust in that it is based on con-
ventional piezoelectric contact transducers—which are
readily available off the shelf—and offers the potential to be
used in field applications. In addition, it allows the user to
isolate sample nonlinearity from measurement system non-
linearity. The experimental results show that there is a sig-
nificant increase in � associated with the high plasticity of
low-cycle fatigue, and illustrate how these nonlinear ultra-
sonic measurements quantitatively characterize the damage
state of a specimen in the early stages of fatigue. A compan-
ion study with Rayleigh surface waves demonstrates that
both longitudinal and Rayleigh waves can be used to track
nonlinear material behavior. The high-cycle fatigue results
are less definitive �the increase in � is not as substantial�, but
still show a clear relationship between � and remaining fa-
tigue life. Overall, these nonlinear ultrasonic results indicate
that the fatigue damage associated with high-cycle fatigue is
relatively localized, while the damage associated with low-
cycle fatigue is more evenly distributed. One application of
the measured � versus fatigue life data is to potentially serve
as a master curve for life prediction based on nonlinear ul-
trasonic measurements.
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The solution for diffraction of sound by a wedge is extended to sources in uniform motion parallel
to the obstacle. By means of an auxiliary transformation the problem is reduced to that of a set of
stationary sources so that the resulting solution is in accordance with well-known models.
Applications to prediction and abatement of transportation noise are considered. The formulation for
the diffracted wave is combined with the solution for ground reflection of sound due to moving
sources. New models for the sound field due to a source in motion along a barrier above the ground
and for a source moving parallel to an impedance discontinuity are derived. In both situations,
greater sensitivity to motion of the resulting sound pressure levels is found on source approach.
However, attenuation of sound from moving sources by barriers is found to be so little affected by
motion that design schemes for stationary source are relevant. On the other hand, it is noted that
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I. INTRODUCTION

Diffraction by obstacles is a common problem in wave
physics and fundamental solutions in acoustics have been
derived by borrowing from other fields such as
electromagnetics.1 Since they are a traditional means for
noise abatement, an obvious acoustical application is to noise
barriers.

Although simplified schemes2,3 are generally considered
sufficient for predicting noise barrier efficiency, their scope
is usually limited to basic situations such as stationary om-
nidirectional point sources in the presence of nonabsorptive
surfaces. In more complex cases, although semiempirical ap-
proaches can lead to analytical models,4 it is necessary to
consider the theoretical foundation of the problem, particu-
larly when higher accuracy is sought.

Pierce5 has treated the classic problem of sound wave
diffraction by wedges. In particular he relates the solution to
the general context of the geometrical theory of diffraction.
This solution has been extended to situations relevant to en-
vironmental noise predictions and abatement such as wide
barriers,5 barriers above impedance ground and impedance
discontinuities,6 and the diffraction of sound by absorbing
barriers.7 However, except for a recent formulation for dif-
fraction of sound due to dipoles8 and a unifying model for
point sources, point source arrays and line sources,9 few
works have focused on extension of the models at the source
end.

In particular, to the authors’ knowledge, little can be
found on the diffraction of sound due to moving sources.
Noise prediction schemes typically neglect the Doppler and
convection effects related to source motion.10 For barriers in
urban areas, involving high traffic density and speed restric-
tions, it possible to neglect the Doppler and convection ef-
fects when formulating the expressions for the sound field.
However, for high speed trains, which can reach speeds be-
yond 400 km/h, these assumptions are less acceptable.

In this context, an expression—hereinafter referred to as
the Doppler-Weyl-Van der Pol formula—was recently intro-
duced by Buret et al.11,12 for the sound field due to a source
at high speed motion above the ground. Following Morse
and Ingard’s method13,14 for deriving the sound field due to a
source in uniform motion, use of an auxiliary coordinate sys-
tem in well-known expressions for stationary sources, en-
abled the problem to be tackled from the governing equa-
tions. It was shown that, although moderate, the effects of
source motion were significant even for relatively low Mach
numbers.

In this paper, a similar approach is used to derive the
expression for the sound wave due to a source in motion in
the presence of a barrier—or a diffracting element, extending
Pierce’s expression.5 The derivation of this fundamental so-
lution is presented in Sec. II. Section III is dedicated to ap-
plications of the new model to situations relevant to environ-
mental acoustics. First, the effects of motion on barrier
attenuation are discussed; the sound field due to a moving
source in the presence of a hard screen above arbitrary
ground is then derived. Eventually, De Jong et al.’s model
for propagation of sound in the presence of a ground
discontinuity6 is extended to account for source motion.

a�Corresponding author. Present address: Ray W. Herrick Laboratories,
School of Mechanical Engineering, Purdue University, 140 S. Intramural
Drive, West Lafayette, IN 47907-2031. Electronic mail:
mmkmli@purdue.edu
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II. DIFFRACTION OF SOUND DUE TO A POINT
SOURCE IN UNIFORM MOTION ALONG A RIGID
WEDGE

A. Kinematics

Consider a semi-infinite rigid wedge with constant cross
section in the vertical plane y-z. Its faces are oriented at
arbitrary angles T1 and T2 �T1�T2� with respect to the latter
�see Fig. 1�. The top angle of the wedge is T=2�+T1−T2

and takes the value 2T1 in the particular case of a symmetri-
cal wedge. Let S be a sound source moving along the x axis,
hence, in parallel to the edge of the wedge. A cylindrical
coordinate system �� ,r ,x� attached to a motionless receiver
can be introduced, in which rs���S ,rS ,xS� represents the
source coordinates. For uniform source motion at Mach
number M, the only varying parameter is the source-receiver
offset x-xS. Let the initial position of the source be located at
x=0 and c0 be the speed of sound; then

xS�t� = c0Mt . �1�

The projection of the geometry in the cross-sectional
plane y-z remains unchanged with source motion and the
analogy with a stationary source and/or a two-dimensional
situation is then obvious. According to the geometrical
theory of diffraction, the diffracted sound ray is a segment
linking the source S to the receiver R via the edge of the
wedge E. The diffracted path length is then L=SE+ER The
diffraction angle � is the same on both source and receiver
side.5 Let the receiver be motionless and located at cylindri-
cal coordinates �� ,r ,0�; then

cos � = −
c0Mte

L
, sin � =

r + rs

L
, xE = –

r

tan �
, �2�

where te is the time of emission of the diffracted wave reach-
ing the receiver at time t, L is the total length of the dif-
fracted ray, and xE defines the position E at which the dif-
fracted ray intersects the edge of the wedge. L and te are the
solutions of

c0�t − te� = L = ��r + rS�2 + �c0Mte�2, �3�

which resolves as

te =
c0 − �

c0�1 − M2�
, L =

� − M�c0Mt�
1 − M2 , �4a�

� = ��c0Mt�2 + �1 − M2��r + rS�2 = L�1 − ME� , �4b�

where ME=M cos � is the component of the Mach number
along the diffracted ray.

B. Diffracted pressure for a source in uniform motion

In the case of a stationary point source, the pressure field
in the vicinity of a wedge can be expressed as the sum of up
to four components:5 a direct pressure field pdir, two reflec-
tions on the faces of the wedge prefl,1 and prefl,2, and a dif-
fracted wave pdiffr. The three first contributions may or may
not occur, depending on the relative source and receiver po-
sitions with respect to the wedge that may screen the sound
source or its images from the receiver5,8

p = U�� − �� − �S��pdir + U�� + 2T1 − �� + �S��prefl,1

+ U��� + �S� + � − 2T2�prefl,2 + pdiffr. �5�

In Eq. �5�, the Heaviside step function U �U�x�=1 if x�0;
U�x�=0 if x�0� determines the presence or absence of the
direct and reflected waves. Remarkably, the arguments of
U—and thence the composition of the sound field—depend
only on the angular coordinates of the source, the receiver,
and the faces of the wedge in the cross-sectional plane.

In the case of a source moving parallel to the edge of a
wedge, the geometry in this plane remains constant and
therefore the relationships determining the presence or ab-
sence of the direct and reflected pressure waves remain the
same as in Eq. �5�. When present, the direct wave is ex-
pressed as the pressure due to the source in motion in the free
field.13,14 The potential contributions due to the reflected
waves can be formulated considering either a formulation for
reflection of the sound field due to a source in motion above
a plane,11 or the acoustic pressure field due to the relevant
image sources with respect to the faces of the wedge radiat-
ing in the absence of obstacle. Derivation of these contribu-
tions is straightforward and will not be detailed here for
brevity, and because in practical applications �noise barriers�,
the sound field is composed of the diffracted wave only.

Morse and Ingard have derived the sound field due to a
monopole in uniform motion in the free field by means of an
auxiliary transformation, analogous to a Lorentz
transformation.13 Buret et al.11 have used the same transfor-
mation to formulate the Doppler-Weyl-Van der Pol formula
for a source moving above an impedance ground. The coor-
dinates and time �xL ,yL ,zL , tL� in the auxiliary coordinate
system are

xL = �2�x − c0Mt� ,

yL = �y ,

zL = �z ,

tL = �2�t − Mx/c0� ,

with � = 1/�1 − M2. �6�

Hereinafter, subscript L characterizes corresponding vari-
ables in the auxiliary coordinate system. In the case of uni-
form source motion, the wave equation for the velocity po-

FIG. 1. Geometry for a source S in uniform motion along a semi-infinite
wedge of top angle T. The x axis coincides with the edge of the wedge and
the cylindrical coordinates of the source ��S ,rS ,xS�t�� and the motionless
receiver R located at �� ,r ,x� are explicated. The diffracted ray is represented
by the broken segment S�te�-E-R.
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tential field 	 takes the same form as that for a stationary
monopole when expressed in the auxiliary coordinate
system.13 The acoustic pressure is then calculated as the time
derivative of the velocity potential13 p=
�	 /�t where 
 is
the air density. Noting that

�

�t
= �2 �

�tL
− �2c0M

�

�xL
, �7�

it is shown that the acoustic pressure field can be expressed
as the sum of contributions from two stationary sources: a
monopole and a dipole oriented in the direction of source
motion.12 Denoting these relative contributions by p�0� and
p�1�, respectively, the total pressure p due to a harmonic
source of strength P0 can be expressed as11

p = P0��4p�0� − �4 M

ik0
p�1�	 , �8�

where k0 is the wave number, k0=� /c0, � being the angular
frequency of the source.

With constant Mach number, the auxiliary transforma-
tion involves uniform expansion along the three dimensions,
as well as a time dependent translation along the direction x
of source motion. As a result, the transformed geometry is
analogous to that for a stationary source in the original co-
ordinate system. A cylindrical coordinate system ��L ,rL ,xL�
is introduced, relating to that attached to the motionless re-
ceiver by

�L = �, rL = �r, xL = �2�x − c0Mt� . �9�

Remarkably, the polar angle is unaffected by the trans-
formation. As a result, the top angle of the wedge has same
value in both the auxiliary and original coordinate system.
Using Pierce’s formulation,5,15 the expression for the mono-
pole component of the diffracted wave is

p�0� =
exp�− i��tL − LL/c0��

4�LL

ei�/4

�2
�AD�XL+� + AD�XL−�� ,

�10a�

where LL is the diffracted path in the transformed coordi-
nates and AD is the diffraction integral

AD�XL±� =
1

��2



−�

� e−u2

��/2�1/2XL± − e−i�/4u
du , �10b�

XL± = 
LN���±�, �− = � + �S − 2T1, �+ = � − �S,

�10c�


L = �k0rL
S/�LL, N���±� =
cos �� − cos ��±

� sin ��
, �10d�

where �=� / �2�−T� is the wedge index and 
S=�rS.
The expression for the three-dimensional �3D� dipole

field diffracted by a wedge has been derived and has been
validated by laboratory measurements elsewhere.8 For a di-
pole lying along the xL axis, the sound field can be expressed
using8,16

p�1� =
exp�− i��tL − LL/c0��

4�LL

cos �L

LL

ei�/4

�2
��1 − ik0LL�

��AD�XL+� + AD�XL−�� +
i

2
�XL+„1

− �XL+AD�XL+�… + XL−„1 − �XL−AD�XL−�…�� . �11�

Both XL+ and XL−take small values for long diffraction
paths and high frequencies. As a result, the second term in-
side the curly brackets in Eq. �11� can be neglected.8 This
approximation is particularly applicable for source motion in
parallel to the edge of the wedge, as the diffracted path
length increases with the time-dependent source-receiver off-
set x-xS. The dipole component of the pressure then takes a
form similar to the monopole pressure given in Eq. �10�,
except for the directivity coefficient cos �L and the strength
factor �1− ik0L� /LL,

p�1� =
exp�− i��tL − LL/c0��

4�LL

cos �L

LL

ei�/4

�2
�1 − ik0LL�

��AD�XL+� + AD�XL−�� . �12�

The total diffracted pressure is then expressed by substi-
tuting Eqs. �10� and �12� into Eq. �8�,

p = �4P0
exp�− i�tL�

4�

exp�ik0LL�
LL

ei�/4

�2

�
1 + M cos �L�1 −
1

ik0LL
	��AD�XL+� + AD�XL−�� .

�13�

Transforming back into the coordinate and time system
�x ,y ,z , t� attached to the receiver is straightforward, noting
that

LL = ���r + �rS�2 + xL
2 = �2L�1 − M cos �� , �14a�

tL −
LL

c0
= te = t −

L

c0
, �14b�

and

cos �L =
xL

LL
=

cos � − M

1 − M cos �
. �14c�

The diffracted acoustic pressure wave due to a mono-
pole in uniform motion in parallel to a rigid wedge is repre-
sented by

p = P0
exp�− i�t�

4�

exp�ik0L�
L�1 − M cos ��2 � � ei�/4

�2

1

−
1

ik0L

M cos � − M2

1 − M cos �
�
AD� X+

�1 − M cos �
	

+ AD� X−

�1 − M cos �
	�� , �15�

where AD is defined as in Eq. �10b� with

X± = 
N���±�, 
 = �k0rrS/�L . �16�
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In Fig. 2, the sound pressure level �SPL� for the dif-
fracted wave is plotted for discrete frequencies 100 Hz, 1
and 5 kHz, for a point source moving at Mach number 0.3
��360 km/h which is a plausible speed for a high train, for
example� in the vicinity of a semi-infinite rigid half plane
�T=0; �=1/2� with source, receiver, and obstacle edge at
heights 1, 1.2, and 2 m, respectively. The shortest horizontal
separation from the obstacle to the source is 10 m and that to
the receiver on the other side is 20 m. Coincident solid and
dotted lines show, respectively, the results of calculations by
means of the approximation in Eq. �15� and using the full
dipole component given in Eq. �11�. Such coincidence vali-
dates the approximation used to derive Eq. �15� along the
whole source trajectory. Dashed lines show the SPL calcu-
lated for a corresponding stationary source—i.e., a station-
ary monopole located at the position xS�te� of emission.
Comparison with the predictions for the moving source en-
ables an assessment of the effects of source motion other
than the geometrical change in location of the source posi-
tion. The SPL is higher than for a stationary source when the
source approaches the receiver �xS�te��0�, and lower when
it is receding �xS�te��0�.

It should be noted that the maximum in SPL is predicted
to occur when the source is approaching the receiver, hence,
before the point of closest source-receiver approach. These
effects are directly related to the Doppler factor
�1−M cos ��−1 and the convection coefficient
�1−M cos ��−2 in Eq. �15�. Both are larger than 1 on
approach—leading to higher pressure amplitude �cf. Eq.
�15��—and smaller than 1 on recession resulting in lower
SPL. The shift of the peak towards the approaching source
position is due to the nonlinearity �and, hence, nonsymme-
try� of the logarithm function used to express the SPL in
decibels �dB� while �1−M cos �� shows symmetry around
the value 1. These observations are consistent with previous
results for a source moving in the absence of obstacles13 for
which similar observations can be made in accordance to
variations in the Doppler factor around 1.

III. APPLICATIONS TO OUTDOOR ACOUSTICS

A. Effect of source motion on barrier attenuation

Barrier attenuation is typically characterized by the in-
sertion loss �IL�: the ratio in dB of the total pressure wave
perceived at the receiver �Eq. �15�� to the direct sound field
pdir that would occur in the absence of any obstacle

IL = − 10 log��p�t�/pdir�t��� . �17a�

In the case of a source in motion11,13,14

pdir�t� = P0
exp�− i�t�

4�

exp�ik0R�
R�1 − M cos � sin ��2

�
1 −
M

ik0R
� cos � sin � − M

1 − M cos � sin �
	� , �17b�

where R is the length of the direct source-receiver path, �
and � are its azimuthal and elevation angles, such that
cos � sin �=−xS�tdir� /R, with tdir= t−R /c0 the emission
time of the direct wave. Due to the path difference be-
tween the direct and the diffracted wave the latter has
been emitted earlier: te� tdir.

Figure 3 shows the IL predicted for the same source and
receiver locations as in Fig. 2 and calculated for the same
discrete frequencies. The solid lines show the IL predicted
for a source moving at Mach number 0.3, whereas dotted
lines show the IL predicted for the corresponding stationary
source. The IL predicted for the moving source is within only
1 dB of that predicted for a stationary source. Recalling the
expression for the diffracted wave given in Eq. �15�, we
point out that the magnitude of the IL depends strongly on
the ratio of the convection factors �1−M cos ��2 / �1
−M cos � sin ��2. The latter is close to 1 when the path dif-
ference between direct and diffracted pressures is not large
�L /R�1�, which is the case for large source offset, for ex-
ample. The expression for the magnitude of the IL due to a
source in motion is then close to that for the corresponding
stationary source, except for the Doppler factor in the argu-
ment of the diffraction integrals AD. The general trend,
showed clearly in Fig. 3 for 1 and 5 kHz is explained by the
fact that the IL is predicted to increase with the argument of
decreasing function AD. When the source is approaching, the
Doppler factor �1−M cos ��−1 is greater than 1 and the pre-

FIG. 2. Diffracted pressure for a source in uniform motion at Mach 0.3
along a half plane at discrete frequencies 100 Hz �thin lines�, 1 kHz �thick
lines�, and 5 kHz �thicker lines�. Coinciding solid and dotted lines of the
same thickness correspond to the approximate solution in Eq. �15� and the
full expression with dipole component expressed using Eq. �11�, respec-
tively. Dashed lines correspond to predictions for the corresponding station-
ary source at position of emission. The source trajectory is 1 m below the
edge, with horizontal separation 10 m; the receiver is 0.8 m below the edge
at distance 20 m.

FIG. 3. IL for the same source and obstacle as for Fig. 2, for discrete
frequencies 100 Hz �thin lines�, 1 kHz �thick lines�, and 5 kHz �thicker
lines�. Solid lines show the IL for a source moving at Mach number 0.3,
dashed lines show the IL for the corresponding stationary source.
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dicted insertion loss for a source in motion will be larger
than for a stationary source located at the point of emission
xS�te�. This trend is reversed when the source recedes from
the receiver, with smaller predicted IL than in the motionless
case.

The predicted influences of the Doppler and convection
factors on the barrier attenuation are small and the effects of
motion on the IL are mainly related to the change in source
position over the trajectory. It can be concluded therefore
that usual schemes to estimate barrier attenuation for station-
ary sources—such as Maekawa’s3—can apply to screen de-
sign in situations involving sources in motion, particularly at
low speed.

On the other hand, for the sake of accuracy, noise pre-
dictions must account for source displacement and convec-
tion in order to properly describe the absolute pressure field.
As shown in Fig. 2, the maximum in predicted SPL occurs
before the source reaches the shortest separation to the re-
ceiver, hence, the resulting sound field is somewhat affected
by source motion and it is necessary to account for the con-
vection and Doppler effects in its formulation. For typical
outdoor situations it is important to allow for the presence of
ground around the barrier. This is the subject of the next
section. A further related analysis of the effects of ground
discontinuity on the sound field of a moving source follows
this.

B. Barrier in the presence of ground

Sound propagation around a rigid barrier on the ground
is a classical problem. In the case of hard ground on both
sides of the barrier, the solution may be obtained in a
straightforward manner by means of mirror images. When
the source is screened from the receiver, the total sound field
is the sum of the four diffracted waves, corresponding to the
paths linking the source S and its image S� with respect to
the ground to the receiver R and its image R� via the top edge
of the barrier �Fig. 4�. Denoting with subscript 1 the paths
including a reflection on the source side and by subscript 2
those for which there is a reflection on the receiver side

p = p0 + p1 + p2 + p12, �18�

where p0 stands for the diffracted wave obtained for path 0,
linking source to edge to receiver with no ground reflection.
Subscript K�0,1 ,2 ,12 is used in the following for general
formulas valid for all four diffraction paths.

Using the same reference systems as in Sec. II, the co-
ordinate vectors of the image source and the image receiver
are rS� and r�, respectively. In the Cartesian coordinate sys-
tem �x ,y ,z�:

rS��t� � �− c0Mt, yS,− zS�, r��t� � �0,y,− z� , �19a�

whereas in the cylindrical coordinate system �r ,� ,x�:

rS��t� � �rS�,2� − �S,− c0Mt�, r��t� � �r�,2� − �,0� .

�19b�

Let zE be the barrier height; then

rS� = rS�1 − 4
zE

rS
�cos �S −

zE

rS
	 , �20a�

r� = r�1 − 4
zE

r
�cos � −

zE

r
	 . �20b�

Obviously the four diffracted paths have different
lengths and as a result, each contribution in Eq. �18� has been
emitted at a different time tK, solution of

LK = c0�t − tK� , �21a�

where the LK’s are the diffracted path lengths

L0 = ��rS + r�2 + �c0Mt0�2,

L1 = ��rS� + r�2 + �c0Mt1�2,

L2 = ��rS + r��2 + �c0Mt2�2,

L12 = ��rS� + r��2 + �c0Mt12�2. �21b�

The components of the Mach number in the direction of
the diffracted rays MK’s are determined from the diffraction
angles �K by

MK = M cos �K = − M
c0MtK

LK
. �22�

Solving Eq. �21�, each pressure wave component is calcu-
lated from Eq. �15�, substituting the appropriate �image�
source and �image� receiver coordinates, as well as the cor-
responding diffracted path and angle, LK and �K. The total
pressure is then calculated by substitution into Eq. �18�.

In the presence of soft ground on either or both source
and receiver side of the barrier, the corresponding reflection
coefficients differ from 1 �hard ground�. Equation �18� must
be amended to account for ground reflections.4 It is then
necessary to consider the monopole and dipole components
of the pressure field as expressed in Eq. �8� separately. Let �1

and �2 be the admittance of the ground on the source and
receiver side, respectively. As in the previous section, sub-
script 1 denotes a reflection on the source side, whereas sub-
script 2 corresponds to a reflection on the receiver side.

FIG. 4. Geometry for a source in uniform motion in parallel to a thin barrier
above the ground. The diffraction path “12” with reflection on both sides of
the barrier is represented by thick lines.
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The monopole component expressing the sound field
due to a stationary monopole in the presence of a barrier over
the ground is given by Jonasson.4 In the auxiliary coordi-
nates

p�0� = p0
�0� + Q1p1

�0� + Q2p2
�0� + Q1�Q2�p12

�0�. �23�

The diffracted monopole pressures pK
�0� are calculated after

Eq. �10�. Dashes on the reflection coefficients applied to the
last term of Eq. �23� denote the fact that the emission time
for p12 is different from those for p1 and p2. In accordance
with Huygens’s principle that considers the diffracted
wave as emitted by a secondary source located at the edge
of the obstacle,5 the spherical wave reflection coefficients
are calculated for the paths joining the image source and
the image receiver to the edge of the barrier,7 respectively


1 =
rS�

r + rS�
L1,

�24�


2 =
r�

r� + rS
L2, 
1� =

rS�

r� + rS�
L12, 
2� =

r�

r� + rS�
L12.

Use of the Doppler-Weyl Van der Pol formula,11 with i
�1,2, gives

Qi = RPi + �1 − RPi�F� wi

�1 − Mi
	, Mi = M cos �i,

�25a�

where RPi is the plane wave reflection coefficient

RPi =
cos �i − �i

cos �i + �i
, �25b�

and F is the boundary loss function

F� wi

�1 − Mi
	 = 1 + i��

wi

�1 − Mi

exp�−
wi

2

1 − Mi
	

�erfc�− i
wi

�1 − Mi
	 , �25c�

where erfc is the complementary error function and wi is the
numerical distance,

wi = �− 1
2 ik0
i�1/2�cos �i + �i� , �25d�

cos �1 = �zS + zE�/
1, cos �2 = �z + zE�/
2. �25e�

Equations �25a�–�25e� hold for the calculation of Q1� and
Q2� after substituting dashed parameters.

The dipole component of the pressure field is expressed
in the auxiliary coordinate system, recalling the solution for
the stationary dipole by Buret et al.8 For a dipole along the
xL axis

p�1� = p0
�1� + Q1p1

�1� + Q2p2
�1� + Q1�Q2�p12

�1� +
�Q1

�xS
p1

�0�

+
�Q1�

�xS
Q2�p12

�0�, �26�

where the same notations as in Eq. �23� are used, with su-
perscript �1� denoting pressure due to dipole sources. The
diffracted pressures pK

�1� are calculated after Eq. �12�. The last
two terms in Eq. �26� involving the diffracted monopole
pressures p1

�0� and p12
�0� can be neglected due to small varia-

tions of the spherical wave reflection coefficient in the
horizontal plane. The acoustic pressure field due to a point
source moving along a barrier over arbitrary ground is
then straightforward, summing the monopole and the di-
pole contributions and transforming back into the coordi-
nate system attached to the receiver

p = p0 + Q1p1 + Q2p2 + Q1�Q2�p12, �27�

pK = P0
exp�− i�t�

4�

exp�ik0LK�
LK�1 − M cos �K�2 � �1 + i

2

1

−
1

ik0LK

M cos �K − M2

1 − M cos �K
�
AD� XK+

�1 − M cos �K
	

+ AD� XK−

�1 − M cos �K
	�� , �28a�

K � 0,1,2,12. �28b�

Calculation of the pressure field is given in Fig. 5�a� for
hard ground on the source side and soft ground on the re-
ceiver side, and in Fig. 6�a� for soft ground on both sides.
Figures 5�b� and 6�b� show the calculation of the SPL for a
stationary source in the corresponding geometry, with offset

FIG. 5. �a� Sound field due to a source
moving at Mach number 0.3 along a
thin barrier of height 2 m. The source
path is 10 m away from the barrier, at
height 1 m. The receiver is in the
shadow zone, 20 m away from the
barrier and at height 1.2 m. The
ground is hard ground on the source
side and soft ground ��e

=140 kPa s m−2 and �e=35 m−1� on
the receiver side. �b� Sound field due
to a corresponding stationary source in
the same geometry as �a�, with offset
varying from 0 to 200 m.
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varying from 0 to 200 m. �The symmetrical pattern for offset
−200 m to 0 is not shown�. With common y axis, comparing
with Figs. 5�a� to 5�b�, to 6�a� and 6�b� allows assessing the
effect of source convection which are not related to the
change of source location along the trajectory—that is the
influence of the Doppler and convection factors in the for-
mulation of the sound field. For both Figs. 5 and 6, soft
ground is characterized by a two parameter model
admittance17 with flow resistivity �e=140 kPa s m−2 and po-
rosity rate �e=35 m−1. The pressure field is found to be
asymmetric along the source trajectory. Lower levels are pre-
dicted when the source recedes from the receiver �xS�t0��0,
�1−M cos �K�−2�1�, whereas sensitivity of the sound field
to source motion is predicted to be more important on source
approach �xS�t0��0, �1−M cos �K�−2�1�, for which the de-
formation of the SPL pattern is stronger. Expectedly, strong
interference between the four components of the acoustic
pressure is predicted at high frequencies. The two dips re-
lated to the reflections on each side of the barrier are identi-
fiable, particularly at large offsets and for source recession.
Comparing Figs. 5 and 6, it is also predicted that sensitivity
to motion is somewhat more important for soft ground than it
is for hard ground.

C. Source in motion parallel to a ground discontinuity

A semiempirical formula for the sound field due to a
stationary source in the presence of a ground discontinuity
has been derived by De Jong et al.,6 considering the super-
position of two half-planes with different admittance. This
model was shown to be valid in 3D situations for which the
propagation path is not necessarily perpendicular to the
discontinuity,18 and was later extended to dipole sources.8

Derivation of the acoustic pressure field for source motion in
parallel to the discontinuity is then straightforward, after Eq.
�8�.

Consider an admittance step coinciding with the x axis,
as shown in Fig. 7. Let a source S be in uniform motion at
height zS, in parallel to the discontinuity. The ground on the
source side is characterized by its specific admittance �1 and
that on the receiver side by �2. The direct wave reaching
receiver R at time t has been emitted at instant te, following
path R=c0�t− te� with azimuthal angle � and elevation angle
�. The reflected wave reaching R at time t �denoted by

dashed parameters in the coordinate system attached to the
receiver� has been emitted at retarded time te� and has fol-
lowed path R�=c0�t− te�� with azimuthal and elevation angles
��=��te�� and ��=��te��, respectively. The expressions for
R ,� ,� and R� ,�� ,�� are not detailed here for brevity, their
derivation from a kinematics analysis for the source and its
image with respect to the ground is straightforward.12,13

The diffracted wave follows path L as per defined in Eq.
�3�. Its time of emission te� is calculated after Eqs. �3� and �4�.
In the following, a double dash denotes corresponding pa-
rameters in the coordinate system attached to the receiver.

In the auxiliary coordinate system, the monopole com-
ponent of the acoustic pressure for a single discontinuity is,
after De Jong et al.6

p�0� =
exp�− i�tL�

4�

 exp�ik0RL�

RL
+ QG�

exp�ik0RL��
RL�

+ �Q1� − Q2��
1 + i

2

exp�ik0LL�
LL

DL� , �29a�

where LL is the diffraction path in the auxiliary coordinates
for a horizontal half-plane whose edge coincides with the
ground discontinuity and DL=AD�XL+�+AD�XL−� the sum of
the two diffraction integrals given in Eq. �10�. The quantity
QG� is the spherical wave reflection coefficient at the point of
specular reflection, with G�1 or 2 depending on the geom-
etry. The quantities, Q1� and Q2�, are the spherical wave re-
flection coefficients for each type of ground. They are calcu-
lated after the Doppler-Weyl-Van der Pol formula11

FIG. 6. Same as Fig. 5 but with soft
ground on both sides of the barrier.

FIG. 7. Geometry for a source in uniform motion in parallel to a ground
discontinuity.
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Qi� = RPi� + �1 − RPi� �F� wi�

�1 − MR�
	 , �29b�

with MR� as the component of the Mach number in the direc-
tion of propagation of the reflected wave

MR� = M cos �� sin ��, �29c�

RPi� =
cos �� − �i

cos �� + �i
. �29d�

The expression for the boundary loss function F is
analogous to that given in �25c�, with

wi� = �− 1
2 ik0R��1/2�cos �� + �i� . �29e�

When the point of specular reflection coincides with the ad-
mittance step, RL�=LL and XL+=0. With AD�0�=−�1− i� /2,
the continuity of the monopole component of the acoustic
pressure is ensured.

The dipole component is also expressed as the sum of a
direct, a reflected, and a diffracted pressure wave to which
are applied the appropriate reflection coefficients. The for-
mulation for the direct and the reflected fields are straight-
forward after Li et al.19 The diffracted wave is calculated
after Buret et al.8 and the total dipole contribution is ex-
pressed as

p�1� =
exp�− i�tL�

4�
��R

1 − ik0RL

RL

eik0RL

RL

+ �R�
1 − ik0RL�

RL�

eik0RL�

RL�
QG�

+
1 + i

2

eik0LL

LL

�L

1 − ik0LL

LL
�Q1� − Q2��

+
��Q1� − Q2��

�xL
�DL� , �30a�

with the directivity factors given by

�R = cos �L sin �L,

�R� = cos �L sin �L� ,

�E = cos �L sin �E,L. �30b�

In the earlier equation, �L, �L, and �L are, respectively,
the azimuthal angle, the elevation angles for the direct ray
and the elevation angle for the reflected ray in the auxiliary
coordinates. The quantity, �E,L is the elevation angle of the
ray linking the source to the admittance step. Corresponding
angles in the coordinates system attached to the receiver are
shown in Fig. 7. Remarkably, when the specular reflection
occurs at the admittance step: �R� =�E=cos �L and continuity
of the acoustic pressure is ensured. The very last term in Eq.
�30a� can be neglected, as variations of the spherical wave
coefficient in the horizontal directions are known to be
small.8 Equation �30� then simplifies to an expression analo-
gous to that of the monopole component given in Eq. �29�.

The total pressure field is derived by substituting Eqs.
�29� and �30� into Eq. �8�. Transforming back into the coor-
dinate system attached to the receiver is straightforward by
means of the relations in Eq. �14� and noting that11

RL = �2R�1 − M cos � sin ��, tL −
RL

c0
= t −

R

c0
,

�R =
cos � sin � − M

1 − M cos � sin �
, �31a�

RL� = �2R��1 − M cos �� sin ���, tL −
RL�

c0
= t −

R�

c0
,

�R� =
cos �� sin �� − M

1 − M cos �� sin ��
, �31b�

and

�E =
cos �� − M

1 − M cos ��
=

cos �� sin �E� − M

1 − M cos �� sin ��
. �31c�

The pressure field for a source in uniform motion along
an admittance discontinuity is then expressed as

p = pdir + QGprefl + �Q1 − Q2�pdiffr, �32a�

where pdir, prefl, and pdiffr represent the direct, reflected, and
diffracted waves, respectively,

pdir = P0
exp�− i�t�

4�

exp�ik0R�
R�1 − M cos � sin ��2

�
1 −
M

ik0R
� cos � sin � − M

1 − M cos � sin �
	� , �32b�

prefl = P0
exp�− i�t�

4�

exp�ik0R��
R��1 − M cos �� sin ���2

�
1 −
M

ik0R�
� cos �� sin �� − M

1 − M cos �� sin ��
	� , �32c�

pdiffr = P0
exp�− i�t�

4�

1 + i

2

exp�ik0L�
L�1 − M cos �� sin �E��2

�
1 −
M

ik0L
� cos �� sin �E� − M

1 − M cos �� sin �E�
	�

� 
AD� X+

�1 − M cos �� sin �E�
	

+ AD� X−

�1 − M cos �� sin �E�
	� . �32d�

Figure 8�a� shows the calculation of the SPL calculated
according to Eq. �32� as a function of the source position at
emission of the reflected wave xS�te�� with a 33%-hard
ground mix �when the proportion of hard ground below the
sound propagation path is 33%�. The source is moving at
Mach number 0.3 with its track located 10 m away from the
admittance step at height 1 m above hard ground. The re-
ceiver is located 20 m away from the discontinuity, 1.2 m
above soft ground characterized by a two parameter model
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admittance17 with flow resistivity �e=140 kPa s m−2 and po-
rosity rate �e=35 m−1. Figure 8�b� shows the SPL for the
corresponding stationary source at offset 0–200 m and
allows assessing the effects of source motion. The corre-
sponding instantaneous excess attenuation EA
=10 log��p�t� / pdir�t��� is shown in Fig. 9�a�, for the source at
offset 100 m on approach �xS�te��=−100 m, thick solid line�
and recession �xS�te��= +100 m; thin solid line� and for the
corresponding stationary source �dashed line�. In Fig. 9�a�,
dotted lines of different thickness showing the calculation at
closet position �xS�te��=0� for moving and stationary source,
respectively, are coinciding: effects of motion on ground at-
tenuation when the source is close to the receiver can be
neglected. Figure 9�b� shows the excess attenuation but for
the source track over hard ground 20 m away from the ad-
mittance step and receiver over soft ground 10 m away �the
proportion of the sound path occurring above hard ground is
66%�.

As was noted previously in the case of homogenous
ground,11 the effects of motion are predicted to be small.
Again, it is predicted that the SPL shows a dissymmetry
along the source motion due to the Doppler shift and the
convection factor that affect the location and magnitude of
the ground effect dip. As clearly shown in Fig. 9, this is

predicted to result in lower SPL than for a stationary source
when the source approaches the receiver �xS�te���0�, up to
the frequency of the ground effect dip and higher levels from
the dip up to the interference in the high frequencies. This
trend is reversed when the source recedes from the receiver.
On source approach, the ground effect dip is slightly sharper
and deeper than that for a stationary source, whereas on re-
cession it is slightly broader and shallower. This is due to the
Doppler factor within the argument of the boundary loss fac-
tor as given in the Doppler-Weyl-Van der Pol formula �cf.
Eq. �29b��: on source approach the absorbing ground is seen
as softer, whereas it is seen as harder on recession. On the
other hand, comparing Figs. 9�a� and 9�b�, the sound field is
predicted to be little affected by the change of the proportion
in the ground mix covering the source—receiver path.

IV. CONCLUDING REMARKS

It has been shown that the problem of diffraction of the
sound field due to a source in motion parallel to a semi-
infinite rigid wedge is strongly analogous to the case of a
stationary source, as a result of the conservation of the ge-
ometry in the cross-sectional plane of the obstacle. By means
of an auxiliary coordinate system and the formulations for
monopole and dipole sources, a closed-form formula for the
diffracted sound field due to a monopole in uniform motion
parallel to a diffracting edge has been derived that is similar
to Pierce’s solution for a stationary monopole and its exten-
sion to dipole sources.

Although motion results in dissymmetry of the dif-
fracted pressure along the source trajectory, its effects on
barrier attenuation are predicted to be limited. In particular
the effects on IL are predicted to be minimal so that design
schemes used for stationary sources are valid also for sources
in motion.

On the other hand, predictions for the absolute sound
pressure levels must account for the influence of the convec-
tion and Doppler factors on the resulting sound field.

New models have been derived for propagation of sound
due to sources moving parallel to barriers in the presence of
the ground and greater sensitivity to motion is predicted on
source approach and for softer grounds. De Jong’s semi-
empirical model for propagation in the presence of a ground
discontinuity has been extended also to the case of source

FIG. 8. �a� SPL �re. Arbitrary refer-
ence� for a source moving at Mach
number 0.3 parallel to an admittance
discontinuity, 10 m away from it, at
height 1 m. The receiver is 20 m away
from the step line at height 1.2 m. The
ground on the source side is hard, the
ground on the receiver side is charac-
terized by �e=140 kPa s m−2 and �e

=35 m−1. The proportion of the sound
path occurring above hard ground is
33%. �b� SPL for a stationary source in
the same geometry as in �a�, with off-
set varying from 0 to 200 m.

FIG. 9. Instantaneous excess attenuation �a� for the same configurations as
in Fig. 8, �b� for a proportion of hard ground over the propagation path of
66% �source path over hard ground 20 m away from the discontinuity, re-
ceiver 10 m away, over soft ground�. �—� Approaching source xS�te��
=−100 m, �—� Receding source xS�te��=100 m, �---� stationary source at
offset xS=100 m, �¯¯·� moving source at closest separation �xS�te��=0� and
coinciding with the calculation for a stationary source at closest separation
�¯¯¯¯¯�.
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motion along an admittance step. Sensitivity to source mo-
tion is also predicted to be stronger on source approach,
whereas it is predicted to be little affected by the proportion
of hard and soft ground covering the sound propagation path.

Further extensions of this work could include effects of
absorptive barriers and impedance strips parallel to the axis
of source motion.
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Internal wave effects on the ambient noise notch in the East
China Sea: ModelÕdata comparison
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The vertical directivity pattern of the ambient noise field observed in shallow water is typically
anisotropic with a trough in the horizontal. This trough, often called the ambient noise notch,
develops because downward refraction steepens all rays emanating from near the sea surface.
Variability in the environment has the potential to redistribute the noise into shallower angles and
thereby fill the notch. In the present work, a model for the width and depth of the ambient noise
notch is developed. Transport theory for acoustic propagation is combined with a shallow water
internal wave model to predict the average output of a beamformer. Ambient noise data from the
East China Sea are analyzed in the 1-to-5-kHz band. Good agreement between the model and the
data for both the width and depth of the ambient noise notch is obtained at multiple frequencies,
suggesting that internal wave effects are significant. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2225458�

PACS number�s�: 43.30.Bp, 43.30.Ft, 43.30.Nb �DRD� Pages: 1284–1294

I. INTRODUCTION

The vertical directivity pattern of ambient noise often
displays a pronounced trough in the horizontal direction. In
shallow water, appropriate conditions for the existence of
this trough include a mixed layer of warm water near the sea
surface. Downward refraction then causes noise generated in
this mixed layer by the wind or distant shipping to propagate
at relatively steep angles. The resulting noise trough at rela-
tively shallow angles is often called the ambient noise notch.
When present, the ambient noise notch may have significant
impact on passive detection schemes; in effect, it creates a
window to look through the noise for targets of interest.
Oceanographic phenomena like internal waves, however,
have the potential to redistribute noise into shallow angles
and thereby fill the noise notch. Consequently, being able to
predict the extent to which a noise notch will exist under
different oceanographic conditions is highly desirable.

Based on Belousov and Furduev,1 Fig. 1 shows the ver-
tical directivity pattern of ambient noise. While highly ideal-
ized, the figure is useful for describing the pattern’s basic
characteristics and for defining the quantities of interest. In
shallow water, the noise is typically stronger looking above
horizontal, Bup, than looking below horizontal, Bdown. The
ratio Bdown/Bup can be used to estimate the bottom
reflectivity.1–6 The average of Bdown and Bup is Bavg. The
ambient noise notch has width 2�0 and relative depth
Bnotch/Bavg. The notch width can be estimated from simple
application of Snell’s law,1,7,8 but estimating the expected
notch depth is more challenging. In the present work, a
model is derived for the width and depth of the noise notch
in the presence of shallow water internal waves. The empha-
sis is on frequencies between 1 and 5 kHz.

There have been numerous approaches to modeling the
ambient noise field in general and the ambient noise notch in

particular. The early emphasis was on deep-water, low-
frequency applications, but in recent years shallow water and
higher frequencies have attracted attention. Ray-based ana-
lytical models include those derived by Dashen and Munk9

and by Harrison.10 A recent ray-based numerical model has
been developed by Ferat and Arvelo.11 Kuperman and In-
genito’s work12 has been the basis for models using normal
modes. The parabolic equation method has been used
alone,13 in conjunction with normal modes,14 and in conjunc-
tion with Monte Carlo techniques.15 Dating apparently to a
paper by Kuryanov and Klyachin,16 Russian noise notch
models use simplified versions of transport theory to derive
very simple formulas for the noise notch depth.1,2,17,18

Evans19 recently used a fuller version of transport theory to
predict the noise notch characteristics in deep water at
50 Hz.

In the present work, a fuller implementation of transport
theory is combined with a modern shallow water internal
wave model to calculate the noise notch characteristics. Of
concern is not the specific mechanisms for generating noise
in the 1-to-5-kHz band, but rather for the way in which it is
coupled into the sound speed duct and thereby affects the
ambient noise notch. In Sec. II, the model is derived. The
Dozier-Tappert transport theory for acoustic propagation is
combined with a shallow water version of the Garrett-Munk
internal wave model. Computationally efficient techniques
for implementing the combined model are discussed. In Sec.
III, the model is tested using data collected in the East China
Sea as part of the 2001 ASIAEX experiment.20 Assuming
only a typical internal wave strength and with no further
adjustable parameters, excellent agreement is obtained be-
tween the model and the data at multiple frequencies. Impli-
cations of the results and suggestions for future research are
in Sec. IV.
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II. MODEL

Since internal waves are ubiquitous in the ocean, their
effect on the noise notch must be considered. From the
standpoint of acoustic modes, internal waves drive energy
from the high-order modes that are excited by the noise
sources into low-order modes that then propagate. A beam-
former steered from the vertical into the horizontal direction
is sensitive to these now populated low-order modes. The
result is a noise notch that is diminished from what would
exist in the absence of internal waves.

Developing a complete model for the ambient noise
notch requires constituent models for the beamformer, for
acoustic propagation, and for the internal waves. These con-
stituent models are developed in Secs. II A–II C. The reader
interested only in the final combined model is referred to
Sec. II D. Comments on implementation are deferred
to Sec. II E.

A. Beam-formed noise model

Let Pn represent the total time-harmonic exp �−i2�ft�
noise field measured on the nth element of a vertical array.
Assuming the array elements are uniformly spaced � apart,
the output B��� of a Bartlett beamformer is

B��� = ��
n=1

N

wn
*Pn�2

, �1�

where the weights

wn = exp �ik��n − 1�sin �� . �2�

Beamformer steering angle �=0 corresponds to the horizon-
tal and the presumed direction of the noise notch. The wave
number k is proportional to the frequency f and is calculated
using the sound speed in the vicinity of the array. The total
noise field is modeled as being the sum of contributions from
L noise sources

Pn = �
l=1

L

p�l��zn� , �3�

where the superscript is the noise source index and the de-
pendence on the depth of the receiving element zn is made

explicit. The field from the �l�th source is written in a nor-
mal mode expansion

p�l��zn� = �
m=1

M

Am
�l��m�zn�/��mr�l�. �4�

The real mode functions �m and wave numbers �m are de-
termined using the average background sound speed profile
c0�z�. For a range-dependent environment featuring shallow
water internal waves, the complex mode amplitudes Am in-
clude the effects of mode coupling. Implicitly, each Am is a
function of the range r�l� between that noise source and the
array.

Combining Eqs. �1�–�4�, the beamformer output can be
written in matrix form

B��� = w†�C�†w , �5�

where † denotes the conjugate transpose. The N elements in
the column vector w are given by Eq. �2�. In the usual matrix
notation, the elements in � and C are, respectively,

�nm = �m�zn�/��m, �6�

Cmm� = �
l,l�

Am
�l�Am�

�l��*/�r�l�r�l��. �7�

When the number of noise sources L is large, the dominant
terms in C lie along the diagonal. Retaining only these terms
and using the Kronecker delta function,

Cmm� � �mm��
l=1

L

	Am
�l�	2/r�l�. �8�

The validity of the approximation Eq. �8� will be tested in
subsequent numerical calculations.

In a practical problem, the beamformed noise will be
random and it is desirable to calculate the average of Eq. �5�.
This averaging is approximated in two steps, the first consid-
ering randomness in the environment and the second consid-
ering randomness in the position of the noise sources. The
randomness in the environment is embedded in the complex
mode amplitudes. For noise source l, define

�m
�l� 
 �	Am

�l�	2� . �9�

The average mode intensity, Eq. �9�, can be calculated using
the transport theory outlined in the following section. Im-
plicit in the calculation is that the location of noise source l is
known. If the noise source locations are not known, they too
are treated as being random. Statistical information about the
range, depth, and bearing for the noise sources relative to the
receiving array might be known for a particular location or
scenario. As a simple but relevant example, assume that both
the range and the depth for each of the L noise sources in Eq.
�3� is an independent, identically distributed �i.i.d.� random
variable. Using Eqs. �5�, �8�, and �9�:

�B���� = w†��C��†w , �10�

where �C� has elements

FIG. 1. �Color online� Idealized vertical directivity pattern of ambient noise.
The ambient noise notch has relative depth Bnotch /Bavg and width 2�0. Figure
modeled after Belousov and Furduev.1
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�Cmm�� � �mm�L�r−1�m� . �11�

Note that the i.i.d. assumption permits the superscript l to be
dropped as each noise source has the same statistical distri-
bution.

In the remainder of this section, models for acoustic
propagation and shallow water internal waves are developed
that permit Eqs. �10� and �11� to be evaluated.

B. Acoustic propagation model

To implement Eq. �10� for the average beamformed
noise, it is necessary to calculate the average intensity �m for
each acoustic mode m as a function of propagation range. In
this section, the pertinent results from the Dozier-Tappert
modal transport theory21–23 are summarized.

Equation �4� gives the coupled mode representation for
the field due to an individual noise source. In the narrow
angle parabolic approximation, the mode amplitude Am sat-
isfies

�Am

�r
− ��m + i�m�Am = − i�

n

	mnAn, �12�

where the mode coupling coefficient,

	mn�r� =
k2

��m�n

 ��c�r,z�/c0�z���m�z��n�z�dz , �13�

quantifies the dependence on the range- and depth-varying
sound speed perturbation �c. A perturbation expansion gives
the modal attenuation �m as

�m =
2�f

�m

 ���z�/c0�z���m

2 �z�dz , �14�

where ��z� is the volume absorption profile. The original
derivation by Dozier and Tappert21 considered a deep-water
problem and so neglected modal attenuation. Dozier22 subse-
quently generalized the derivation to include modal attenua-
tion, an important factor for shallow water applications. At
low frequencies, the integration in Eq. �14� need only con-
sider attenuation in the sediment. At the kilohertz frequen-
cies of current interest, the volume absorption profile in-
cludes both the sediment and the water column.

The solution to Eq. �12� has a particularly simple form
for the special case of a range-independent ��c=0� environ-
ment:

Am = �m�zs�ei��m+i�m�r, �15�

where the initial condition is the mode function as evaluated
at the source depth zs. This special case will be used in sub-
sequent sections to test some of the approximations made in
developing the noise notch model.

For the general range-dependent case, a quantity of in-
terest is the correlation function of the mode coupling coef-
ficient 	mn. If the sound speed perturbations form a Gaussian
stochastic process, it follows that the correlation function has
the form

Rmn�r2 − r1� = �	mn�r2�	mn
* �r1�� . �16�

Assuming that the modal attenuation is small over the corre-
lation length of Rmn, Creamer23 shows how an important
quantity is the cosine transform of Eq. �16�,

amn = 2

0




Rmn�r�cos��mnr�dr , �17�

as evaluated at the wave number difference

�mn = �m − �n. �18�

Let � represent a column vector containing the average
mode intensities, Eq. �9�. Equations �12�–�18� provide the
necessary ingredients to derive the transport equation

��

�r
= − S� . �19�

The transport matrix S has elements

Smn = �− amn, m � n ,

2�m + �
n��m

amn�, m = n . � �20�

Note that only the diagonal m=n elements contain the modal
attenuation �m.

The formal solution to Eq. �19� can be written using the
matrix exponential

��r� = exp�− Sr���0� . �21�

The initial conditions ��0� are the mode intensities at the
range r=0 and depth zs of the source.

Dozier22 and Creamer23 were interested in the
asymptotic behavior of the mode intensities. In the
asymptotic limit, the smallest singular value of S determines
the decay rates for all of the modes. In the present applica-
tion, some noise sources will be too close to the receiving
array for the asymptotic result to apply, so the more general
Eq. �21� will be retained.

C. Internal wave model

In deep water, internal waves propagate in many direc-
tions. Since the waves are randomly phased, it is appropriate
to represent their sum as a random process described by a
spectrum. The Garrett-Munk spectral model24 has found
wide application in deep water for these background internal
waves. In shallow water, the situation is more complicated.
In addition to the background field, tidally driven packets of
strong internal waves may propagate from distinct bathymet-
ric features. These internal waves, sometimes called
solibores,25 are strong agents of acoustic mode coupling. In
the present work, only background internal waves are con-
sidered. The choice is justified partly by the fact that the
background internal waves are always present while the soli-
bores are transient. A shallow-water version of Garrett-Munk
model is sketched in a form compatible with the noise notch
model.

To first order, the sound speed perturbation of Eq. �13� is
linearly related to the internal wave displacement ��r� via26
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�c�r� = − � �c0

�z
−

�ca

�z
���r� 
 − �zcP��r� . �22�

In Eq. �22�, �c0 /�z is the gradient of the background sound
speed profile used previously to calculate the acoustic modes
and �ca /�z=0.016 s−1 is the gradient of the adiabatic part
of the sound speed.

As with the acoustic field, it is convenient to use a nor-
mal mode expansion for the internal wave field. The internal
wave modes Wj satisfy the eigenvalue equation

�2Wj

�z2 +
N2�z� − �2

�2 − �i
2 K2Wj = 0. �23�

The boundary conditions are that the internal wave displace-
ments are zero at the sea surface and at the bottom. The
depth-dependent buoyancy frequency N�z� is determined by
the vertical gradient of the water density. The frequency �
and horizontal wave number K for the internal waves are
related by a dispersion relationship. The inertial frequency �i

is known from the latitude of a particular site.
Historically, it has often been assumed that the buoyancy

is a simple function of depth. In deep water, a decaying
exponential model is often used and the internal wave modes
are then calculated using the WKB approximation. In shal-
low water, setting N�z� to a constant lets one then express Wj

using simple sinusoids. For the present application, both of
these approximations are inadequate. The width and depth of
the ambient noise notch will depend on both the background
sound speed profile and the buoyancy profile; it is crucial
that these two profiles are realistic and consistent with one
another. For buoyancy profiles based on experimental data,
Eq. �23� can be solved numerically.27

The spatial correlation for the internal waves is28

���x,y,z���x�,y�,z���

= �
j

 F��, j�Wj�K;z�Wj�K;z��J0�Krd�d� , �24�

where the summation is over the mode index and the inte-
gration is over frequency. The Bessel function arises because
the internal waves are assumed to be statistically homoge-
neous and isotropic in the horizontal. The magnitude-squared
of the difference in horizontal position is rd

2= �x−x��2+ �y
−y��2. Note that the correlation is not statistically homoge-
neous in the vertical as z and z� appear separately. The
Garrett-Munk spectrum,

F��, j� = bEGM�bN0�2 2

�

�i

�3
��2 − �i

2H�j� , �25�

is separable with dependence on mode index j contained in

H�j� =
ns

j2 + j*
2 . �26�

The canonical deep-water value for the characteristic mode
number is j*=3. In shallow water, low-order internal wave
modes dominate and a smaller value is appropriate. The nor-
malization ns is fixed so that the summation of H�j� over all
modes equals unity. Using j*=0, it follows29 that ns=6/�2.

As noted earlier, in deep water the buoyancy frequency
is often modeled as an exponential function of depth where
N0 is the reference value and b, having units of length, is the
e-folding depth. In undoing the effects of the exponential
model, the product bN0 occurring in Eq. �25� is defined by an
explicit integration over the depth of the water column D:28

bN0 
 

0

D

N�z�dz . �27�

For a buoyancy profile observed in an experiment, the inte-
gration can be approximated by numerical quadrature. For
shallow water, bN0 is typically on the order of 1 m/s.

The final parameter in Eq. �25� is the dimensionless in-
ternal wave energy density EGM. In the present formulation,
EGM enters only as a product with b. Using the canonical
deep-water values24 for b and EGM yields bEGM =0.08 m. In
shallow water, bEGM is typically on the order of 1 m or less.
For data taken near Nantucket,30 bEGM was estimated to be
0.5 m.28 For data taken on the New England shelf during the
1996 Coastal Mixing and Optics Experiment,31 bEGM

=0.35 m.32,33. For data taken in a less energetic internal
wave field in the Mediterranean, bEGM =0.135 m.34 In the
model/data comparisons of Sec. III, bEGM will be treated as
the lone adjustable parameter.

D. Combined model

The primary quantity of interest, the average beam-
formed ambient noise, is given by Eq. �10�. The averaging in
Eq. �10� is accomplished in two steps: the matrix � of aver-
age acoustic mode intensities is first calculated, and the re-
sult is then averaged again over the location of the noise
sources as in Eq. �11�. To calculate these averages, it is nec-
essary to combine the models of the previous sections for the
beamformer, the acoustic propagation, and the ocean internal
waves. In this section, these models are combined to yield an
estimate for the average beamformed noise. The matrix ele-
ments amn needed for � are calculated for the shallow water
internal wave model. The formal averages over the noise
source locations are then evaluated.

Equation �24� gives a statistical model for the internal
wave displacements. Using Eq. �22�, this can be translated
into a model for the sound speed perturbations that can, in
turn, be used to calculate the correlation of the mode cou-
pling term 	mn as defined in Eqs. �13� and �16�. Combining
these equations, taking the cosine transform via Eq. �17�,
then rearranging terms yields for the matrix elements

amn =
2k4

�m�n
�

j

 F��, j�	Y jmn�K�	2IK d� , �28�

where

Y jmn�K� = 

0

D

��zcP/c0��m�z��n�z�Wj�K;z�dz . �29�

The integral over depth Y jmn involves the mode functions for
acoustic modes m and n and internal wave mode j. The in-
tegral over range in Eq. �28� can be evaluated35
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IK = 

0




J0�Kr�cos��mnr�dr

= ��K2 − �mn
2 �−1/2, K 
 	�mn	 ,

0, K � 	�mn	 .� �30�

The integral over internal wave frequency � in Eq. �28� can
be approximated. Note that Y jmn is an implicit function of
internal wave frequency through the dispersion relationship
linking K and �. Furthermore, because IK introduces an in-
tegrable singularity, the dominant contribution to the integral
occurs near K= 	�mn	. Evaulating Y jmn at the singularity and
removing it from the integral yields

amn �
2k4

�m�n
�

j

	Y jmn��mn�	2
 F��, j�IK d� . �31�

The approximation in Eq. �31� is effectively the same as the
resonance approximation made by Dozier and Tappert: the
internal wave spectrum is evaluated at a wave number equal
to the difference of two acoustic mode wave numbers.21–23

This fixes the physical length of the internal waves that con-
tribute to coupling between a given pair of acoustic modes.

To complete the calculation of amn, it is necessary to use
a specific form for the internal wave dispersion relationship.
An approximate form26 adequate for present purposes is

K =
j�

bN0
��2 − �i

2�1/2, �32�

where bN0 is given by Eq. �27�. Substituting Eq. �32� into
Eq. �30�,

IK = ���2 − �c
2�−1/2, � 
 �c,

0, � � �c,
� �33�

with cutoff frequency

�c = ��bN0�mn�2/�j��2 + �i
2�1/2. �34�

After substituting the expression for the internal wave spec-
trum �Eq. �25�� and rearranging terms, the mode coupling
term amn reduces to

amn =
4

�

k4

�m�n
bEGM�bN0�2�

j

	Y jmn��mn�	2H�j�I��j� , �35�

where the simplified integral over frequency is

I��j� = 

�c


 �i

�3��2 − �i
2

�2 − �c
2 d� . �36�

This remaining integral can be evaluated in its limiting cases.
When the cutoff frequency �c is large compared to the iner-
tial frequency �i,

I��j� � 

�c


 �i

�2� 1

�2 − �c
2 d� =

�i

�c
2 . �37�

In the other limit, as �c approaches �i,

I��j� � 

�c


 �i

�3 d� =
�i

2�c
2 . �38�

The two limiting cases differ only by a factor of 2. Consis-
tent with the fact that the low-order internal wave modes are
of primary importance in shallow water, numerical calcula-
tions show that Eq. �37� applies to most cases of practical
interest. Using this approximate form for I��j�, together with
the mode weighting Eq. �26� appropriate for j*=0, yields the
final result for amn:

amn =
24

�

k4

�m�n
bEGM�

j

	Y jmn��mn�	2

�mn
2 + �j��i�2/�bN0�2 . �39�

Together with the modal attenuation Eq. �14�, amn defines the
elements in the transport matrix S used to calculate the av-
erage acoustic mode intensities via Eq. �21�.

The remaining task is to average over the noise source
locations. It will be convenient to use a singular value de-
composition of the transport matrix

S = U�VT, �40�

where � is a diagonal matrix with elements �m. Equation
�21� for the mode intensities � is rewritten as

��r� = exp�− Sr���0� = U · �diag�e−�mr�� · VT��0� . �41�

From Eq. �11�, the quantity necessary for calculating the
average beamformer response is � divided by range and then
averaged over the noise source position. In general, both the
range r and the depth zs of the noise source may be random
quantities. Note that � depends on zs only through the initial
conditions, ��0�, and depends on r only through the diagonal
matrix. Consistent with the earlier assumption that the noise
source range and depth are i.i.d. random variables, it follows
that upon averaging:

�r−1��r�� = U · ��diag�r−1e−�mr��� · VT���0�� . �42�

Consider first the average over noise source depth. Define
fz�zs� as the probability density function in depth. Then the
averaged elements in the ��0� matrix are

��m�0�� 
 

0

D

�m�0�fz�zs�dzs = 

0

D

�m
2 �zs�fz�zs�dzs,

�43�

where we recall that �m is the acoustic mode function used
in Eq. �4�. In the literature, it is often assumed that the noise
sources are fixed at depth 1

4 wavelength,12in which case
fz�zs� would be a delta function. The formulation Eq. �43� is
more general and allows one to study the sensitivity of the
final solution to the assumed depths of the noise sources.
Consider next the average over noise source range

�r−1e−�mr� = 

0




r−1e−�mrfr�r�dr . �44�

In lieu of other information, a reasonable assumption is that
the noise sources are uniformly distributed in the horizontal
�x ,y� plane. Then the corresponding probability density
function in range fr�r� has the form
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fr�r� = �nrr , rmin � r � rmax

0, else.
� , �45�

Again to preserve some generality, Eq. �45� admits that the
noise sources might be constrained to lie between some
minimum and maximum ranges, rmin and rmax, respectively.
Combining the last two equations and evaluating the inte-
gral yields finally

�r−1e−�mr� =
nr

�m
�e−�mrmin − e−�mrmax� . �46�

In the limiting case as rmin→0 and rmax→
, the result re-
duces to nr /�m.

To summarize, the objective has been to calculate the
average output from a vertical array beamformer measuring
ambient noise in the presence of internal waves. Transport
theory has been used to model how the acoustic field from a
noise source propagates through internal waves to the receiv-
ing array. The transport matrix S �Eq. �20�� contains ele-
ments that combine the acoustic and internal wave modes via
Eq. �39�. Averaging over the positions of the noise sources is
accomplished in Eqs. �42�–�46�. The result is substituted into
Eq. �10�, yielding the average beamformer output as a func-
tion of the steering direction �. The specific interest is in the
width and depth of the ambient noise notch.

E. Model implementation and testing

The primary computational burden associated with
implementing the model is in calculating the transport matrix
S. Recall that S is a symmetric matrix of size M where M is
the number of acoustic modes retained in the calculation. To
calculate S, it is necessary to evaluate numerous integrals of
the form given in Eq. �29�. The integrand involves two
acoustic modes and one internal wave mode. Of specific in-
terest is the internal wave mode evaluated at the resonant
wave number for the two acoustic modes. Computationally,
this means the internal wave modes must be recalculated for
each unique pair of acoustic modes; if there are M acoustic
modes, then the internal wave modes must be recalculated
M�M −1� /2 times. Moreover, if J internal wave modes are
retained, then there are JM�M −1� /2 integrals to calculate.
At frequencies of a few kilohertz, M will be on the order of
100. If J=20, the number of integrals is on the order of 105.

Given the large number of integrals that must be calcu-
lated, it is not surprising that approximations have often been
made in the literature to reduce the computational load. If
both the background sound speed and buoyancy profiles are
depth independent, all the modes can be expressed using
sinusoids and the integrals evaluated analytically 23. If more
complicated profiles are used and the integrals are to be
evaluated numerically, one approximation is to ignore mode
coupling except for between adjacent pairs of modes;36,18

this reduces the number of integrals to J�M−1�.
Another simplification is to retain only the first internal
wave mode.37

In the present paper, the full calculation is made with all
M acoustic modes and all J retained internal wave modes.
This full calculation can be made computationally tractable.

First, recognize that the acoustic modes must be calculated
only once. The modes are all calculated on the same vertical
grid with uniform fine spacing and stored. The internal
waves must be calculated for the M�M −1� /2 pairs of acous-
tic modes, but a key point is that they can be calculated on a
much coarser grid because invariably J�M. The internal
wave modes are then splined onto the same fine grid as the
acoustic modes. Finally, the integrals are evaluated using a
simple closed-rule quadrature scheme. Order 105 integrals
can be calculated on a laptop computer in a few minutes.
Note also that the integrals are independent of both the in-
ternal wave strength bEGM and the bottom loss. Conse-
quently, the effect on the beamformer output of varying these
two important parameters can be studied without having to
recalculate the integrals.

Another important aspect to implementing the model is
the size of the transport matrix S. As developed by Dozier
and Tappert and used here, transport theory describes how
the average intensity of each acoustic mode �	Am	2� develops
in range. Specifically neglected are cross terms �AmAn

*� where
m�n. Were it necessary to include the cross terms, the size
of S would increase from M to a potentially unmanageable
M�M +1� /2. In the present application, the cross terms are
neglected in going from Eq. �7� to Eq. �8�. The validity of
neglecting these terms can be tested, albeit for the special
case of a range-independent medium, by comparing the av-
erage beamformer output as predicted by the present model
to that predicted using a Monte Carlo approach that implic-
itly includes the cross terms. The calculation is also useful
for defining the notch width and depth as the terms will be
used when examining experimental data in Sec. III.

As a test case, 200 noise sources were randomly distrib-
uted in range between 0.5 and 25 km and in depth between
0.1 and 5.0 m. The simulated sound speed was 1520 m/s to
depth 10 m and 1480 m/s below 30 m with a linear gradient
connecting the two regions. While the sound speed profile in
the water column is synthetic, the sea bed is modeled using
parameter values similar to those observed in the East China
Sea 38. In the Monte Carlo calculation, the complex field at
1.48 kHz due to each noise source was calculated using a
discrete mode sum and Eq. �15�. The complex fields from the
different sources were added at each element in a simulated
32-element receiving array with the combined field that was
then beamformed using Eq. �1�. Finally, the beamformed
field was calculated for 100 different random realizations,
and the result was then averaged. This Monte Carlo result
was compared to the model result �Eqs. �10� and �11�� where
modal cross terms are neglected. The two calculations for the
simulated environment are compared in Fig. 2 using a com-
mon normalization.

The two calculations for the average beamformer output
in Fig. 2 are quite similar for almost all beamformer steering
directions �. Both calculations show energy largely confined
to a band of angles defined by the critical angle of the sedi-
ment. Within this band, both calculations show a notch at �
=0. Defining Bup as the local maximum looking up from
horizontal �negative � and Bdown as the local maximum look-
ing down from horizontal, both calculations have notch
width 2�0�28 deg and notch depth Bavg/Bnotch�20 db. The
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model calculation is symmetric, an even function of � as
would be expected from Eqs. �10� and �11�. The Monte Carlo
calculation, however, is slightly asymmetric with Bup


Bdown. The ratio between Bup and Bdown can be used to
infer the bottom reflectivity.

On the basis of Fig. 2, the model will be used to estimate
the width and depth of the noise notch. The calculations are
made with the understanding that the model is unable to
distinguish subtle differences between the up- and down-
looking directions.

The noise notch in Fig. 2 is approximately 20 dB deep.
For this range-independent environment, the notch depth is
determined by the sidelobes of the beamformer. When inter-
nal waves are included in the calculation, the notch is sub-
stantially shallower as demonstrated in the following section.

III. RESULTS

In the previous section, a model was developed for the
average beam formed ambient noise. The model can be used
to predict both the depth and the width of the ambient noise
notch in the presence of background internal waves. As a
specific test, the model is now applied to data taken in the
East China Sea.

Acoustic and environmental data were collected in the
East China Sea �ECS� between 28 May and 9 June 2001 as
part of the Asian Seas International Acoustics Experiment
�ASIAEX�.20 The ECS is a particularly apt test for the model
as the bathymetry is simple and the internal waves are rela-
tively benign.20,39 ASIAEX was designed as an acoustic
propagation and reverberation experiment, but some ambient
noise data were collected. In this section, ECS ambient noise
data are analyzed in the 0.5-to-5-kHz band. The observed
width and depth of the ambient noise notch is then compared
to that predicted by the model. Finally, the internal wave
strength is varied within the model with the resultant effect
on the expected ambient noise notch quantified.

A. East China Sea noise data

East China Sea operations in ASIAEX were centered
about 29° 40.67� N and 126° 49.39� E. The nominal upper
mixed layer extended to depth 30 m in a nominally 105 m
water column.

Ambient noise data were collected on a 31-element ver-

tical array deployed from the R/V Melville. The deepest ar-
ray element was 7.5 m above the seabed with 21.43 cm
spacing between the elements. All the array elements were
below the nominal thermocline. Noise data were sampled at
12 kHz, bandpass filtered between 0.5 and 5 kHz, and stored
in 0.5-s-long sections. Nearby research vessels, numerous
fishing boats, distant shipping, and the wind all contributed
to the noise field. Other sections of data collected on the
array were previously used to study the reverberation beam
pattern.5

Figure 3 is a typical result showing the ambient noise
beam pattern as a function of frequency and steering angle.
Attention is restricted to ±30° of horizontal. The image is the
result of averaging over 140 consecutive time windows, each
0.5 s in duration. The beam pattern calculated from indi-
vidual 0.5-s time windows may fluctuate, but by averaging
the image is smoothed. The noise notch at 0° is clearly vis-
ible over a broad frequency band as are the local maxima
near ±10°. The local maxima above and below horizontal are
designated as Bup and Bdown, respectively. The angle spanned
by the two maxima is the width of the noise notch.

Figure 4 shows how the beam pattern at 4 kHz evolves
in time over 27 min. The data were taken on 6 June begin-
ning at 12:00:45 local time. To show the effects of local
shipping and beamformer grating lobes, the complete beam
pattern between ±90° is shown. The figure also shows noise
level in the notch and at the local maxima looking both im-
mediately above and below the notch.

Several observations can be made from Fig. 4. The noise
notch is stable over the duration of the measurement. The
noise level in the notch �Bnotch� is typically 3 to 5 dB down
from the local maxima that are observed looking either
above or below the horizontal. The noise peak looking above
horizontal �Bup� is typically greater than noise peak looking
below horizontal �Bdown�, consistent with the reflection loss
from the seabed. The width of the noise notch is �20° and
changes little over the duration of the measurement. The
strong noise level looking up at angles approaching −90° is
presumably from the dynamic positioning of the R/V
Melville stationed above the array. Because the array ele-
ments are spaced at greater than one-half wavelength for
4 kHz, the beamformer has significant grating lobes. As a

FIG. 2. �Color online� Evaluation of model for range-independent environ-
ment. Ambient noise beam pattern predicted by model compared to Monte
Carlo calculation. FIG. 3. �Color online� Example of ambient noise beam pattern observed in

East China Sea. Result is average over 140 consecutive time windows each
of 0.5-s duration. 50-dB dynamic range.
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result, noise from the R/V Melville is also manifest in the
anomalous noise peak near 50°.

The period between 9 and 13 min in Fig. 4 warrants
comment. The high noise level apparent in many steering
directions is believed due to a Chinese research vessel that
approached within a few kilometers. While both Bup and
Bdown increase by several decibels during this period, Bnotch is
relatively unchanged. Presumably, the noise source is too
close to the array for internal waves or other forms of vari-
ability to drive energy from the excited high-order acoustic
modes into the low-order modes sampled by Bnotch.

Figure 5 shows the ambient noise beam pattern at 2 and
3 kHz for the same 27-min period. The results in the vicinity
of the notch are similar at all three frequencies.

The period between 14 and 24 min in Figs. 4 and 5 is
relatively quiescent with no obvious local shipping activity.
In Fig. 6, the width and depth of the noise notch at 2, 3, and
4 kHz is plotted for this quiescent period. �Note that beams
were formed in 1-deg increments so the width of the notch
takes integer values.� The results are stable. In general, the
noise notch gets deeper and narrower as the frequency is

increased from 2 to 4 kHz. At 3 kHz, the average notch
depth is 4.7 dB and the average notch width is 19.7°.

Ambient noise data were also collected on June 7. A
quiescent 7-min section of data beginning at 20:10:00 local
time was studied in detail. Average values for the notch
width and depth for the two dates are tabulated along with
predictions made using the model in the following section.

B. Model/data comparison

As input to the model, certain environmental informa-
tion must be either known or estimated. Extensive sediment
data were collected as part of ASIAEX.20,38 From these mea-
surements, it is adequate for current purposes to represent the
bottom as a single layer with sound speed 1600 m/s, density
ratio 2.0, and attenuation 0.25 dB/m/kHz. The sound speed
profile shown in Fig. 7 was measured in the water column
and used to calculate the acoustic modes. To calculate the

FIG. 4. �Color online� Top: Evolution of ambient noise
beam pattern at 4 kHz. 30-dB dynamic range. Bottom:
Maximum ambient noise level looking both above and
below horizontal and minimum level in the ambient
noise notch.

FIG. 5. �Color online� Evolution of ambient noise beam pattern. Top: 2
-kHz result with 48-dB dynamic range. Bottom: 3-kHz result with 30-dB
dynamic range.

FIG. 6. �Color online� Depth �top� and width �bottom� of ambient
noise notch. Result for the quiescent period between 14 and 24 min in Figs.
4 and 5.
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internal wave modes, the buoyancy frequency is needed. Ide-
ally, the buoyancy profile would be known from direct syn-
optic measurement of density. As this information is not
available, the buoyancy N�z� is estimated from the measured
sound speed profile c0 using26

N2�z� = − G−1c0
−1� �c0

�z
−

�ca

�z
� , �47�

where recall �ca /�z is the gradient of the adiabatic sound
speed �Eq. �22��. To avoid large fluctuations in N, the mea-
sured c0 is smoothed before estimating its derivative.32 Equa-
tion �47� is an approximate relationship but should give an
estimate for N accurate to within a factor of 2. The value
G=0.8 s2 /m provided good agreement for the shallow wa-
ter Coastal Mixing and Optics Experiment data and is
used here. The resulting buoyancy profile used to calcu-
late the internal wave modes is shown in Fig. 7. Integrat-
ing in depth �see Eq. �27�� gives bN0=0.86 m/s, a reason-
able value for shallow water.

The sole remaining parameter to describe the internal
wave field is the energy level bEGM. A value for bEGM di-
rectly from ASIAEX measurements has not yet been deter-
mined. A reasonable estimate, however, may be gleaned from
other experiments. The measured values for bEGM summa-
rized in Sec. II C vary from 0.08 to 0.5 m. Because the in-
ternal wave field observed in the East China Sea was rela-
tively benign, the value bEGM =0.135 m measured elsewhere
by Kuperman and Jackson34 is used. With this choice, the
internal wave model is completely specified; there are no
adjustable parameters in subsequent comparisons between
the model and East China Sea data.

Figure 8 compares model and data for the beamformer
output at 2, 3, and 4 kHz. The data curves represent vertical
slices through Fig. 3 �7 June data� at the three frequencies.
Each plot is individually normalized to the maximum output
at that frequency. The model underpredicts the data for large
steering angles because it does not include contributions
from continuous modes.40 Within ±10° of horizontal, how-
ever, the agreement between model and data is good. For
each frequency, the model with no adjustable internal wave
parameters accurately predicts the width and depth of the
ambient noise notch.

Table I compares the model to data averaged over longer
time periods. Tabulated are the average width and depth of
the noise notch at 2, 3, and 4 kHz as measured using the 6
June and 7 June data sets and as calculated using the model.
Qualitatively, the model accurately predicts the tendency of
the notch to grow deeper and narrower as frequency is in-
creased. Quantitatively, the model accurately estimates both
the width and depth of the noise notch. The agreement lends
credence both to the predictive abilities of the model and to
the hypothesis that internal wave effects on the ambient
noise notch are important.

Additional details on the calculations: All results as-
sumed the noise sources were radially distributed according
to Eq. �45� with rmin=10 m and rmax=50 km. Varying rmin

and rmax about these values had little effect on the calculated
beamformer response. The sources were uniformly distrib-
uted in depth between 0.1 and 5.0 m. For noise sources far
from the measurement array, the source depth is of little
significance; in effect, these “initial conditions” are unimpor-
tant when the accumulated mode coupling induced by inter-
nal waves is substantial; see Eq. �43�. The calculations re-

FIG. 7. �Color online� Left: Measured sound speed profile from East China
Sea. Right: Corresponding estimated buoyancy frequency profile. Both pro-
files used as input to the model.

FIG. 8. �Color online� East China Sea model/data comparison of ambient
noise notch at 2, 3, and 4 kHz. Data averaged over 140 consecutive time
windows each of 0.5-s duration. See text for details of model calculation.

TABLE I. East China Sea model/data comparison. Width and depth of
ambient noise notch as observed on two days compared to model prediction.
Model assumes internal wave field of moderate strength.

6 June data 7 June data Model

Notch
width
�deg�

Notch
depth
�dB�

Notch
width
�deg�

Notch
depth
�dB�

Notch
width
�deg�

Notch
depth
�dB�

2 kHz 20.6±1.4 3.6 23.2±1.7 4.4 18.0 5.1
3 kHz 17.9±0.8 4.7 19.7±1.8 6.3 17.2 5.6
4 kHz 15.8±0.8 5.2 19.3±2.6 6.1 16.8 6.0
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tained J=20 internal wave modes. The number of acoustic
modes M varied with frequency. At each frequency, M was
set slightly greater than the number of modes nominally
propagating in the water column; the extra sediment borne
modes provide a necessary energy loss mechanism through
coupling from the water borne modes.41

C. Effect of internal wave strength

As a sensitivity test, the depth of the noise notch was
calculated as a function of the assumed internal wave
strength. Figure 9 shows the results of the calculation at 2, 3,
and 4 kHz. Keeping all other simulation parameters the
same, the internal wave strength bEGM was varied from
0 to 1.0 m.

Figure 9 lends credence both to the model and the un-
derlying hypothesis that internal waves are responsible for
the partial filling of the noise notch. If internal waves are
neglected and bEGM =0, the model predicts a noise notch that
is too deep when compared to experimental observation. At
the other extreme, assuming very strong internal waves,
bEGM =1.0 m, produces a noise notch that is too shallow.
Assuming internal waves of reasonable strength, bEGM

=0.135 m, yields model results similar to the experimental
data.

For the oceanographic data sets reviewed in Sec. II C,
bEGM varied between 0.08 and 0.5 m. Over this range of
internal wave strength, Fig. 9 predicts that the depth of the
noise notch could change by several decibels. The local
strength of the internal waves could make the difference be-
tween whether or not a noise notch could be exploited in
passive detection schemes.

IV. CONCLUDING REMARKS

A model has been developed for the ambient noise notch
observed in shallow water at frequencies up to a few kilo-
hertz. Assuming the presence of moderate-strength internal
waves, the model accurately predicts both the width and
depth of the noise notch observed in the East China Sea.

Detailed measurements of the internal wave field were
not necessary to apply the model successfully; it sufficed to
estimate the buoyancy frequency and to estimate the internal
wave strength based on archival data. This is an encouraging
result since it suggests that it may be possible to develop a
predictive capability for the noise notch that would require
only modest environmental information as input. Testing the

model on data sets where there are synoptic acoustic noise
and oceanographic internal wave measurements could de-
velop further confidence in its validity. Analyzing longer sec-
tions of noise data might reveal periodicities that could be
related to the time scales of the internal waves. Future work
will involve additional data collection and model/data com-
parisons.
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It is shown that phase errors associated with the standard parabolic wave equation can be eliminated
in a range-independent environment by appropriately transforming the environment. Solutions to the
standard parabolic equation �PE� in the transformed environment are close to solutions to the
Helmholtz equation in the original environment in the sense that ray and asymptotic mode
contributions to the PE wave fields have no phase errors relative to their Helmholtz equation
counterparts. Although phase errors are eliminated in the PE wave fields, complete asymptotic
equivalence to the Helmholtz equation wave fields is not attained. Ray- and mode-based wave-field
expansions are used to illustrate similarities and differences between PE and Helmholtz equation
wave fields. Numerical simulations show excellent agreement between PE wave fields in the
transformed environment and mode-based solutions to the Helmholtz equation in the true
environment. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2227373�
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I. INTRODUCTION

Solving the Helmholtz equation in realistic ocean mod-
els is a nontrivial task owing to the presence of range-
dependent ocean structure. Three basic approaches to under-
water acoustic modeling are used: ray expansions, normal
mode expansions, and parabolic equation �PE� methods. Al-
though ray-based models are fast and can easily handle
range-dependence, the geometric approximation breaks
down at low frequencies, caustics require special treatment,
and computational difficulties, including those associated
with ray chaos, arise at long range.1 Normal mode expan-
sions provide an exact solution to the range-independent
problem and are convenient to use at lower frequencies
where the number of propagating modes is moderate. Ac-
counting for mode coupling in range-dependent environ-
ments is very challenging, however, especially at higher fre-
quencies. These difficulties account for the popularity of PE
methods which naturally handle range-dependence. PE meth-
ods were originally developed in the 1940s2 and have been
widely used in underwater acoustics since their introduction
in the 1970s.3 PE models neglect backscattered energy, but
this is not a serious drawback in many underwater acoustic
applications. A more serious shortcoming is that PE models
introduce some geometric distortion to the wave field asso-
ciated with the parabolic approximation. This geometric dis-
tortion, which can be quantified as phase errors,4 can be sig-
nificant.

In this paper it is shown that, by appropriately trans-
forming a range-independent sound speed profile, phase er-
rors associated with use of the standard parabolic wave equa-
tion are eliminated. Solutions to the standard PE in the
transformed environment are close to solutions to the Helm-
holtz equation in the original environment in the sense that

ray and asymptotic mode constituents of the PE wave fields
have no phase errors relative to their Helmholtz equation
counterparts. Use of the transformation eliminates PE phase
errors for all propagation angles simultaneously. Validity of
the transformation does not require small propagation angles
or small sound speed variations. Our derivation of the envi-
ronmental transformation that eliminates PE phase errors as-
sumes range-independence, so it cannot be guaranteed that
the transformation eliminates PE phase errors in range-
dependent environments. However, the transformation is ex-
pected to reduce PE phase errors to a negligibly small level
when applied to a sequence of profiles that define an envi-
ronment with slow and/or weak range dependence. The
transformation is most naturally applied as a preprocessing
step prior to running an acoustic model, so no modification
to an existing standard PE model is required to make use of
the transformation. In underwater acoustic applications the
transformation is probably best suited for use in long-range
deep ocean applications, for reasons to be discussed in the
following.

Before describing important background material and
details of the transformation that eliminates PE phase errors,
it is useful to point out why one should expect that such a
transformation should exist. This explanation also provides
some guidance as to how to find the desired transformation.
The conceptual picture underlying the transformation that
eliminates PE phase errors is shown in Fig. 1. This concep-
tual picture exploits, in a fundamental way, the action-angle
description of ray motion in a range-independent environ-
ment. As described in the following, and indicated in Fig. 1,
the Helmholtz equation �HE� ray equations in the true envi-
ronment c�z� can be written in action-angle form in terms of
the Hamiltonian HHE�I ;c�z��. The PE ray equations can also
be written in action-angle form, but HPE�I ;c�z��
�HHE�I ;c�z��. We show in the following that it is possible to
construct a different environment c̄�z̄� for which
HPE�I ; c̄�z̄��=HHE�I ;c�z��. Indeed, the condition HPE�I ; c̄�z̄��a�Electronic mail: irypina@rsmas.miami.edu
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=HHE�I ;c�z�� defines the transformation from c�z� to c̄�z̄�. As
described in the following, the equivalence of HPE�I ; c̄�z̄��
and HHE�I ;c�z�� guarantees that PE wave fields in c̄�z̄� have
no phase errors relative to Helmholtz equation wave fields in
c�z�. Hereafter HHE�I ;c�z�� and HPE�I ; c̄�z̄�� will be written
H�I�. Explicit construction of c̄�z̄� is discussed in the follow-
ing. The reason for writing the transformed environment c̄�z̄�
rather than c̄�z� is that the domain of z generally changes
under the transformation and source and receiver depths gen-
erally change under the transformation.

In Sec. II background material relating to the Helmholtz
equation, PE equations, and the ray limits of these equations
is reviewed. Included is a discussion of the action-angle de-
scription of ray motion. This material is then used in Sec. III
to derive the transformation that eliminates standard PE
phase errors. The effect of the transformation on ray travel
times and geometric amplitudes is also discussed in Sec. III.
In Sec. IV uniform asymptotic modal wave-field representa-
tions are considered: the PE wave field in the transformed
environment is compared to the Helmholtz equation wave
field in the original environment. Numerical results are pre-
sented and discussed in Sec. V. In the final section, our re-
sults are summarized and discussed.

II. BACKGROUND

A. Review of ray equations

Fixed-frequency �cw� acoustic wave fields satisfy the
Helmholtz equation,

��2 + k2�r��u = 0, �1�

where k2�r�=�2 /c2�r�. Here u is the acoustic pressure, � is
the acoustic wave angular frequency, and c�r� is the sound
speed. For simplicity we restrict our attention to two-
dimensional problems r= �z ,r�, where z is depth and r is
range; consistent with this assumption, azimuthal spreading
factors are neglected throughout this paper. In the short wave
limit or the so-called geometrical optics regime, when the
acoustic wavelength �=2� /k is much smaller than the char-
acteristic length scale of sound speed variations, the solution
to Eq. �1� can be represented as a sum of rays, each repre-
senting a locally plane wave:

u�r,�� = �
j

Aj�r�ei�Tj�r�. �2�

Substituting the ray ansatz �2� into the Helmholtz equation
�1�, and equating terms of like order in �, one obtains the
eikonal and the transport equations,

��T�2 = c−2, �3�

� · �A2 � T� = 0, �4�

where for simplicity the subscript j on A and T has been
omitted. Here T=const are surfaces of constant phase and
�T=p= �pz , pr� is the ray slowness vector. The solution to
Eq. �3� can be constructed by solving a set of ray equations,
which have Hamiltonian form. For directed wave propaga-
tion in which the spatial variable r increases monotonically
following all rays of interest, r can be treated as the indepen-
dent or time-like variable. In this case the ray equations can
be written as a system of one-way Helmholtz ray equations,

dz

dr
=

�H

�p
,

dp

dr
= −

�H

�z
,

dT

dr
= L = p

dz

dr
− H , �5�

where

H�p,z,r� = − �c−2�z,r� − p2�1/2. �6�

Here p� pz=�T /�z, H=−pr, and dH /dr=�H /�r. For nota-
tional simplicity the symbol p without a subscript is used to
denote the z component of the slowness vector throughout
this paper.

The ray equations �5�, without specifying the form of
Hamiltonian, correspond to a one-way wave equation of the
form

i�−1�u

�r
= H�p̂,z,r�u �7�

with p̂=−i�−1�z. If H�p̂ ,z ,r� is taken to be HHE�p̂ ,z ,r�=
−�c−2�z ,r�− p̂2�1/2 Eq. �7� is the one-way Helmholtz wave
equation. Before proceeding we note that it is common at
this point to introduce and focus on the equation satisfied
by the envelope ��z ,r� where u�z ,r�=eik0r��z ,r� with k0

=� /c0 for some appropriately chosen constant c0. Apart
from a constant in H�p̂ ,z ,r� the equation satisfied by
��z ,r� is the same as Eq. �7� satisfied by u�z ,r�. For our
purposes it is most natural to focus on Eq. �7� satisfied by
u�z ,r� and define H�p̂ ,z ,r� consistent with that equation.

PE methods are based on choosing an operator
HPE�p̂ ,z ,r� in Eq. �7� that is an approximation to
HHE�p̂ ,z ,r�. If HPE�p̂ ,z ,r� can be written as a sum of terms
K�p̂� �the kinetic energy term� and U�z ,r� �the potential en-
ergy term�, the efficient split-step Fourier algorithm5 can be
used to numerically solve the equation. Since HPE is an ap-
proximation to HHE the solution to the parabolic wave equa-
tion is not identical to the solution to the one-way Helmholtz
wave equation. The standard parabolic wave equation corre-
sponds to

FIG. 1. Schematic diagram showing how the action-angle description of ray
motion is exploited to define the desired sound speed transformation, from
c�z� to c̄�z̄�.
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HPE�p̂,z,r� =
c0

2
p̂2 + U�z,r�, U�z,r� = −

1

c�z,r�
. �8�

A more common choice of U�z ,r� in HPE is −1/c0+ �1
− �c0 /c�2� / �2c0�. Both this expression and our U�z ,r� in
Eq. �8� are first-order accurate in the small parameter �
= �c−c0� /c0, but HPE in Eq. �8�, like the exact operator
HHE, has the advantage of reducing to −1/c �independent
of c0� when p̂→0. This simple property is important in the
context of this paper because it allows the transformation
derived in Sec. III to be applied in environments with
multiple sound speed minima. Some of the details in Sec.
III depend on the choice of U�z ,r� in HPE; the formulas
given apply to the choice U=−1/c, as in Eq. �8�.

When the sound speed is a function of depth only, c
=c�z�, the system of ray equations �6� constitutes an inte-
grable Hamiltonian system. Under this assumption the
phase-space trajectories are constrained to lie on closed in-
variant curves in the phase plane �p ,z�. The motion is thus
periodic and returns to the same point in �p ,z�-space after a
characteristic ray cycle distance R=2� /�, where � is the
spatial “frequency” of the motion. The analysis of such a
system is most convenient in terms of action-angle variables.
These are conjugate variables �I ,�� such that I is constant
following each trajectory and the conjugate coordinate � in-
creases by 2� after each complete period of motion. The new
Hamiltonian depends only on I, H=H�I�. Details of the
transformation �p ,z�→ �I ,��, H�p ,z�→H�I� are well known
�see, e.g., Landau and Lifshitz;6 Virovlyansky;7 or Beron-
Vera and Brown8�. Relevant results are

p =
�

�z
G�z,I� , �9a�

� =
�

�I
G�z,I� , �9b�

where

G�z,I� = �z

p�H�I�,z��dz� �10�

is the generating function for the transformation, and

I =
1

2�
� p�H,z�dz . �11�

In the transformed system the ray equations are

d�

dr
=

�H

�I
� ��I�,

dI

dr
= −

�H

��
= 0 �12�

and the corresponding travel time equation is

dT

dr
= I� − H +

d

dr
�G − I�� . �13�

Note that we are making no notational distinction between H
in H�p ,z� and H�I�. The reason is that the transformation
from H�p ,z� to H�I� leaves unchanged the numerical values
of H and its physical interpretation as minus the r component
of the slowness vector.

The depth limits on the integrals defining I �Eq. �11���
and G �Eq. �10��� depend on the qualitative features of the
sound speed profile. In environments with a single sound
speed minimum it will be necessary in the following section
to transform the regions above and below the sound channel
axis separately to eliminate up/down ambiguity. With this in
mind, we shall define a ray cycle to start and end at the
sound speed minimum �taken to be z=0, for convenience�
with a single turn at the midpoint �see Fig. 2�. Then, for
upper loops �0�z� ẑ�H��, explicit expressions for I and G
are

I =
1

�
�

0

ẑ�H�

p�H,z�dz �14�

and

G�z,I� = �I − �
z

ẑ�H�

p�H,z��dz�, �15�

where p=0 at ẑ�H�. For both choices of H�p ,z� �Eqs. �6� and
�8�� considered in this paper ẑ�H� is defined by the condition
c�ẑ�H��=−1/H. Note that p changes from positive to nega-
tive at the upper turning depth ẑ, so G increases monotoni-
cally from 0 at z=0, to �I at z= ẑ, to 2�I at z=0. Note also
that each time a ray completes a full cycle, � increases by 2�
and G increases by 2�I, so the end-point correction term in
Eq. �13�, G− I�, oscillates about zero.

B. Complete and partial ray cycle distances, and the
generating function

The complete ray cycle distance R�H� for the system of
ray equations �5� is defined as the distance in the horizontal
direction that a ray travels during one complete cycle of mo-
tion,

R�H� = � dr = � dz

dz/dr
= 2�

0

ẑ�H� dz

�H/�p
. �16�

Note that the bounds on the final integral are consistent with
our earlier discussion. It is convenient to introduce the in-
complete ray cycle distance �see Fig. 2�,

Ri�H,z� = 2�
z

ẑ�H� dz

�H/�p
, �17�

where the lower limit of integration 0�z� ẑ�H�. A simple
connection between generating function and ray cycles can
be obtained from Eq. �15� with use of Eqs. �12� and �17�:

FIG. 2. Schematic diagram showing how the complete ray cycle distance
R�H�=Ri�H ,0� and incomplete ray cycle distance Ri�H ,zi� are defined for
z	0, the region above the sound channel axis. Note that H is a ray label,
ẑ�H� is defined by the condition c�ẑ�=−1/H, and Ri�H , ẑ�H��=0.
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�G

�H
= �

�I

�H
− �

z

ẑ�H� �p

�H
dz� =

1

2
R�H� −

1

2
Ri�H,z�

=
1

2
Ri�H,0� −

1

2
Ri�H,z� . �18�

Also from Eq. �15� it can be seen that

I�H� =
1

�
G�ẑ�H�,I� . �19�

III. A TRANSFORMATION OF THE ENVIRONMENT
ELIMINATES STANDARD PE PHASE ERRORS

A. A preliminary result

Inspection of the ray and travel time equations, written
in terms of action-angle variables, Eqs. �12� and �13�, shows
that if G�z , I� and H�I� are the same for a PE and a Helm-
holtz system, then ray paths and travel times are identical in
the two systems. This observation sharpens the heuristic ar-
gument given in Sec. I, which did not account for G�z , I�.
The theorem that follows recasts the problem in a way that
facilitates the construction of the transformed environment
c̄�z̄�. The construction of c̄�z̄� is discussed separately.

Theorem: Consider the systems described by

HHE�p,z� = − 	c−2�z� − p2 = −
1

c�ẑ�
�20a�

and

HPE�p, z̄� =
c0

2
p2 −

1

c̄�z̄�
= −

1

c̄�ẑ̄�
, �20b�

where c�z�, z	0, and c̄�z̄�, z̄	0, are monotonically increas-

ing continuous functions, c�0�= c̄�0�, and ẑ�HHE� and ẑ̄�HPE�
are turning depths. For both systems, Eqs. �14�–�19� de-
fine I, G, R, and Ri, and the ray and travel time equations
are Eqs. �12� and �13�. Assume that depths transform ac-
cording to the rule

c�z� = c̄�z̄� . �20c�

Then H�I� is the same for both systems and GHE�z , I�
=GPE�z̄ , I� if and only if the sound speed transformation
between c and c̄ is constrained to satisfy

Ri,HE�HHE,z� = Ri,PE�HPE, z̄�, " z � �0, ẑ�, z̄ � �0, ẑ̄� .

�20d�

Proof: Because HHE=−1/c�ẑ�, HPE=−1/ c̄�ẑ̄�, c�0�
= c̄�0�, and Eq. �20c� is satisfied, the range of H values for
both systems is the same. The z=0, z̄=0 limit of Eq. �20d�
reduces to RHE�H�=RPE�H�. For both systems dH /dI=�
=2� /R, so equivalence of R�H� for the two systems guaran-
tees that H�I� for the two systems differ only by an integra-
tion constant. Because the range of H values for the two
systems is the same, the integration constant is zero: note
that H�I�→1/c�0� as I→0 for both systems. For z
0, z̄

0 the same argument, together with Eq. �18�, dictates that
GHE�z , I� and GPE�z̄ , I� differ only by an integration constant.

In the limit z→ ẑ both GHE and GPE approach �I, so the
integration constant is zero and GHE�z , I��GPE�z̄ , I�. The
same arguments apply in reverse by differentiation with re-
spect to I of H�I� and G�I ,z�.

Remarks: According to this theorem PE rays and travel
times in the environment c̄�z̄� are identical to Helmholtz
equation rays and travel times in the environment c�z� if and
only if a transformation from c�z� to c̄�z̄� that satisfies con-
dition �20d� exists. The problem of finding a transformation
that satisfies condition �20d� will be discussed next. The con-
dition c�z�= c̄�z̄� dictates that the sound speeds at the acoustic
source and receiver do not change as part of the transforma-
tion. This dictates that, in general, source and receiver depths
must change as part of the transformation. Stated somewhat
differently, the theorem guarantees that, if the conditions of
the theorem are met, PE rays and travel times from �z̄s ,0� to
�z̄r ,r� in the transformed environment c̄ are identical to
Helmholtz equation rays and travel times from �zs ,0� to
�zr ,r� in the original environment c, where c�zs�= c̄�z̄s�,
c�zr�= c̄�z̄r�.

B. Abel transform pairs and the sound speed profile
transformation

Abel transform pairs provide the basis for the desired
sound speed transformation. One form of an Abel transform
pair is well known to seismologists, as this transform pair
forms the basis of the famous Herglotz-Wiechert inversion
formula. Consistent with our notation, this transform pair is9

Ri�H,zi� = − 2H�
zi

ẑ�H� dz�
	c−2�z�� − H2

�21�

and

z�c� − zi =
1

�
�

−1/c�zi�

−1/c Ri�H,zi�
	H2 − c−2

dH , �22�

where 0�zi� ẑ�H� and zi�z�c�� ẑ�H�. This transform pair
arises naturally in a Helmholtz-equation-based description of
ray motion. A similar transform pair applies to a standard
PE-based description of ray motion:9

Ri�H, z̄i� =	 2

c0
�

z̄i

ẑ̄�H� dz�
	H − U�z��

�23�

and

z̄�U� − z̄i =
1

�
	c0

2
�

U�z̄i�

U Ri�H, z̄i�
	U − H

dH , �24�

where 0� z̄i� ẑ̄ and z̄i� z̄�U�� ẑ̄�H�. Note that no notational
distinction is made between H in Eqs. �21�, �22� and H in
Eqs. �23�, �24� as the equivalence of these quantities is cen-
tral to the argument underlying the desired sound speed
transformation. For the same reason, no notational distinc-
tion is made between Ri in Eqs. �21�, �22� and Ri in Eqs.
�23�, �24�.

Equations �21� and �22� define a valid transform pair for
any zi� �0, ẑ�, and similarly Eqs. �23� and �24� define a valid

transform pair for any z̄i� �0, ẑ̄�. An important question re-
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mains, however: Are the reconstructed functions z�c�−zi and
z̄�U�− z̄i independent of zi and z̄i, respectively? Unfortu-
nately, the answer is that, in general, the reconstructed func-
tions depend on the choice of zi and z̄i. This means that in
general it is not possible to satisfy the conditions of the theo-
rem for all zi and z̄i simultaneously. Thus, according to the
theorem, exact equivalence between PE rays and travel times
in the transformed environment and Helmholtz equation rays
and travel times in the original environment is, in general,
not achievable. With these comments in mind, we proceed
after making the choice zi=0 in Eqs. �21�, �22�, and z̄i=0 in
Eqs. �23�, �24�. This choice guarantees the equivalence of
H�I� in the two systems, but does not, in general, satisfy the
condition GHE�z , I�=GPE�z̄ , I�. This compromise means that
it is not possible, in general, to achieve complete asymptotic
equivalence between PE and Helmholtz equation wave fields
using our transformation. We show in the following, how-
ever, that the transformation does succeed in eliminating PE
phase errors.

The desired transformation is described by Eq. �21� with
zi=0 and �24� with z̄i=0: using the true c�z�, R�H� is com-
puted using Eq. �21� from which z̄�U�c̄�� is constructed using
Eq. �24�. Inverting z̄�U�c̄�� gives c̄�z̄�. �Note that Eqs. �22�
and �23� are not needed. These equations could be used, for
example, to find the Helmholtz equation equivalent to a
sound speed structure used in a standard PE simulation.� The
transformation is unique provided the monotonicity and con-
tinuity conditions stated in the theorem are satisfied. As
noted earlier, this dictates that the regions above and below
the sound channel axis are transformed separately. Environ-
ments with submerged ducts can be handled by transforming
the regions internal to and external to the duct separately;
this requires some care. To treat surface reflected energy
R�H� in Eq. �21� must be properly defined. For instance, in
an environment with a deep sound speed excess that supports
RR and RSR propagation, R�H� in the H domain correspond-
ing to RSR rays must be defined as twice the range integral
over depth from the lower turning depth to the surface. Prac-
tical issues relating to use of the transformation are discussed
in Sec. V.

Consider a purely refracted ray in a deep ocean environ-
ment with only one sound speed extremum, a minimum at
the sound channel axis �at z= z̄=0�, and assume that the ray
is emitted from an axial source. In such an environment the
regions above and below the sound channel axis are trans-
formed separately using Eqs. �21� and �24�. Let 
T�r ;H�
=TPE�z̄�r ;H��−THE�z�r ;H�� denote the travel time error as-
sociated with the transformation following the ray whose
Hamiltonian is H �the same value in both environments�. The
transformation guarantees that 
T�r ;H� has four zero cross-
ings within each complete ray loop—one at each of two axis
crossings, one at the upper turning depth ẑ and one at the
lower turning depth ž. This behavior is illustrated in Fig. 4.
Furthermore, the transformation guarantees that there is no
secular �in r� growth of 
T�r ;H� for all values of the ray
label H. In this sense, the transformation eliminates phase
errors. This definition of the absence of phase errors may
seem arbitrary. Note, however, that because any travel time
error over a complete ray cycle will be N times as large after

N cycles, travel time errors in a range-independent environ-
ment grow linearly in range on average. Thus, the only sen-
sible way to define phase errors is to take the large r limit of

T�r ;H� /r. Using the transformation that we have described
this limit is zero. An alternative argument that leads to the
conclusion that phase errors are eliminated by the transfor-
mation is presented in Sec. IV. There it is shown that
asymptotic modal phase errors are eliminated by the trans-
formation, i.e., that PE modal phases in the transformed en-
vironment are identical to Helmholtz equation modal phase
errors in the original environment. We emphasize that the
properties just described are guaranteed for arbitrary steep
rays, independent of the magnitude of the sound speed varia-
tions. Note, however, that, although phase error elimination
holds generally, maximum travel time errors �recall Fig. 4�
are expected to be smaller when sound speed variations and
propagation angles are small. We have not attempted to
quantify this dependence.

The effect of the transformation on geometric ampli-
tudes is also of interest. The transport equation correspond-
ing to both the one-way Helmholtz equation and the standard
PE �both are special cases of Eq. �7�� can be written

�A2

�r
+

�

�z

A2� �H

�p
�

p=�T/�z
� = 0. �25�

Derivation of this equation for H=HPE, Eq. �8�, is straight-
forward, while considerable care is required to derive this
equation for H=HHE, Eq. �6�. In the latter case the square
root operator must be expanded in powers of �cp̂�2 and Eq.
�25� must be established by induction �see also Ref. 10�.
For both choices of H, the solution to Eq. �25� following a
ray can be written

A2�r� = A2�r0�
dz�r0�
dz�r�

�26�

where dz�r0� and dz�r� are infinitesimal ray separations at
fixed ranges. An interesting observation is that the one-way
Helmholtz form of Eq. �26� is guaranteed to agree with the
solution to the two-way Helmholtz transport equation �4�
only in a range-independent environment. �This was first
pointed out in Ref. 11.� With regard to the transformation we
have described, it follows from Eq. �26� that PE geometric
amplitudes in the transformed environment are identical to
one-way Helmholtz geometric amplitudes in the original en-
vironment if �dz̄�r� /dz̄�r0��PE= �dz�r� /dz�r0��HE at all points
following a ray. This condition would be satisfied if the
transformation were constrained to satisfy GHE�z , I�
=GPE�z̄ , I�. But the latter condition is not, in general, sat-
isfied, so in general it is expected that �dz̄�r� /dz̄�r0��PE

� �dz�r� /dz�r0��HE and small differences in geometric am-
plitudes can be anticipated in the PE wave fields in the
transformed environment.

In environments with density variations ��z�, a simple
argument based on the two-way Helmholtz equation-based
transport equation �4� can be used to determine how ��z� is
transformed. In the presence of density variations �2u in Eq.
�1� is replaced by �� · ��1/���u� and the transport equation
�4� is replaced by � · ��A2 /���T�=0, whose solution depends
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only on the ratio of the densities at the receiver and source.
To ensure that this ratio be the same in the transformed PE
system as in the original Helmholtz equation system for all
possible source/receiver depth combinations, densities must
transform according to the rule ��z�= �̄�z̄�. Together with the
condition c�z�= c̄�z̄�, this dictates that the density that accom-
panies each sound speed be the same before and after trans-
formation.

IV. ASYMPTOTIC MODE THEORY

To provide additional insight into the transformation that
we have introduced, we now consider modal expansions of
the wave field. To make our discussion concrete, we consider
uniform asymptotic modal expansions of wave fields excited
by a time-harmonic point source in an environment in which
c�z� has a single minimum. The PE modal expansion in the
transformed environment c̄�z̄� is compared to the Helmholtz
equation modal expansion in the original environment c�z�.
These modal expansions in the far field have the form

uHE�z,r;�� = �
m=0

�

�m
HE�z;���m

HE�zs;��exp�i�pm
HEr� �27�

and

uPE�z̄,r;�� = �
m=0

�

�m
PE�z̄;���m

PE�z̄s;��exp�i�pm
PEr� , �28�

where zs is the source depth and z̄s is the transformed source
depth, and the �m’s satisfy

d2�m

dz2 + �2p2�m = 0 �29�

for the appropriate choice of p2:

�pHE�2 = c−2�z� − �pm
HE�2, �30�

�pPE�2 =
2

c0
�− pm

PE − U�z̄�� . �31�

Assume that c�z� has a single minimum at z=0. �It follows
that c̄�z̄� also has a single minimum at z̄=0.� Then, consistent
with our asymptotic analysis, we assume that the �m’s satisfy
the boundary conditions �m→0 as z→ ±�.

Explicit construction of a uniform asymptotic solution to
Eq. �29� �which applies to both choices of p2, Eqs. �30� and
�31�� is discussed in Ref. 12. The solution is

�m�z;�� = �dS�z;pm�/dz�−1/22−m/2e−�m+1/2�S2�z;pm�

�Hm��2m + 1�1/2S�z;pm�� , �32�

where Hm are Hermite polynomials and S�z ; pm� is a scaled
depth coordinate which for ž�pm��z� ẑ�pm� satisfies

�
−1

S

�1 − �2�1/2d� =
�

2J�pm��ž�pm�

z

p�z��dz�, �33�

where

J�pm� =
1

�
�

ž�pm�

ẑ�pm�

p�z�dz �34�

and pm is constrained to satisfy the quantization condition

�J�pm� = m + 1
2 , m = 0,1,2, . . . . �35�

For z� ž�pm� and z
 ẑ�pm� �in the evanescent tails of the
modes� a modified form of the relationship �31� that defines
S�z ; pm� applies.

The structure of the modes and the modal phases in �27�
and �28� will now be compared. We begin by considering the
phases �pm

HEr and �pm
PEr. Note that in both cases pm is a

discrete value of the r component of the slowness vector,
pr�=−H�, that is constrained by Eqs. �34� and �35�. J�H�
defined in Eq. �34� is the sum of I�H� for upper and lower
ray loops. But I�H� for both upper and lower loops is invari-
ant under the transformation, so J�H� is also invariant under
the transformation. It follows that pm

HE= pm
PE, so the phases in

expressions �27� and �28� are identical. This important obser-
vation supports our claim that the transformation that we
have described eliminates PE phase errors. Asymptotic
modal phases are simpler than ray phases inasmuch as the
former depend only on properties of complete ray cycles
�double loops� which are correctly constrained by our trans-
formation.

The depth structure of the PE and HE modes has the
same general form �32�, so �m

HE�z ;��=�m
PE�z̄ ;�� if

SHE�z ; pm�=SPE�z̄ ; pm�. But SHE�z ; pm�=SPE�z̄ ; pm� if and only
if GHE�z , I�=GPE�z̄ , I� for both upper and lower ray loops and
we have seen that our transformation does not, in general,
satisfy the latter constraint. This means that while �m

HE�z ;��
and �m

PE�z̄ ;�� are very similar, they are not identical; slight
shifts in the location of zero crossings and local extrema of
�m

HE�z ;�� and �m
PE�z̄ ;�� are generally present, but their turn-

ing speeds are identical.
An argument similar to the one just given demonstrates

the asymptotic equivalence of the HE- and standard PE-
based modal phases in c�z� and c̄�z̄�, respectively, for envi-
ronments that support modes with a single turning point �c�z�
increasing monotonically away from a pressure release sur-
face at z=0�. For that problem, results similar to the ones just
presented hold.13 Modified forms of Eqs. �34� and �35� apply,
and the modes are Airy functions of a stretched vertical co-
ordinate S�z� which is defined by a relationship similar to Eq.
�33�. As in the above-presented analysis, I= I�pm� satisfies a
frequency-dependent quantization condition, and equiva-
lence of HE and standard PE modal phases follows from
equivalence of H�I� before and after transformation. Again,
the stretched vertical coordinate S�z� is closely related to
G�z , I�. Because our transformation does not enforce the con-
straint GHE�z , I�=GPE�z̄ , I� slight differences in mode struc-
ture of the above-noted type are, in general, present.

V. NUMERICAL RESULTS

In this section both ray and full-wave �normal mode and
standard PE� simulations are presented which demonstrate
the utility of the transformation that we have described. Four
steps are involved. The first step is to transform the environ-
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ment using Eqs. �21� and �24�. In this process it is important
that R�H� be defined using ray segments that are periodically
repeated. Often this process requires piecewise construction
of R�H�. Examples involving the deep ocean sound channel,
secondary submerged ducts, and RSR paths were noted ear-
lier. Transforming the environment generally changes the
depth domain of the problem. The second step is transforma-
tion of source and receiver depths using c�z�= c̄�z̄�; the sound
speed at the source and receivers are unchanged, but their
depths generally change. The third step is to perform PE
modeling in the transformed environment. A fourth step is
required if one wishes to present acoustic field plots on an
undistorted depth grid; one must then undo the vertical dis-
tortion associated with the condition c�z�= c̄�z̄�—and thereby
simultaneously restore the original depth domain.

The simulations shown were performed in range-
independent environments. Prior to transformation c�z� was a
perturbed canonical profile:14

c�z� = cM�z� + dc · exp
−
1

2

 zc − z

zw
�2� ,

where cM�z�=ca�1+��e�−�−1�� with �=2�z−za� /B. Here
depth z decreases upward, za=−1.1 km is the sound channel
axis depth, B=1.0 km is a thermocline depth scale, ca

=1.49 km/s is the sound speed on the channel axis, �
=0.0057 is a dimensionless constant, zc=−0.35 km is the
depth of the midpoint of the Gaussian perturbation, zw

=0.1 km is the width of the Gaussian perturbation, and
dc=0.008 km/s is the maximum amplitude of the Gauss-
ian perturbation. The original and transformed sound
speed profiles are shown in Fig. 3.

Figure 4 shows travel time error associated with the
transformation following a steep purely refracted ray path,


T�r ;H�=TPE�z̄�r ;H��−THE�z�r ;H��, as a function of range.
Two rays with the same H value were propagated to 500 km
in range, a Helmholtz equation ray in the original environ-
ment and the corresponding PE ray in the transformed envi-
ronment. As explained in Sec. III, 
T�r ;H� has four zero
crossings within each complete ray loop—one at each of two
axis crossings, one at the upper turning depth, and one at the
lower turning depth. Note that there is no secular �in range�
growth of 
T�r ;H� and the maximum absolute value of 
T
is about 1 ms.

Figure 5 illustrates the effect of the transformation on
the ray limit of a transient wave field in the above-described
environment. Using a point source on the sound channel axis
ray travel times at all depths are plotted at a range of
2500 km. This figure shows that in the original environment
PE travel time predictions are significantly different �
O�0.1 s� errors� from HE travel time predictions, but with
use of the environmental transformation PE travel time pre-
dictions are in excellent agreement with HE travel time pre-
dictions. In Fig. 5 maximum travel time errors associated
with the transformation are approximately 0.2 ms. These er-
rors are much smaller than those shown in Fig. 4. The reason
is that small errors in ray depth and travel time associated
with the transformation largely cancel one another along the
time front �Fig. 5�.

Figures 6 and 7 illustrate use of the transformation in
broadband full-wave wave-field simulations; PE simulations
are compared to normal mode simulations that provide a
very accurate solution to the Helmholtz equation in a range-
independent environment. The parabolic equation model
UMPE15 was used for PE simulations; the normal mode
model PROSIM16 was used for normal mode simulations.
Transient finite frequency wave fields at a range of 2500 km
are shown in Figs. 6 and 7. In Fig. 6 a broadband pulse with
center frequency 100 Hz and bandwidth 50 Hz was used; in
Fig. 7 a broadband pulse with center frequency 50 Hz and
bandwidth 50 Hz was used. �In both cases the stated band-

FIG. 3. Left panel: original and transformed sound speed profiles. Right
panel: difference between original and transformed sound speed profiles.

FIG. 4. In the environments shown in Fig. 3 travel time error, 
T�r ;H�
=TPE�z̄�r ;H��−THE�z�r ;H��, associated with the transformation following a
ray as a function of range. The Helmholtz equation ray in the original
environment and the PE ray in the transformed environment have the same

ray label H=−1/c�ẑ�=−1/ c̄�ẑ̄�.

FIG. 5. In the environments shown in Fig. 3 ray travel times vs depth at a
range of 2500 km for an axial point source. The upper subplot shows Helm-
holtz equation �solid line� and standard PE �dots� time fronts in the original
environment. The lower subplot shows Helmholtz equation �solid line� time
front in the original environment and standard PE �dots� time front after the
use of the transformation.
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width is the computational bandwidth; the effective band-
width is about half the computational bandwidth. A Hanning
weighting function of the spectrum was used in all the simu-
lations shown.� With use of the transformation of the envi-
ronment PE simulations are seen to be in excellent agree-
ment with HE simulations. Note that even for a frequency as
low as 50 Hz the transformation works well despite the fact
that it was derived using ray-based arguments.

The reference sound speed c0 used in the PE simulations
shown in Figs. 4–7 was the axial sound speed 1.49 km/s.
The same value was used in constructing the transformed
environment using Eq. �24�. It is important that the same
value of c0 be used when constructing the transformed envi-
ronment and performing the subsequent PE simulations, but
the wave fields produced are remarkably insensitive to the

choice of c0. Surprisingly, even a bad choice of c0 �e.g., c0

=0.33 km/s in our problem� produces good results. This be-
havior can be partially explained by the following observa-
tions. First, the no phase error property of the transformation
holds for any c0. Second, a choice of c0 that is well outside
the c domain in a given problem will cause a severe distor-
tion of the depth domain after transformation, but this distor-
tion is subsequently eliminated by enforcing the condition
c�z�= c̄�z̄�.

VI. DISCUSSION AND SUMMARY

In this paper we have shown that in a range-independent
environment it is possible to eliminate phase errors associ-
ated with the standard parabolic wave equation by solving
the PE equation in a suitably transformed environment. The
phase error elimination property of the transformation is not
restricted to small propagation angles or to environments
with small sound speed variations. Phase errors are elimi-
nated in the sense that asymptotic PE modal phases in the
transformed environment are identical to Helmholtz equation
modal phases in the original environment. The corresponding
ray statement is that the transformation guarantees the
equivalence of all complete ray loop travel times, thereby
guaranteeing the absence of secular growth of travel time
errors. In spite of these properties, the transformation de-
scribed falls short of guaranteeing complete asymptotic
equivalence of PE and Helmholtz equation wave fields.
Subtle transformation-induced differences in both ray- and
asymptotic mode-based wave-field representations have been
identified and discussed.

Loosely speaking, we have shown that very accurate ap-
proximate solutions to the Helmholtz equation can be com-
puted by solving the standard parabolic wave equation, after
suitably transforming the environment. In addition to the er-
rors associated with our transformation that we have dis-
cussed, it should be emphasized that equivalence between
Helmholtz equation and parabolic equation solutions cannot
be exact, even in a range-independent environment. In such
an environment, the solution to the Helmholtz equation ex-
pressed as a modal expansion includes evanescent modes,
but the corresponding modal expansion of the parabolic
wave equation does not include evanescent modes. For this
reason, equivalence of the two solutions must be limited to
asymptotic equivalence, at best, which breaks down when
k0r is not large. In practice, this limitation is unimportant in
almost all underwater acoustic applications. Also, in the
presence of range dependence that is sufficiently strong that
backscattering of energy is important, the parabolic-
equation-based solution, which does not account for the
backscattered energy, must deviate from the Helmholtz-
equation-based solution. In range-dependent environments
the transformation that we have described can be applied to
each of a sequence of sound speed profiles. In such an envi-
ronment, there is no guarantee that PE phase errors are elimi-
nated. In environments with slow and/or weak range depen-
dence, however, near complete phase error elimination
should be expected. In deep ocean environments the slowly

FIG. 6. In the environments shown in Fig. 3 wave-field intensity in the
depth-time plane at a range of 2500 km for a broadband �f0=100 Hz,
f
=50 Hz� axial source. A Helmholtz equation simulation in the original en-
vironment is shown in the upper subplot; a standard PE simulation after the
use of the transformation of the environment is shown in the middle subplot;
a standard PE simulation in the original environment is shown in the lower
subplot. In all three subplots wave-field intensity is plotted on a logarithmic
scale with a dynamic range of 37.5 dB.

FIG. 7. Same as Fig. 6 except that f0=50 Hz, 
f =50 Hz.
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varying in range assumption is not very restrictive because
the relevant range scale is half the range of an upper or lower
ray loop—typically 15 km or less.

Over the past 30 years many techniques have been de-
veloped to reduce PE phase errors. Particularly noteworthy
in this regard are techniques based on the use of Padé
approximations17 to the square root operator H�p̂ ,z ,r�.
Given that other good PE phase error reduction techniques
are available, it is natural to ask whether the transformation
that we have described has any practical advantages over
other techniques. The principal advantages of use of the en-
vironmental transform that we have described are: �1� the
secular growth of phase errors is completely eliminated
when c=c�z�, leading to accurate predictions at very long
range; and �2� the transform is based on the use of the stan-
dard PE, which can be solved using the split-step Fourier
algorithm. That algorithm is fast, accurate and preserves, in
discrete form, the unitary structure of the equation, but has
the disadvantage of not handling discontinuities in sound
speed or density well. With these comments in mind, in un-
derwater acoustic applications the transformation we have
described is probably best suited for use in long-range deep
ocean problems.

Another good PE phase error reduction technique is to
make use of the c0-insensitive approximation.18 Like the
work described here, that approximation involves transform-
ing the environment and solving a parabolic equation in the
transformed environment. In the c0-insensitive approxima-
tion the simple stretching dz̄=	c0 /cdz is used in conjunction
with the Thomson-Chapman19,20 equation �TCPE�. Interest-
ingly, the arguments that we have used provide a means to
derive the c0-insensitive approximation. The TCPE Hamil-
tonian is

HTCPE�p,z,r� = − �c0
−2 − p2�1/2 +

1

c0
−

1

c�z,r�
. �36�

As described in Sec. III, the objective is to find a transfor-
mation for which H�I� is the same in HE and TCPE systems,
and which satisfies GHE�z , I�=GTCPE�z̄ , I�. Both objectives
are achieved by requiring

�
z

ẑ
	c−2�z�� − H2dz�

= �
z̄

ẑ̄	co
−2 − 
H −

1

c0
+

1

c̄�z̄��
�2

dz̄�,

" z � �0, ẑ�, z̄ � �0, ẑ̄� . �37�

Changing variables from z to c and z̄ to c̄, requiring that the
integration domains coincide, and equating integrands leads
to the conditions c�z�= c̄�z̄� and

dz̄ =	 2

c
− 
H +

1

c
�

2

c0
− 
H +

1

c
�dz 
	c0

c
dz , �38�

which is precisely the c0-insensitive approximation. Correc-
tions to the approximate expression dz̄=	c0 /cdz are O��2�

where �= �c−c0� /c0, which explains why this approxima-
tion works very well when sound speed variations are
small.

There is also a similarity between the argument that we
used to derive our exact environmental transformation and
the argument that was used to derive the “optimal PE”
approximation.21 It is of interest to point out how the argu-
ments underlying our work and optimal PE differ. In the
derivation of optimal PE, PE ray paths zPE�r� were con-
strained to coincide with ray paths of the Helmholtz equation
zHE�r� in a range-independent environment. That constraint
was applied, however, without consideration of ray travel
times and without forcing zPE�r� and zHE�r� to correspond to
the same constant value of H. Because the H constraint was
not imposed, the action-angle description �including both
H�I� and G�z , I�� for the two problems is generally different,
and, for that reason, phase errors were not eliminated. In
contrast, our constraint on H�I� guarantees that phase errors
are eliminated in the sense that we have described.

There may also be a connection between our work and
the work described by DeSanto22 and Thomson and Wood23

where it is argued that PE phase errors can be eliminated as
a postprocessing step, but we have not investigated this is-
sue.
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For most shallow water waveguides, the backscattered energy measured in a monostatic
configuration is dominated by ocean bottom reverberation. A selected time-gated portion of the
measured reverberation signal is used to provide a transfer function between a time-reversal array
and a corresponding range interval on the bottom. Ultrasonic and at-sea experiments demonstrate
the focusing capabilities of a time-reversal array along the rough bottom interface using these
reverberation signals only. The iterative time-reversal technique facilitates robust focusing along the
ocean bottom, with little signal processing effort involved and a priori information of the
environment. This allows for enhanced detection and localization of proud or buried targets in
complex shallow water environments. A passive implementation of the iterative time-reversal
processing is used to construct reflectivity maps, similar to a sonar map, but with an enhanced
contrast for the strongest reflectors �or scatterers�, at the water-bottom interface. Ultrasonic and
at-sea experiments show that targets on the seafloor located up to 400 wavelengths from a
time-reversal array are detectable in the presence of bottom reverberation.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2227377�

PACS number�s�: 43.30.Gv, 43.30Hw, 43.60.Tj �DRD� Pages: 1305–1314

I. INTRODUCTION

Detection of objects on the seafloor is an application of
active sonar that continues to witness significant commercial
and military investment. This article investigates the poten-
tial use of time reversal with a transducer array for the de-
tection problem in seafloor mapping. This article builds upon
research in time-reversal arrays �TRA� described in the ex-
tensive overview of TRA applications �such as medical im-
aging, nondestructive testing, or underwater acoustics� pub-
lished recently by Fink et al.1

In underwater acoustics, the robust focusing and pulse
compression provided by time-reversal techniques may be
exploited for active sonar.2,3 Backscattering from the rough
water-bottom interface can be used as a surrogate probe
source.4 For most shallow water waveguides, the backscat-
tered energy in a monostatic configuration is dominated by
ocean bottom reverberation. By selecting a time-gated por-
tion of the reverberation signals �or backscattered signals�
the transfer function between the TRA and a corresponding
range interval on the bottom can be estimated. In this paper,
this method is used to focus sound in the vicinity of the

water-bottom interface and to improve the detection of tar-
gets lying on the seafloor or buried in the sediments. Since
the goal here is to focus on the strongest scatterer located in
the selected range interval, the iterative time-reversal process
applied to a given time-gated window of backscattered sig-
nals provides a straightforward solution using only time-
domain signals.5–8 Hence, when the reflectivity contrast be-
tween the buried target and the bottom reverberation is
sufficient, focusing energy on the target is accomplished with
very little signal processing effort. Other related techniques
have been developed in underwater acoustics for reverbera-
tion nulling9 or applications of the DORT method to dis-
criminate between scatterers.10 But these techniques based
on singular value decomposition require processing each fre-
quency independently and thus do not yield easily broadband
focusing signals for the TRA, which are necessary for opti-
mal spatio-temporal focusing.

Repeating the iterative time-reversal process over a slid-
ing time-gated window portion of the initial reverberation
signals recorded in the oceanic waveguide enables the sys-
tem to scan the bottom surface and search for local strong
scatterers. The main result of this paper is a reflectivity map
of the water-bottom interface, similar to a sonar map, but
with an enhanced contrast for the strongest reflectors �or
scatterers�, which appear as bright spots on the reflectivity

a�Part of this work was presented at the 150th meeting of the Acoustical
Society of America in Minneapolis, MN.

b�Electronic mail: ksabra@mpl.ucsd.edu
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map. Both ultrasonic tank data and at-sea data are used to
demonstrate experimentally the feasibility of this technique.

In Sec. II, the experimental setups used for the ultrasonic
tank experiments and the at-sea trials are presented. Section
III presents the implementation of the iterative time-reversal
processing when using reverberation focusing. Experimental
results demonstrate that backscattered signals can be used to
focus sound along the seafloor. In Sec. IV, the reverberation
focusing technique is used to detect targets on the ocean
bottom. Section V presents the conclusions of this analysis.

II. EXPERIMENTAL SETUP

A. Ultrasonic water tank experiment

The first set of ultrasonic experiments were conducted in
a water tank �see Fig. 1� using a standard linear array of M
=32 elements equally spaced by 1 mm with a central fre-
quency fc=1.49 MHz and a 75% frequency bandwidth. The
waveguide has a uniform sound speed of c0�1486 m/s, a
depth H=5 cm, �H�50�� with a moving free surface. This
setup is a scaled-down approximation of a typical oceanic if
experiment by a factor of 1000. The bottom was covered
with fine sand grains of diameter ranging from 10 to
100 �m, scaling to an oceanic bottom consisting of gravels
i.e., highly reverberant. The targets were identical steel
spheres �ball bearings� of 5-mm diameter �see Sec. IV�.

The array makes an angle of 7° with respect to the ver-
tical, and the middle element was at 27.5� above the water-
bottom interface to mimic practical tilted array geometry for
transducers mounted at the bow of a ship along the hull.
Each individual element has an aspect ratio of 12 mm in
width by 0.5 mm in height. The narrow horizontal directivity
of each transducer prevents reflections from the sidewalls of
the waveguide. Additionally this 2D directionality is also
representative of a monostatic sonar system with fine azi-
muthal resolution �see Sec. II B�. The probing signal broad-
cast during the reverberation measurements was a 5-�s pulse
that was obtained after time compression of a Linear Fre-
quency Modulated �LFM� chirp of 40 �s spanning the whole
frequency bandwidth of the transducers.

B. Sea experiments

The at-sea experiment was conducted North West of Pi-
anosa Island, off the West coast of Italy �see Fig. 2�. The
M =28 elements of the TRA, with a center frequency of
3.5 kHz and a bandwidth of 1 kHz, were assembled into a
billboard configuration �roughly 8 by 1.5 m, see Fig. 3� that
is a surrogate for existing sonar systems in a monostatic con-
figuration. The azimuthal angular beam width of the bill-
board array was 16°. This improves target detection and lo-
calization along the seafloor �see Sec. IV� by sending
directional acoustic power on a particular patch of the seaf-
loor. Hence the signal-to-noise ratio of the backscattered re-
verberation measurements is enhanced. The ultrasonic ex-
periments were designed to have a similar setup and seafloor
ensonification as the at-sea experiments.

Technical features of the billboard array transducers and
the electronic system have been described previously.11 Fig-
ure 4 represents several sound speed profiles collected in the
Pianosa area over the period JD204–JD210. These profiles
were strongly downward refracting with a thermocline tran-
sition around 20 m. The billboard array was suspended from
the R/V Alliance below the thermocline with the first hori-
zontal subarray of the array approximately located at a depth
of 24.5 m. The bathymetry was relatively range independent
�around 50 m� in the vicinity of the billboard array location
�see Fig. 2�. The top layer of the ocean bottom principally
was made of sand and fine gravel.

III. TIME-REVERSED REVERBERATION FOCUSING IN
A ROUGH WAVEGUIDE

A. Data processing

Following Prada et al.,6 the received backscattered sig-
nals can be expressed as a function of the transmitted signals
using the interelement impulse response matrix K of the M
elements of the TRA. Each element kl,m�t� of the matrix K is
the output of the element number l �1� l�M�, when the
input element number m �1� l�M� is a temporal Dirac
function. The knowledge of K allows for the description of

FIG. 1. �Color online� Ultrasonic waveguide experimental setup. The
source-receive array is located on the left-hand side and its support can be
oriented arbitrarily. The probe transducer was set at different ranges and
depths above the bottom interface. One spherical target lays at a distance Lc

from the base of the array.

FIG. 2. �Color online� Bathymetry North West of Pianosa Island, off the
West coast of Italy. Location of the billboard array is indicated.
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any transmit-receive sequences of the time-reversal process
using reverberation focusing in a rough waveguide described
in Fig. 5. In Fig. 5�a�, a TRA composed of M elements is
used to initially ensonify the ocean floor �transmit mode�,
e.g., transmitting a broadside illumination to maximize the
reverberation return level over the ambient noise level. The
resulting reverberation time series recorded on each element
m �1�m�M� �receive mode, see Fig. 5�b�� are

Rm
�0��t� = �

l=1

M

kl,m�t� . �1�

A selected time-gated portion of the reverberation signals
�referred to as reverberation window� Rm

�0��Tc−�t /2� t�Tc

−�t /2� of length �t around a two-way travel time Tc is used
to provide a transfer function between the TRA and a corre-
sponding range interval on the bottom.4 In an oceanic wave-
guide with small bathymetry changes, this selected rever-
beration window corresponds to a spatial cell on the seafloor
of resolution �r=�tc0 /2 at a range Lc=Tcc0 /2, where c0 is
the average sound speed in the water column. At longer
ranges due to dispersion effects and large bathymetry
changes, additional measurements and numerical modeling
of the acoustic paths are necessary to estimate a more accu-
rate relationship between �r and �t.12

The signals in the selected reverberation window are
time-reversed �Fig. 5�c�� and broadcast back �transmit mode�
Fig. 5�d� to focus along the sea floor at the corresponding
range Lc. Finally, enhanced backscattered originating from
the focusing region is recorded on the TRA �Fig. 5�e��. Each
time-reversal procedure involves two successive back and
forth propagations between the spatial cell on the ocean floor
and the TRA. The measured reverberation time series on
channel m after completion of the time-reversal process is

Rm
�1��t� = �

l=1

M

kl,m�t� � Rl
�0��Tc − �t/2 � t � Tc + �t/2� , �2�

where the symbol � indicates a correlation operation. Note
that singular value decomposition formalism previously de-
veloped in the frequency domain4 is not necessary since the
main source of backscattered energy is only the bottom re-
verberation. In this article, a simple and direct time-domain
implementation of the time-reversal process is used. The
time-domain formulation has the advantage, in particular for
broadband signals, of fully taking into account the coherence
of the reverberation signals across the entire frequency band-
width and not just at the center frequency. Furthermore, us-
ing an M-element TRA instead of a single transmit-receive
element13,14 has the advantage of providing an additional co-
herent array gain of 10 log10 �M� at the focusing location on
the ocean floor. In general, this coherent array gain along
with the selection of the reverberation window is crucial
in improving the detection of a target �i.e., a point scat-
terer� over the reverberation signal �i.e., an extended tar-
get�. Indeed if the target strength is weak, the echoes from
the target will likely be dominated by the contribution of
whole rough bottom reverberation in the backscattered
signals recorded after the initial broadside illumination.
By selecting a short reverberation window, the influence
of ocean reverberation is limited to the close vicinity of

FIG. 4. �Color online� CTD casts collected in the vicinity of the billboard
array location on JD204-JD210. Despite some temporal variability of the
sound speed profile, these profiles generally were strongly downward re-
fracting with a thermocline transition around 20 m.

FIG. 3. �Color online� Billboard array geometry and element spacing are
indicated.
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the target. Then if the reflectivity contrast between the
target and the bottom reverberation is sufficiently high
locally �e.g., a steel target lying on a sandy bottom�, the
backscatter locally will be higher when focusing at the
target range Lc.

Iterating the time-reversal process provides a simple
means to enhance focusing on the strongest reflector6–8 and a
solution for separating the echoes of the targets from the
reverberation of the ocean bottom. Using Eq. �2� recursively,
the reverberation time series recorded on the TRA at the end
of ith iterations of the iterative time-reversal process �ITR�
�i.e., after two set of back and forth propagations� are
Rm

�2i+1��t� �i.e., the odd power of the recursive index i� �i
�0�.6 However, a direct implementation of the-iterative
time-reversal process for multiple reverberation windows,
i.e., selecting several different values of Tc, can be very
lengthy at sea since it requires recording long backscattered
signals each time. Array motion during the acquisition time
might further degrade the results. Thus a completely active
implementation of all steps of the ITR is likely to be imprac-
tical for mapping the ocean bottom.

One practical solution during sea trials was to first ac-
quire the complete interelement impulse response matrix K

by successively firing each element of the TRA and record-
ing the backscattered signals on the whole TRA after a
round-trip propagation between the TRA and the ocean
bottom.6 The time-reversal iterations can then be imple-
mented passively using Eq. �2� recursively by simply com-
puting correlations of the kl,m�t� signals with the selected
time-gated window of the reverberated signals obtained from
the previous iterations. The acquisition of the transfer matrix
K is the only active part of the processing. In the case of low
signal-to-noise ratio, it is necessary to acquire a new realiza-
tion of the transfer matrix K for each iteration of this passive
implementation of the ITR. Otherwise the ambient noise re-
corded along with the backscattered signals in the matrix K
would always remain the same and would then be autocor-
related at each iteration of Eq. �2�, which may bias the ITR
process.

B. Ultrasonic water tank experiments

This section investigates experimentally the reverbera-
tion focusing technique presented in Sec. III A, using the
ultrasonic water tank setup described in Sec. II A. The itera-
tive time-reversal process is implemented passively based on

FIG. 5. �Color online� Schematic of the implementation of the reverberation focusing technique using a TRA in a monostatic configuration.
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the measurement of the interelement impulse response ma-
trix K for the M =32 elements of the ultrasonic TRA �see
Eqs. �1� and �2��. In order to investigate the spatial resolution
of the focal spot along the water-bottom interface, the time-
domain Green’s function Gl�Rf ,Zf ; t� was also measured be-
tween each of the lth elements of the TRA and an omni-
directional probe transducer scanning the water column at a
range Rf and a depth Zf in the vicinity of the intended focal
spot along the water-bottom interface �see Fig. 1�. Based on
the formalism of Sec. III A �see Eqs. �1� and �2��, the result-
ing retrofocused field B�2i+1��Rf ,Zf ; t� at the hydrophone lo-
cation after the ith iteration of the time-reversal process is

B�2i+1��Rf,Zf ;t� = �
l=1

M

Gl�Rf,Zf ;t� � Rl
�2i��Tc − �t/2 � t

� Tc + �t/2� , �3�

where Tc denotes the center of the reverberation time win-
dow used for the time-reversal process and �t is its duration.

Figure 6 illustrates the spatial resolution of the focal spot
along the water-bottom interface for Hanning reverberation
windows of increasing duration �t=5, 10, 40, and 120 �s.
The normalized retrofocused energy, defined as the integra-
tion of �B�2i+1��Rf ,Zf ; t��2 over the recording time window
�see Eq. �3��, is displayed in depth versus range. A strong
focus of the backpropagated energy is observed near the bot-
tom at a range Lc�6 cm, corresponding to a two-way travel
time Tc=72 �s �see Sec. III A� from the TRA with a 6-dB
width of the focus along the bottom interface on the order of
2.5 cm for �t=10 �s �see Fig. 6�b��. The retrofocusing range
Lc�6 cm is relatively close to the TRA �around 1.2 times
the water depth�. Increasing the length of the reverberation
window �up to �t�20 �s in this configuration� allows us to
better capture the transfer function between the TRA and a
corresponding spatial cell on the seafloor, thus improving the
focusing. However, if the value of �t gets too large �i.e., �t
�40 �s here�, the focal spot gets broader and larger side-
lobes appear �see Figs. 6�c� and 6�d��. Indeed, for long re-
verberation windows, the distribution of scattering sources

along the interface becomes too wide and thus the resulting
backscattered signals differ from the case of a point scatterer
on the bottom. Hence the correspondence between the se-
lected time-gated reverberation window and a specific spatial
cell on the seafloor at a range Lc�Tcc0 /2 is no longer
unique.

Figure 7 displays the distribution of normalized retrofo-
cused energy, similarly to Fig. 6, when retrofocusing at a
longer range Lc�16 cm �i.e., Tc=210 �s�. The spatial reso-
lution of the focal spot is worse �higher sidelobes� when
compared to Fig. 6 with a 6-dB width of the focal spot along
the bottom interface now in the order of 4 cm. Since the
waveguide dispersion effects are more pronounced at larger
range Lc, the backscattered signals originating from the same
spatial cell of length �r along the seafloor are further spread
in time at the TRA location and might not be all correctly
captured within the duration �t of the reverberation window.
Based on the results of Figs. 6�a� and 7�a�, the parameters
�=5 �s and 6 cm�Lc�17 cm yield good spatial focusing
for this TRA geometry and will be used for the target detec-
tion experiment �see Sec. IV�.

Figure 8 displays the backscattered energy Eav�t� re-
corded by each of the M =32 elements of the TRA after
either the initial broadside transmission �Fig. 8�a�� or the
time-reversal operation �Figs. 8�b� and 8�c��. The backscat-
tered energy Eav�t� is obtained by incoherently averaging the
envelope of the signals Rl

�i��t� �see Eqs. �1� and �2�� where

Eav
�i��t� = �

l=1

M

��Hilbert�Rl
�i��t����2. �4�

A coherent average of the backscattered signals may also be
used instead, but it was found to be less robust, in practice, to
environment fluctuations and array motion during the at-sea
trials. The backscattered energy Eav

�i��t� �measured after the
ith time-reversal iteration� was normalized by the corre-
sponding ambient noise level measured for t�400 �s. Af-
ter the initial broadside transmission �Fig. 8�a��, the back-

FIG. 6. �Color online� Spatial resolution of reverberation focusing. The
intended focusing range Lc�6 cm and the duration of the Hanning rever-
beration window is �a� �t=5 �s, �b� �t=10 �s, �c� �t=40 �s, and �d� �t
=120 �s. The four plots have the same dB scale. FIG. 7. �Color online� Same as Fig. 6 but for Lc�16 cm.
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scattered energy comes from, to a large extent, the rough
bottom of the waveguide.

Figures 8�b� and 8�c� show the backscattered energy
Eav�t� recorded after focalization for values of the parameters
Lc=6 cm and Lc=16 cm, respectively, and for values of �t
similar to Figs. 6 and 7. Most of the backscattered energy is
now coming from bottom reverberation in the vicinity of Lc

since the maxima remains centered around the focusing time
Tc. The strong return at Tc=75 �s in Fig. 8�b� �or Tc

=215� in Fig. 8�c�� illustrates the coherent gain across the
array obtained by using the time-reversal process. Increasing
duration �t of the reverberation window can yield higher
values of the backscattered retrofocused energy Eav�t� �see
Fig. 8�c��. In this case the measurements of Eav�t� at the TRA
location indicate that higher energy is sent along the seafloor
since a longer reverberation window is used. But the results
on Figs. 6 and 7 show that a high return on the TRA does not
necessarily imply a good focusing along the seafloor when
the selected reverberation windows get too long. Thus for
practical application of the time-reversed reverberation fo-
cusing technique, the choice of �t will depend on the acous-
tic propagation characteristics of the waveguide �e.g., disper-
sion effects� and TRA orientation. Furthermore, the
parameter �t could be estimated from simple broadband nu-
merical modeling of the oceanic waveguide between the
TRA and a range Lc.

12

C. At-sea experiments

The time-reversed reverberation focusing technique was
investigated at sea in an area northwest of Pianosa Island
�see Sec. II B�, using a TRA deployed in a billboard configu-
ration �see Fig. 3�. The azimuthal rotation of the suspended
billboard array around its main axis was monitored with a
compass and did not exceed one or two degrees in azimuth
for quiet sea conditions over a time period on the order of
20 min. Thus the billboard array illuminates a constant area

on the seafloor �at least for short ranges� during this time
period. The time-reversed reverberation focusing technique
was implemented actively, meaning that the time-reversed
reverberation window �centered on Tc and having a duration
�t, see Sec. III A� was effectively broadcast back by the TRA
in the ocean. In order to enhance the signal-to-noise ratio for
the measured reverberation time series over the ambient
noise level, a LFM signal of duration T=100 ms or T=1 s
�for long range focusing� over a bandwidth B�=3–4 kHz is
used. The LFM signal was broadcast by all TRA elements at
full power �approximately 180 dB� to provide an initial
broadside illumination of the seafloor.

The time-delay between the initial broadside transmis-
sion and the focusing transmission was on the order of 7 min
due to broadcasting and processing constraints. The data pro-
cessing consisted in time compressing by cross correlating
the reverberation time series with the initial LFM signal,
selecting the desired reverberation window �see Sec. III A�
and then convolving the reverberation window with the LFM
signal before the following transmission. The time compres-
sion by the chirp provided a gain proportional to log �TB��
for the measured reverberation signals.

The billboard array consists of seven horizontal subar-
rays of four elements each �see Fig. 3�. The recorded back-
scattered signals after the ith iterations are noted Rl,m

�i� �t�,
where l is the stave index 1� l�7, and m is the element
index on each stave 1�m�4. In order to benefit from the
azimuthal resolution of the billboard array, the backscattered
signals are first summed coherently for the four elements of
each horizontal subarray �i.e., broadside beamforming in the
horizontal plane�. The averaged backscattered energy is then
computed by summing the envelope of the broadside beam-
former output signal obtained for each of the seven staves:

Eav
�i��t� = �

l=1

7 �	Hilbert��
m=1

4

Rl,m
�i� �t�
	
2

. �5�

Figure 9�a� displays the backscattered energy Eav
�0��t� �i

=0� recorded after the initial broadside transmission. The
large increased reverberation return around 3.1 s is related to
reflection from the rapid bathymetry change located along
the curved part of the coast of Pianosa Island �see Fig. 2�
around �42°N,10°04E�. Other strong reverberation returns
probably are related to strong bathymetry changes or the tip
of the island �e.g., around �42°N,35.5,10°03.5E��. Ambient
noise level can be determined from the plateau for recording
time t�3.5 s, i.e., around 125 dB �after time compression
with the chirp signal�.

The average backscattered energy Eav
�1��t� �i=1� recorded

after focusing along the ocean bottom using an a time-gated
window of �t=60 ms of the initial broadside reverberation
centered around three increasing recording times Tc is shown
in Figs. 9�b�–9�d�. As expected, the retrofocused backscat-
tered energy has a maximum at the expected round-trip
travel time Tc, between the billboard array and the portion of
the ocean floor of interest, which results from coherent gain
across the array after time reversal. This demonstrates the
focusing capabilities of the billboard array along the ocean

FIG. 8. �Color online� Backscattered reverberation time-series at the TRA
location. �a� After initial broadside illumination. �b� After focusing at a
range Lc�6 cm, i.e., Tc=72 �s. Results for four reverberation windows are
indicated �corresponding to the values used in Fig. 7�. �c� Same as �b� but
for Lc�16 cm, i.e., Tc=210 �s.
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floor are robust even with a delay of 7 min between broad-
side transmission and the focusing transmission.

IV. APPLICATION TO TARGET DETECTION

A. Constructing a Reflectivity map of the rough
bottom: data processing

By stacking the averaged backscattered energy mea-
sured at the TRA location Eav

�i��t� �see Eq. �4� or �5�� for
increasing focusing time Tc �e.g., see Fig. 8 or 9�, a reflec-
tivity map of the water-bottom interface can be constructed,
similar to a sonar map, but with an enhanced contrast for the
strongest reflectors �or scatterers�, which appear as bright
spots on this reflectivity map �see Fig. 10�. In simple TRA
geometry and environment, the recording time t correspond-
ing to the round trip propagation from the TRA to the water-
bottom is converted to an equivalent distance d= tc0 /2,
where c0 is the averaged speed of sound in the waveguide.
Similarly, the center of the reverberation window Tc is re-
lated to the focusing range Lc=Tcc0 /2 and one then can sim-
ply locate the strong reflectors �or scatterers�.

B. Reflectivity maps in the ultrasonic rough
waveguide

The same ultrasonic waveguide configuration described
in Secs. II A and III B is used in this section. Using c0

=1486 m/s and fc=1.5 MHz �center frequency�, the average
wavelength � was on the order of ��1 nm. Figure 10 shows
the reflectivity map obtained when two 5-mm steel spheres

were placed two-thirds buried at the water-bottom interface
at respectively Lc=210� and Lc=275� away from the TRA
�where the distance was measured from the center located
27.5� of the array to the target�. Based on the results of Fig.
6�a�, the parameter �=5 �s was selected as the length of the
time-reversed Hanning window of backscattered signals
since it yields a good spatial resolution for this TRA geom-
etry. The reflectivity maps represent the variations of the av-
eraged backscattered energy by the TRA, Eav

�2i+1��d ,Lc� i.e.,
the local reflectivity of the bottom after the ith iterations of
the time-reversal process �i�0�, in unit of wavelengths. To
compensate for cylindrical range spreading, the averaged
backscattered energy Eav

�2i+1��d ,Lc� was multiplied by a factor
�1/Lc�2i+1, which approximates the total geometric energy
decay after successive back and forth propagation between
the TRA and the seafloor at an average range Lc. The values
were also normalized by their maxima and each reflectivity
map has its own color scheme and the reflectivity contrast
ranges from 0 to 30 dB. The vertical axis represents the dis-
tribution of the various average focusing ranges Lc �from
100� to 320��. The horizontal axis is the equivalent distance
d= tc0 /2 from the TRA to the waveguide bottom.

Both diagonals and off-diagonal terms of the reflectivity

FIG. 9. �Color online� Active reverberation focusing recorded on JD208. �a�
Average recorded backscattered energy from broadside transmission of a
3–4 kHz LFM of signal of duration 1 s. �b� Average recorded backscattered
energy after reverberation focusing on the ocean bottom using a time-gated
window of the initial broadside reverberation centered on Tc=1.5 s. �c�
Same as �b� but Tc=1.75 s and �d� same as �b� but Tc=2.5 s. The duration of
the time-window reverberation was �t=60 ms for all cases. Note that the
retrofocused backscattered energy is maximized at the expected roundtrip
travel time Tc �indicated by a dashed-line�, between the billboard array and
the portion of the ocean floor of interest. The average backscattered energy
Eav

�1��t� �i=1� is computed from Eq. �5�. The delay between broadside trans-
mission and the focusing transmission was on the order of 7 min.

FIG. 10. �Color online� Reflectivity maps for two targets located at Lc

=210� and Lc=275� away from the TRA. These maps were computed over
sliding time-gated Hanning window portion of �t=5 �s of the reverberation
signals �delimited by the dashed lines along the main diagonal� for �a� the
time-reversal process or �b� one iteration, of the time-reversal process. The
horizontal axis is the recording time �i.e., the round trip propagation� con-
verted to the distance. d= tc0 /2 �c0=1486 m/s� between the TRA to the
bottom. The vertical axis is the average intended focusing distance along the
bottom being scanned by the TRA corresponding to the selected time-gated
window. Each plot has its own dB scale. The targets appear as bright spots
at Lc=210� and Lc=275� along the main diagonal. Note the contrast im-
provement achieved for the targets after using one iteration of the time-
reversal process.
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maps can help for detection, localization, and classification
of the target. For each reflectivity map, the strong scatterers
appear as bright spots in the main diagonal delimited by the
time-gated window interval �Lc−�tc0 /2�d�Lc+�tc0 /2�
�indicated by dashed lines� in Fig. 10. The brightness of each
spot depends on the target strength. The off-diagonal terms
of the reflectivity map indicate coupling paths between mul-
tipaths of one scattered or different scatterers when focusing
along the seafloor. In the case of more complex targets, the
off-diagonal terms may also indicate coupling between the
different structural echoes and thus may be used to improve
classification of the target. The initial illumination of the wa-
ter bottom interface was provided by a broadside transmis-
sion from the TRA. For this particular TRA geometry, the
reflectivity maps were not varying significantly if a different
illumination was used �e.g., fewer elements or different
waveforms� as long as sufficiently uniform illumination over
a large section of the bottom interface was achieved �not
shown here�.

After one iteration of the passive time-reversal process,
the reflectivity contrast between the bright spot amplitudes
and the surrounding bottom reverberation amplitude in-
creases as seen by comparing Fig. 10�a� �standard time re-
versal� to Fig. 10�b� �first iteration�. Additionally, Fig. 11
demonstrates the efficiency of the iterative time-reversal pro-
cess by comparing the diagonal of the reflectivity maps to a
simple broadside transmission for target detection. For in-
stance, in the vicinity of the first target located around Lc

=210�, the reflectivity contrast is on the order of 6 dB for
the broadside transmission, 20 dB after time reversal, and
above 38 dB after one iteration of the time-reversal process.
However, when the number of iterations gets too large, the
performance does not improve significantly �not shown here�
since after each iteration the signals are filtered by the lim-
ited bandwidth of the transducers, thus reducing the available
frequency bandwidth and degrading the spatial resolution of

focusing.5,7 Thus one iteration of the time-reversal process
appears sufficient for this particular TRA geometry and ex-
perimental setup.

C. Reflectivity maps in shallow water

The same experimental setup described in Secs. II A and
III B is used in this section. The passive iterative time-
reversal technique was applied to detect a target composed of
12 small glass spheres of 50-cm diameter deployed on the
seafloor. The target strength of each sphere is weak in the
frequency range of the billboard array illumination
�3–4 kHz� and thus detection with a conventional sonar sys-
tem would be problematic in this shallow water environment.
The billboard array azimuth was 340°N. Based on GPS
measurements the distance between the billboard array posi-
tion near the bow of the R /V Alliance and the target location
was estimated to lay at a bearing angle of 351°N and at a
distance of 204.5 m with respect to the center of the bill-
board array. This distance corresponds to a round-trip travel
time Tc=2Lc /c0=0.27 s, using an average sound speed be-
low the thermocline of c0=1515 m/s �see Fig. 4�.

The measurement of the interelement response matrix
was done by firing each of the seven horizontal subarrays
�i.e., four elements used in broadside transmission� succes-
sively using a 100-ms LFM pulse. Data processing was simi-
lar to the procedure described in Sec. III C. Four independent
realizations of the interelement response matrices were col-
lected in total over a time period of 3 min and were used to
construct the backscattered signals for the iterative time-
reversal process �see Eqs. �1� and �2��. This ensures that the
ambient noise recorded along with the backscattered signals
in the matrix K is different for each acquisition and thus
yields a negligible output in the computed backscattered sig-
nals after successive cross correlation �see Eq. �2��.

Figure 12 represents the reflectivity maps computed first
after passive time-reversal alone and after one iteration using
a sliding reverberation window of �t=20 ms. A strong reflec-
tor appears as a bright spot in the main diagonal at a range
Lc=203 m, which is in very good agreement with the esti-
mated range from GPS measurements �i.e., 204.5 m�. Thus
this reverberation focusing technique appears robust with re-
spect to environmental fluctuations. Detection of the target is
enhanced by using the iterative time-reversal process over
the conventional broadside return as illustrated in Fig. 13,
which compares the averaged backscattered energy after the
initial broadside transmission to the diagonal of the two re-
flectivity maps in Fig. 12. Indeed the target is not visible in
the broadside return but the reflectivity contrast, in the vicin-
ity of the estimated target location Lc=203 m, is on the order
of 5 dB after time reversal and above 9 dB after one iteration
of the time-reversal process.

Using the azimuthal resolution of the billboard array
provides additional confirmation of the target detection and
localization. The interelement response matrix can be mea-
sured by steering the array axis 46° away from its axis using
simple time-delay beamforming during the initial illumina-
tion each of the seven horizontal subarrays �i.e., each of the
four elements now broadcasts a beam-steered LFM pulse ac-

FIG. 11. �Color online� Comparison of the diagonal of the reflectivity maps
�see Fig. 10� to a simple broadside transmission for target detection. For
instance, in the vicinity of the first target located around Lc=210�, the
reflectivity contrast is on the order of 6 dB for the broadside transmission,
20 dB after time reversal, and above 38 dB after one iteration of the time-
reversal process.

1312 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Sabra et al.: Reverberation focusing



cordingly�. The effective look direction of the array is now
centered at 294°N and the array is illuminating a different
search sector. Figure 14 represents the reflectivity maps com-
puted first after passive time reversal alone and after one
iteration using a sliding reverberation window of �t=20 ms,
using same processing as for Fig. 12. No distinct bright spots
appear now along the main diagonal of the reflectivity map
in Fig. 14 in comparison to Fig. 12, meaning that no strong
reflector was detected in this search sector. This illustrates
the target search capabilities over various sector angles of
this simple adaptive sonar system using the azimuthal reso-
lution of the billboard array and the �passive� iterative time-
reversal process.

V. CONCLUSIONS

A reverberation focusing technique was presented that
allows a time-reversal array to retrofocus energy along the
seafloor interface using only measured backscattered signals
and minimal a priori environmental information. Reflectivity
maps of the water-bottom interface were constructed. Itera-
tive time-reversal provides a simple solution for self-
adaptive focusing on strong reflectors �i.e., scattering targets�
located on the ocean bottom without relying on predictive or
modeling capabilities of the environment and of the target of
interest. For sufficient reflectivity contrast between the target
and the bottom reverberation, target detection was enhanced
after one iteration of the time-reversal process. These robust
focusing properties are crucial for mapping large and un-
charted areas with little signal processing effort involved.

Flush-buried targets appeared clearly, while more deeply
buried targets may not be as easily detected without the use
of more advanced classification schemes. Furthermore, the
temporal length �t of the time-gated reverberation window,
as well as the number of time-reversal iterations used, should
be adjusted given the target range Lc. Mapping the ocean
bottom for successive locations of the TRA �e.g., along a
ship track� can provide several reflectivity maps of the envi-
ronment, which could then be used to create an extended
synthetic aperture for the TRA. This may help to distinguish
a target with constant backscattering return from strong local
clutter on the bottom �false alarms�, as well as to differenti-
ate among several potential buried targets. Finally a bistatic
implementation of the passive iterative time-reversal tech-
nique can be developed �i.e., where the source and receiver

FIG. 12. �Color online� Reflectivity maps for a target, located 203 m away
from the billboard array. These maps were computed over the sliding time-
gated Hanning window portion of �t=20 ms of the reverberation signals
�delimited by the dashed lines along the main diagonal� for �a� the time-
reversal process or �b� one iteration of the time-reversal process. The hori-
zontal axis is the recording time �i.e., the round trip propagation� converted
to the distance. d= tc0 /2 �c0=1515 m/s� between the TRA and the seafloor.
The vertical axis is the average intended focusing distance along the bottom
being scanned by the TRA corresponding to the selected time-gated window.
Each plot has its own dB scale. Note the contrast improvement achieved for
the strongest reflectors after using one iteration of the time-reversal process.
The target location is the brightest spot at Lc=203 m.

FIG. 13. �Color online� Comparison of the initial broadside return to the
diagonal of the reflective map after iterative time reversal.

FIG. 14. �Color online� Same as Fig. 12 but the billboard main lobe was 46°
away from its axis using simple time-delay beamforming during the initial
illumination. For each plot, the normalization for dB scale is identical to Fig.
12. No distinct bright spots appear now along the main diagonal of the
reflectivity map in comparison to Fig. 12.
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role are performed by two different transducer arrays� and
might provide bistatic detection enhancement for the case of
targets designed to be stealthy in regard to monostatic sonar
systems.
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A passive acoustics method is presented that uses the ocean ambient noise field to determine water
depth and seabed sub-bottom layering. Correlating the noise field measured by two sensors one can
recover a function that closely resembles the two-point Green’s function representing the impulse
response between the two sensors. Here, a technique is described that is based on noise correlations
and produces what is effectively a passive fathometer that can also be used to identify sub-bottom
layers. In principle, just one or two hydrophones are needed—given enough averaging time.
However, by combining the cross correlations of all hydrophone pairs in a vertical array a stronger
signature can be obtained and this greatly reduces averaging time. With a moving �e.g., drifting�
vertical array, the resulting algorithm yields both a map of the bottom depth �passive fathometer�
and the locations of significant reflectors in the ocean sub-bottom. In this paper, the technique is
described and illustrated using numerical simulations. Results are also shown from two experiments.
In the first, ambient noise is taken on a fixed array in the 200–1500 Hz frequency band and the
second experiment uses a drifting array in the 50–4000 Hz band. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2227371�

PACS number�s�: 43.30.Nb, 43.30.Wi, 43.30.Gv, 43.30.Pc �DRD� Pages: 1315–1323

I. INTRODUCTION

Passive techniques that exploit the ocean ambient noise
field are useful when active sonar is not practical or feasible.
Situations include operations in areas where sonar is prohib-
ited due to, for example, environmental restrictions. In this
paper, a technique is described that uses ambient noise cor-
relations to determine the acoustic travel time from hydro-
phones in the water column to the seabed. This provides a
measure of the absolute depth of both the water-sediment
interface �a fathometer� and the sub-bottom layers. Vertical
beamforming is used to limit the contributions from distant
noise sources while emphasizing those directly overhead;
this greatly reduces the averaging time required to extract
coherent arrivals. A simplified derivation of the noise corre-
lation function is included to illustrate how coherent arrivals
from the noise field are used for the passive fathometer pro-
cessing.

In recent years, several new techniques have been pro-
posed to exploit the ocean ambient noise field for sonar and
seismic applications. Harrison and Simons showed that the
ratio of the upward to downward directionality of the noise
field is the incoherent bottom reflection coefficient, and they
measured it by beamforming on a vertical array.1 That tech-
nique was extended to derive sub-bottom layering with a
drifting array by reconstructing the reflection loss phase us-
ing spectral factorization.2,3 Roux, Kuperman, and the NPAL
Group demonstrated how wave fronts can be extracted from
the ocean noise field using horizontally separated

hydrophones.4 Their work was inspired by the developments
by Weaver and Lobkis5 and the conjecture put forward by
Rickett and Claerbout:6 “By cross correlating noise traces
recorded at two locations on the surface, we can construct
the wave field that would be recorded at one of the locations
if there was a source at the other.” The wave fronts recon-
structed by Roux, Kuperman, and the NPAL Group showed
that, in fact, cross correlations between two receivers re-
sembled that from a directional source to a receiver with the
directionality dependent on the characteristics of the noise
sources. A more detailed derivation of the angularly shaded,
two-point Green’s function obtained from ocean noise corre-
lation functions was developed by Sabra et al.7 In that paper
it was shown that the coherent arrivals are primarily due to
the noise sources located in the end fire direction to the hy-
drophones being cross correlated. Given sufficient averaging
time, the cross correlation produces the eigenray arrivals be-
tween the two hydrophones.

The work described here exploits the same noise cross-
correlation phenomenon. However, closely spaced hydro-
phones vertically separated are used to take advantage of
both cross correlations between sensors and beamforming.
This allows for short averaging times, on the order of 30 s, to
extract the coherent arrivals. This combination makes it pos-
sible to estimate both the water depth and sub-bottom layer-
ing from the ambient noise correlation function. In Sec. II, a
simplified theoretical description is developed that includes a
method of images construction to elucidate the nature of ar-
rivals that are extracted from the noise correlation function.
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In Sec. III, numerical simulations illustrate the technique un-
der known conditions. Finally, in Sec. IV results are shown
from experiments using a fixed vertical array and a drifting
vertical array.

II. THEORETICAL DESCRIPTION

Over the last several decades, a number of theoretical
approaches have been developed to describe the ocean am-
bient noise field. In Buckingham,8 a normal mode approach
was used to develop a model for ambient noise in shallow
water waveguides. Harrison9 developed a ray-based ap-
proach which is particularly advantageous for broadband
computations and for higher frequencies. Here, the wave ap-
proach taken by Kuperman and Ingenito10 is adopted. This
approach is used together with the method of images to con-
struct the Green’s functions and is similar to that taken by
Sabra et al.7 The special geometry of vertically separated
receivers used for the passive fathometer processing simpli-
fies the analysis that is presented here. The purpose of these
derivations is to demonstrate, for geometries that can be eas-
ily treated analytically, how the noise correlations between
two receivers can closely resemble the response from a
source to receiver.

The sound generated from wind action on the surface is
modeled as an infinite sheet of point sources located just
below the surface at depth z�. The geometry for the sheet
source and receivers is shown in Fig. 1. The derivation and
notation follows Refs. 10 and 11. To start, �assuming cylin-
drical symmetry� the cross spectral density is written as an
integral over all source directions,

C��,R,z1,z2� =
8�2q2

k2�z��

��
0

�

�g�kr,z1,z��g*�kr,z2,z���J0�krR�krdkr.

�1�

This derived cross-spectral density C��� �at frequency ��,
between receivers at depths z1 and z2 is written in terms of
the �range-independent� Green’s functions with horizontal
wave-number kr �the * indicates the complex conjugation�,
k=� /cw, and water sound speed cw. The quantity q is in-
cluded to give proper scaling due, for instance, to various
wind speeds. The Bessel function �J0� is required for receiv-
ers separated in range by R=r1−r2. For the vertically sepa-

rated receivers used for the passive fathometer process
J0�krR�=1.

It is worthwhile to note the similarity in form between
the cross-spectral density �1� and the pressure field from a
point source at z1 to a receiver at depth z2

P��,R,z1,z2� = �
0

�

g�kr,z1,z2�J0�krR�krdkr. �2�

The integral in Eq. �2� produces the usual pressure field as a
function of range and depth due to a point source. Wave-
number integration methods have been developed which
evaluate this integral and are described in Refs. 11–13. An
important difference between Eqs. �1� and �2� is that the
cross-spectral density is an ensemble average and the pres-
sure field is deterministic. With measured data, the averaging
time needed can be an important consideration for noise pro-
cessing techniques.

A. Calculating the Green’s function using the method
of images

The similarity between Eqs. �1� and �2� depends on the
extent to which the product of Green’s functions in Eq. �1�
behaves like the single Green’s function in Eq. �2�. That is, to
what extent does the noise correlation behave as a source-
receiver pair? To gain insight into this question it is worth-
while to begin with simple Green’s functions constructed
using the method of images.

The environment is assumed to be a fluid halfspace �i.e.,
no seabed� with the noise source located at z�. The pressure
release surface gives rise to a sheet source of images at −z�.
The geometry is shown in Fig. 1.

The Green’s function to the receiver at z1 from sources
at z� and its image at −z� can be written in terms of the
horizontal wave-number kr

g�kr,z1,z�� = � eikz�z1−z��

4�ikz
−

eikz�z1+z��

4�ikz
� , �3�

where the vertical wave number is defined as kz=	k2−kr
2.

Since the sound sources are very near the surface �within
a fraction of a wavelength� the receivers can safely be
assumed deeper and the magnitude sign in the exponential
can be omitted. Denoting g1=g�kr ,z1 ,z�� and g2

=g�kr ,z2 ,z��, the term in square brackets in Eq. �1� is

g1g2
* = � eikz�z1−z��

4�ikz
−

eikz�z1+z��

4�ikz
�

� � eikz�z2−z��

4�ikz
−

eikz�z2+z��

4�ikz
�*

. �4�

After some manipulation this can be written

g1g2
* =

1

�2��kz��2 �ei�kzz1−kz
*z2�sin�kzz��sin�kz

*z��� . �5�

This is the result for the most common case of a surface of
dipole sources �monopoles very near the pressure release sur-

FIG. 1. Geometry for the half-space problem where the perfectly reflecting
surface gives rise to image sources at z=−z�.
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face�. This is essentially the result obtained by Cron and
Sherman14 for the deep ocean with limited seabed reflections
�the equivalence of this form to the earlier work was derived
by Kuperman and Ingenito�.10 The cross-spectral density is
written considering only real kz

C��,R,z1,z2� =
2q2

k2�z��

��
0

k � eikz�z1−z2�sin2�kzz��
�kz�2

�J0�krR�krdkr.

�6�

The term in square brackets looks similar to a single, free-
space Green’s function but not originating from a surface
source but rather for a source located at z1 and received at z2.
Further, rather than a true, free-space Green’s function there
is an extra sin2�kzz�� term that gives a dipole-like shading.
The cross-spectral density is, therefore, expected to look
similar to the pressure field from a shaded free-space
point source. A plot of the cross-spectral density given by
Eq. �6� is shown in Fig. 2. In the figure, the first noise
receiver is fixed at z1=60 m, r1=0 m and this is correlated
with receivers at z2=0–100 m, r2=0–500 m �for 500 Hz�,
note that the source appears at �z1 ,r1�.

In the previous description kz was assumed real which
makes the expression easier to interpret but is only correct
for kr�k. This is only a minor approximation since there is
an exponential decay that occurs for kr�k �i.e., the evanes-
cent part of the wave-number spectrum�. Consider expanding
the first term in square brackets in Eq. �5�

ei�kzz1−kz
*z2� = eiR
kz��z1−z2� � e−I
kz��z1+z2�, �7�

where R
kz� and I
kz� indicate the real and imaginary com-
ponents of kz. This indicates that for the part of the wave-
number spectrum where kz has an imaginary component g1g2

*

will decay exponentially in depth.
Next, the surface and bottom boundaries are included.

This will result in an infinite number of image sources, how-
ever to show the pattern and for illustration purposes, just a

single bottom image and a single surface image are included
in this discussion. The geometry is shown in Fig. 3 for a
water depth of H. Including the first bottom image yields a
superposition of the source at z� and the image at 2H−z�,
that is

g1 = � eikz�z1−z��

4�ikz
−

eikz��H−z1�+�H−z���

4�ikz
� . �8�

Similarly for g2

g2 = � eikz�z2−z��

4�ikz
−

eikz��H−z2�+�H−z���

4�ikz
� . �9�

The product g1g2
* is

g1g2
* =

2

�4��kz��2 
cos�kz�z1 − z2�� − cos�kz��H − z1�

+ �H − z2���� . �10�

The first term in square brackets looks like a point source
term between z1 and z2. The second term looks similar to an
image source from the bottom bounce.

Including both the images from the bottom and the sur-
face, the receiver at z1 has a Green’s function

g1 = � eikz�z1−z��

4�ikz
−

eikz�z1+z��

4�ikz
−

eikz��H−z1�+�H−z���

4�ikz
� . �11�

Similarly, the Green’s function at z2

g2 = � eikz�z2−z��

4�ikz
−

eikz�z2+z��

4�ikz
−

eikz��H−z2�+�H−z���

4�ikz
� . �12�

The product g1g2
* is

g1g2
* =

1

�2��kz��2�eikz�z1−z2�sin2�kzz�� +
1

4
e−ikz�z1−z2�

−
1

2
cos�kz��H − z1� + �H − z2���

+
1

2
cos�kz��H − z1� + �H − z2� − 2z���
 . �13�

This is a fairly complicated expression, but the first two

FIG. 2. Cross spectral density, normalized on a decibel scale �10 log C����
given by Eq. �6�. The source appears to be at the location of the receiver at
z1 but is not a point source but has dipole-like shading.

FIG. 3. Geometry for the half-space problem where the reflecting bottom
gives rise to image sources at z=2H−z� in addition to the surface image.
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terms in curly brackets correspond to the shaded point source
between z1 and z2. The last two terms correspond to an image
of the dipolelike “source” �i.e., the bottom bounce�. In other
words, to the receiver at z2 it appears like a shaded source at
z1 and a bottom bounce image. When processing for bottom
depth and sub-bottom layering, however, the source direc-
tionality will have very little impact since the interest is in
the vertically received bottom bounces. Inserting Eq. �13�
into Eq. �1� the field can be calculated and this is shown in
Fig. 4 for z1=60 m and frequency of 500 Hz. The figure is
consistent with the terms in Eq. �13� with the appearance
of an inverted Lloyd mirror pattern.11 Note that for the
derivation, kz is assumed real but for the numerical simu-
lation results shown in Fig. 4, the complex values are
included. Numerically, it is not difficult to include the
higher order images �i.e., use the complete Green’s func-
tions� and this will be done for the time-domain solutions
in the following sections.

III. TIME-DOMAIN PROCESSING FOR THE PASSIVE
FATHOMETER

Next, consider the cross-spectral density in the time do-
main where the fathometer and sub-bottom profiler are most
useful. Using Fourier synthesis, the frequency domain solu-
tion is transformed to the time-domain � according to

c��,z1,z2� =
1

2�
�

−�

�

C��,z1,z2�e−i��d� . �14�

Using the synthesis Eq. �14�, the frequency domain correla-
tion of the ambient noise field between two �vertically sepa-
rated� receivers at z1 and z2 is transformed to a time series.
Note that with vertically separated receivers there is no R
dependency and the Bessel function in Eq. �1� disappears.
According to the previous analysis this is expected to look
similar to a source at z1 and a receiver at z2 with some slight
differences in the source directionality as described.

To illustrate, consider a vertical array in a water depth of
H=100 m with perfectly reflecting boundaries. The array

spans the water column with receivers every meter from 1 to
100 m. To orient the reader, the response on the array due to
a true point source located at 60-m depth is shown in panel
�a� of Fig. 5. The vertical array and source are all colocated
at range 0. The time-domain signal is generated by comput-
ing the response from 1 to 512 Hz with 1 Hz sampling and
using Fourier synthesis to produce a 1 s time series at each
receiver. A Hanning window is applied to the spectrum be-
fore transforming in order to reduce time-domain ringing.
The direct paths are those that reach the receivers first and
are indicated in the figure. Arriving later in time are the
bottom and surface bounces that are also indicated. In panel
�b� of Fig. 5, the noise cross-correlation time-domain re-
sponses are shown. The reference hydrophone z1 is at 60 m
depth and cross correlated with the other receivers in the
array. That is, the cross-spectral density is formed between z1

and all the other receivers at each frequency �from 1 to
512 Hz with 1 Hz sampling�. Fourier synthesis is used in
exactly the same way as for the true source to produce a 1 s
time series at each receiver. For the fathometer application,
the interest is in arrival times, and for this the two signals in
panels �a� and �b� of Fig. 5 are practically the same for posi-
tive time.

Some differences between the cross-correlation time se-
ries and that from a true source become evident when a more
realistic seabed is substituted for the perfectly reflecting bot-
tom boundary. These differences will not impact the process-
ing for bottom depth and layering as will be demonstrated in
the next sections with simulations and data. However, it is
important to note these differences to explain some of the
features that appear in the intermediate results. The simula-
tion will use the same geometry as for the perfectly reflecting
boundaries of Fig. 5 but with an acoustic half-space seabed
with 1550 m/s sound speed, density of 1.5 g/cm3, and at-
tenuation of 0.2 dB/� �decibels per wavelength�. The
Green’s functions and integral in Eq. �1� are evaluated using
the OASES program.12,15 In panel �a� of Fig. 6 it can be seen

FIG. 4. Cross spectral density, normalized on a decibel scale �10 log C����
for the case of perfectly reflecting boundaries �including just the first bottom
and surface images�. The source appears to be at the location of the receiver
at z1 along with an image giving rise to the inverted Lloyd mirror pattern.

FIG. 5. Panel �a� shows the response on a 100-m vertical array from a point
source at 60-m depth �all colocated in range�. In panel �b� the noise cross
correlations are shown using the reference phone at 60 m correlated with the
other hydrophones in the array. The negative part of the time series is due to
the cross-correlation process. In both �a� and �b� the envelope of the re-
sponse is normalized and put on a decibel scale.
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that the bottom bounce is similar to the case of the perfectly
reflecting boundary with the exception of the higher loss on
the bottom bounce. One of the differences with this simula-
tion occurs near time lag zero. A zoomed in display in panel
�b� shows a wave front arriving more horizontally than the
bottom bounce �the M-shape near time zero�. The angle of
this wave front corresponds to the critical angle of the
1550 m/s seabed. To compare, in panel �c� the seabed sound
speed is changed to 1750 m/s and the angle of the wave
front has increased. These wave fronts that occur at the criti-
cal angle suggest this process is detecting the head wave.
These wave fronts, near time-lag zero, are at angles that are
different from the bottom bounce and will have insignificant
impact on the passive fathometer processing. They may,

however, be important for identifying the critical angle of the
seabed if they can also be detected using measured data.
They will not be considered further in this paper as the focus
is on the bottom and sub-bottom returns.

In addition to the wave fronts arriving near time lag zero
there are additional features that also occur near time-lag
zero. These too, will also have a negligible effect on the final
passive fathometer processing but help in identifying fea-
tures that can be seen in some of the intermediate results. To
understand, consider a coherent “click” �or impulse� gener-
ated on the surface from various noise events. Again, take
the reference receiver zRef=60 m and two separate receivers
z1=25 m and z2=95 m. These coherent sounds will have a
direct arrival on each receiver followed by bottom and sub-
bottom arrivals �bounces from the seabed�. The timing of
these impulses depends on receiver depth and are shown in
Fig. 7. Since z1 is above the reference, the correlation of the
two for positive lag time �indicated in the figure as zRef*z1�
shows the initial weak arrivals followed later by a perfect
reproduction of the bottom and sub-bottom arrivals. For
zRef*z2, the positive lags show the perfect reproduction of
the impulses received on z2 �no faint arrivals�. The main
point is that regardless of the relative position of the receiver,
the correlation processing produces the coherent bottom and
sub-bottom arrivals. There can be a complicated pattern near
time-lag zero that includes these weaker direct path and other
echoes but these will be of no consequence in the processing
as will be described in the next section.

A. Processing vertically separated hydrophones for
bottom depth and sub-bottom layering

The previous sections outlined what is expected when
the measured noise is correlated between two hydrophones
and is transformed into the time domain. The resulting time
series is very similar to what is produced from fathometers
and sub-bottom profiling sonar systems. That is, a monostatic
source/receiver pair. As mentioned, there are some differ-

FIG. 6. In panel �a� a realistic �lossy� seabed is used with the same geometry
as for panel �b� of Fig. 5. Note, the wavefronts near time-lag zero are
propagating at a more horizontal angle relative to the bottom bounce �the
M-shape near time zero�. In panel �b� is a zoom of �a� showing the details of
the wavefront. The propagation angle of the wavefront in �b� corresponds to
the critical angle of the seabed. In �c� the seabed sound speed is changed to
1750 m/s and the steeper propagation angle of the wavefront near time-lag
zero can be seen.

FIG. 7. The impulses received from a
coherent “click” from the surface. On
the left the received impulses are
shown for receivers z1=25 m �top
left�, zRef=60 m �middle left�, and z2

=95 m �bottom left�. The right side
shows the correlation of the reference
with the other two channels, zRef*z1

�top right� and zRef*z2 �bottom right�.
Considering only positive time, the re-
ceiver above the reference shows faint
arrivals before reproducing the bottom
and sub-bottom returns. The receiver
below the reference shows a per-
fect reproduction of the bottom and
sub-bottom returns without the faint
arrivals.
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ences between a true source/receiver and the noise correla-
tion processing. The noise correlation processing produces a
time series with some directionality and there are arrivals
before time-lag zero. Another difference includes arrivals
near time-lag zero due to a variety of effects as described
previously. However none of these have a significant impact
on the ambient noise fathometer/sub-bottom profiler. The
only caveat is that the time-series synthesis must be long
enough to prevent wrap around. The time series length is set
by the selected frequency sampling in the cross-spectral den-
sity and, in practice, can be set arbitrarily small.

Next, consider a more realistic simulation consisting of a
layered seabed and a realistic array which will be used for
the beam-forming part of the processing. The array has the
same characteristics as one that is used for the measured data
analysis in Sec. IV and has 32 vertically separated hydro-
phones located between depths of 70 to 75.58 m �0.18 m
spacing�. The seabed is made up of a top 10 m layer with
sound speed of 1550 m/s, density of 1.5 g/cm3, and attenu-
ation of 0.06 dB/�. Below that is a 5 m layer with sound
speed of 1600 m/s, density of 1.65 g/cm3, and attenuation
of 0.2 dB/�. The half-space below both sediment layers has
sound speed of 1700 m/s, density of 1.65 g/cm3, and attenu-
ation of 0.2 dB/�. To simulate the noise field, Eq. �1� is
evaluated using the OASES program.12,15

The first fathometer processing step is to correlate each
receiver in the array with each of the others to form the
cross-spectral density at all frequencies �in this simulation
frequencies between 50 and 4000 Hz are included�. The time
series is derived from the frequency domain correlation be-
tween receivers at zn and zm using Eq. �14�. The bottom
bounce absolute travel times will correspond to the travel
time from the reference receiver to the seabed plus the travel
time back to each of the other receivers in the array. Regard-
less of the receiver chosen as the reference the bottom
bounce arrivals will appear delayed from the bottom of the
array to the top. These arrivals can all be combined by ap-
plying the correct time delay to align the receptions. The
alignment is accomplished through delay and sum beam-
forming �in the end-fire direction�

C̃n��� =
1

M
�
m=0

M−1

C�� + m	�,zn,zm� , �15�

where

	� =
	zh

cw
. �16�

The time delay between receivers is 	� and 	zh is the re-
ceiver separation and cw is the water sound speed.

With receiver 1 �shallowest at 70 m� as the reference,
the first bottom reflection arrives on channel 32 �at depth
75.58 m� at time

�100 − 70� + �100 − 75.58�
1500

= 0.0363 s, �17�

and arrives at channel 1 at 0.04 s. The 32 channels are
combined with the appropriate delay to form a single time
trace. Next, channel 2 is used as the reference and the 32

receivers are beamformed again. Since channel 2 is the
reference, the bottom bounce arrivals arrive earlier by 	�
�since the effective source is now closer to the seabed�.
The process is repeated until 32 time traces are formed.
This first stage of beamforming produces an arrival struc-
ture for each reference hydrophone n=1¯32 and is illus-
trated in panel �a� of Fig. 8. In panel �a� each row is the
result using a different reference channel which causes the
delayed arrivals from the seabed. The bottom and sub-
bottom reflections are visible with travel times relative n
=1 �receiver at 70 m depth� since all beamforming is done
relative to this receiver.

The time series shown in panel �a� of Fig. 8 is combined
again using delay and sum beamforming. This final step
aligns the bottom and sub-bottom arrivals into a single time
series r���

r��� =
1

N
�
n=0

N−1

C̃n�� + n	�� . �18�

This is shown in panel �b� of Fig. 8 where the bottom and
sub-bottom returns are clearly visible. The absolute water
depth can be determined from the two-way travel times taken
from depth of receiver n=1. In this case the first arrival is at
0.04 s corresponding to �30�2� /1500 s. The sub-bottom
layers are also two-way travel times relative to the previ-
ous bottom reflection. The next arrival occurs after an
additional �10�2� /1550 s, or at 0.0529 s. The final arrival
is later by and additional �5�2� /1600 s, or at 0.0592 s.
There are residual peaks near the zero lag of the time
series that can be ignored in the processing since these
peaks are predictable from the length of the array. In this
case the peaks occur between time zero and time 0.0074 s
�twice the travel time of the length of the array due to the
two stages of beamforming�.

FIG. 8. Panel �a�: Stacked, delay, and sum beamforming �i.e., C̃n�t� with
n=1¯32�. Note, there is a bottom reflection corresponding to the water-
seabed interface and two sub-bottom reflections corresponding to the two
layers. Time series magnitudes are shown on a decibel scale with a range of
30 dB. Panel �b�: the second stage of beamforming �i.e., beamforming the
sequences shown in panel �a� and given by the expression for r�t��. This is
on a normalized linear scale where the envelope has been taken.
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In these simulations, the cross-spectral density that was
calculated is idealized and assumes an infinite averaging
time. Long averaging is probably not practical for applica-
tion as a survey tool since the integration times would need
to be relatively short. The beamforming greatly assists the
shortened averaging time with measured data by emphasiz-
ing the coherent part of the noise field coming from directly
over the vertical array. As will be seen with the experimental
data in the next section, with short averaging times the beam-
forming is critical to observing the bottom arrivals.

IV. EXPERIMENTAL RESULTS

Two measured data examples of the fathometer process-
ing will be presented. The first example uses measured data
of opportunity. The experiment had an active source �10 km
from the receiver array� so the ambient noise was carefully
windowed from the time series. This experiment had a fixed
array with carefully measured array and water depths so it
verifies the processing in a known environment. The second
example is taken from a more practical scenario with the
vertical array drifting over a varying bathymetry and sub-
bottom. These arrays are both electronically quiet having
electronic noise floor below sea-state zero.

A. Stellwagen Bank: ASCOT01

In 2001, the NATO Undersea Research Centre con-
ducted the ASCOT-01 experiment near the Stellwagen Bank
off the Northeast coast of the United States in a site with
101 m water depth.16 This was primarily a geo-acoustic in-
version experiment so sound sources were nearly continu-
ously transmitting with the exception of about 0.5 s of data
at the end of each file. Since the vertical array was fixed,
these 0.5 s snapshots could be averaged over many snapshots
producing, effectively, about a 30 s average. The sound
source was located 10 km away and the ambient noise data
was believed to be free from multipath and reverberation
from the projector. The fixed and well measured geometry of
ASCOT-01 provides a useful check of the bottom return tim-
ing.

A total of 33 elements with 0.5-m spacing array were
used with the top hydrophone measured to be 52.25 m from
the seabed. The frequency band considered is 200–1500 Hz.
In Fig. 9, panel �a� shows the output after the first stage of
beamforming. The bottom bounce is weak yet visible. From
the single-phone correlations, the bottom returns were too
weak to be visible without beamforming. In panel �b� of Fig.
9, the second stage of beamforming is applied and the bot-
tom bounce is clearly visible. The peak near 0.07 s, in panel
�b� puts the estimate of the distance to the bottom at 52.5 m,
well within the experimental error on the measured hydro-
phone distance of 52.25 m. In this case, the array reference
was the shallowest channel at 52.25 m which is near the
midwater depth, and if a surface bounce were present, it
would nearly interfere. To break the symmetry, the array
beamforming was shifted to the deepest hydrophone and this
is shown in panel �c� of Fig. 9. As predicted, in neither case
is there evidence of a surface bounce. This may primarily be
due to the beamforming deemphasize this return, but was

also seen to be weaker than might be expected from a true
source as discussed previously. Sub-bottom returns are also
present, but these could not be verified for correctness.

B. Strait of Sicily: Boundary 2003

The second experimental example is taken from a con-
trolled set of �directional noise� data that were collected �by
the second author� on a drifting array during the NATO Un-
dersea Research Centres Boundary 2003 experiment. �This is
the same data set as described in Ref. 3 where it was con-
verted to sub-bottom layers by a different process.� The drift-
ing array has 32 hydrophones spaced at 0.18 m �design fre-
quency of 4.2 kHz�. The wind varied during the experiment
but was, on average, approximately 15 kn. The array was not
equipped with a Global Positioning System receiver but was
tracked using surface radar. At the time of the experiment,
the depth of the array was not a critical factor and was there-
fore not measured carefully. However, it was reported that
the hydrophones were to be kept less than about 80 m but

FIG. 9. Panel �a� shows the ASCOT-01 ambient noise processing after the
first stage of beamforming. Near time zero, the direct arrival is visible ar-
riving at later times as the wave front progresses down the array. In panel �b�
is the second stage of beamforming showing the bottom bounce at around
0.07 s. Panel �c� shows the same processing with the array center shifted to
the deepest hydrophone.
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were probably between 70 and 80 m. The signals were
sampled at 12 kHz and each channel was transformed to the
frequency domain using 16384 point fast Fourier transforms
�FFTs� �or around 1.4 s of data�. Approximately 70 s of data
were averaged to form the cross-spectral density and produce
a single fathometer time trace �over the 50–4000 Hz fre-
quency band�.

Following the array drift, seismic reflection data were
collected to image the sub-bottom layers. The seismic reflec-
tion data was collected by towing a Uniboom source �5813B
seismic boomer� with a ten element towed array behind the
NATO R /V Alliance. This sonar is designed to measure both
the bathymetry and the strongest reflectors from the seabed.
It was only possible to approximate the drifting array tracks
with the Uniboom tracks.

In Fig. 10, the ambient noise �panel �a�� and Uniboom
�panel �b�� processed data are shown. For these displays. the
data envelope of the time series are taken and put on a deci-
bel scale. There is a 12 dB dynamic range in the color scale.
Since the array depth and position were not known exactly,

some alignment of the ambient noise and Uniboom data were
made with the data itself. The depth of the array was taken as
73.5 m for the entire track. The range of the array along the
track was allowed to slide a few hundred meters. However, a
single range correction was used for the entire track. There
are features in both �a� and �b� that are similar as far down as
25 m into the seabed. The map of the bathymetry from the
noise �panel �a�� also closely resembles that from the Uni-
boom survey.

V. SUMMARY AND CONCLUSIONS

Using the coherent components of the ocean ambient
noise, a passive fathometer and seabed layer imaging tech-
nique has been described. In theory, this might be done with
a single receiver, however this may require averaging times
too long to be practical. Using a vertical array of receivers,
beamforming on enfire was used to emphasize the coherent
arrivals coming from directly above the array. Beamforming
allows averaging the noise over a short time which then re-
sembles random clicks coming from the surface. The pro-
cessing technique has been illustrated with simulations, how-
ever, these simulations assumed infinite averaging time.
Experimental data shows the processing also works with rea-
sonable averaging times of about one minute. The first ex-
ample showed a fixed array with carefully measured geom-
etry and the bottom bounce path arriving at exactly the
predicted time. The second example used a drifting array that
showed both bathymetry and sub-bottom layering. A sub-
bottom profiling sonar was taken along the same path as the
drift to validate the results from the passive fathometer pro-
cessing.
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Broadband data, collected on a towed horizontal array of length 2375 m during a geophysical
survey, are used to perform joint inversion for the water column and sediment acoustic parameters
using modal inverse technique �S. D. Rajan, J. F. Lynch, and G. V. Frisk, J. Acoust. Soc. Am. 82,
998–1017 �1987��. To perform the inversion based on modal wave numbers, we first obtain the
pressure field as a function of range at a discrete set of frequencies from the broadband data. The
sources of errors and their impact on the estimation of modal wave number from such data are
discussed. Due to the possibility of large errors in the estimation of the modal wave numbers of the
higher-order modes, the inversion was performed using the modal wave numbers of the dominant
lower-order modes. The resolution estimates indicate that the wave speeds in the water column and
top three sediment layers have resolution lengths that are approximately 1.5 times the layer
thicknesses. With respect to deeper sediment layers, the resolution lengths are large, as only
lower-order modes were used in inversion. These results are consistent with a posteriori variance
estimates. The model from modal inverse can serve as the initial model for nonlinear methods, such
as those based on matched field processing �P. V. Nagesh, S. D. Rajan, and G. V. Anand, Conference
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I. INTRODUCTION

A method for estimating sediment compressional wave
speed profiles from the wave numbers of propagating modes
in a shallow water waveguide has been reported in the
literature.1 The applicability of this approach has been dem-
onstrated in a number of field experiments.3,4 In these experi-
ments, the data were collected on a synthetic aperture hori-
zontal array using a harmonic point source. In the analysis
presented here, we use broadband data collected on a towed
horizontal array by a survey agency conducting a geophysi-
cal survey in for an oil company. Due to security and other
considerations, the location of the experiment and the sound
speed profile in the water column during the experiment was
not provided to us. An approximate estimate of the water
column depth was, however, provided. We, therefore, inves-
tigate joint inversion for water column and sediment com-
pressional wave speeds and their thicknesses by modal
inverse method. Even though the theoretical framework for
modal inverse has been presented in earlier papers,1,3,4 its
application to broadband data collected on a horizontal array
has not yet been studied.

The goal of this paper is to examine the feasibility of
using data that are routinely collected by oil companies for
estimating the geoacoustic properties of near-surface sedi-

ment layers in a shallow water environment. While the
analysis conducted by the seismic industry is directed toward
defining the layering structure of the sediments �i.e., locating
the reflectors/interfaces�, we seek a description of the sedi-
ment in terms of the wave speeds in the layers and their
thicknesses. The horizontal array used in the survey was ap-
proximately 2.4 km long. The array had 96 hydrophones
with an interelement distance of 25 m, and was towed at a
depth of 6 m. The source, an air gun array, was hung from
the ship that was towing the array. The center of the source
array was at a depth of 6 m. The distance from the source to
the closest receiver on the hydrophone array was 200 m. The
approximate depth of the water column, as indicated by the
survey agency, was 35 m. During the experiment, some of
the receivers were blanked out and no data were collected at
these receivers. The sampling rate was 500 Hz, and each
channel recorded 3 s of data after each transmission. The
data acquisition system was designed to trigger the transmit-
ter and the receivers simultaneously. The spectrum of the
signal received by the hydrophones on the array indicated
that the signal had considerable energy in the frequency in-
terval from 15 to 50 Hz. In this paper, we use the broadband
data to first obtain the modal wave numbers at a set of fre-
quencies, and then use these data to jointly estimate the wa-
ter column properties and sediment compressional wave
speed profiles. We consider data acquired from three shots
�Shot 5, Shot 50, and Shot 95�.

a�Electronic mail: rajan@gte.net
b�Electronic mail: anandgv@ece.iisc.ernet.in
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The signal at each receiver is a time series p�t ,rn� where
p is the pressure field, t is the time, and rn is the range of the
nth receiver on the horizontal array. By performing the dis-
crete Fourier transform of the received signal with respect to
t, we obtain the pressure field p�� ,rn� as a function of range
at a discrete set of frequencies. The data, thus transformed
into the frequency domain, are used to estimate the water
column and sediment acoustic properties.

It can be shown that in a range independent circular
symmetric ocean, the pressure field p�r ,�� at a range r, due
to a harmonic point source of radian frequency � and the
wave number spectrum G�kr ,�� at the same frequency, are
related by the equation5

G�kr,�� = �
0

�

p�r,��J0�krr�rdr , �1�

where kr is the horizontal wave number and J0 is the Bessel
function of zero order. The inverse of this relation, as shown
below, yields the pressure field from the wave number
spectrum

p�r,�� = �
0

�

G�kr,��J0�krr�krdkr. �2�

In the far field, the argument krr has large values, and we can
use the asymptotic approximation

J0�krr� �
exp�i�krr − �/4��

�2�krr
, krr � 1, �3�

for the Bessel function. Insertion of this approximation in
Eq. �1� yields the following relationship for the wave number
spectrum.

G�kr,�� =
exp�− i�/4�

�2�kr
�

0

�

�rp�r,��exp�− ikrr�dr . �4�

For any given �, the wave number spectrum G�kr ,�� has
peaks whose locations on the wave number axis are the
modal wave numbers of the propagating modes at that �.
The modal wave numbers of the propagating modes in a
shallow water waveguide are dependent on the acoustic and
geometric parameters of the shallow water environment. Ra-
jan et al.1 describes a scheme wherein modal wave numbers
obtained from a field experiment can be used to estimate the
sediment acoustic properties. We adopt this procedure to es-
timate the water column and sediment acoustic properties
here.

II. ESTIMATION OF MODAL WAVE NUMBERS

The data were collected on a horizontal array towed by a
ship carrying the source. This experimental setup was not
designed to collect data readily adaptable for estimating the
wave number spectrum at various frequencies. As indicated
in Sec. I, the acquired data are transformed to obtain the
pressure field as a function of range at a given frequency. In
using these data to obtain the modal wave numbers, the fol-
lowing issues need to be addressed:

1. Aliasing due to inadequate spatial sampling of the pres-
sure field,

2. Errors in the estimation of modal wave numbers due to
errors in range and source/receiver depths,

3. Doppler effect due to array motion,
4. Estimation errors due to the short aperture of data, and
5. Noise in the broadband data.

A. Inadequate sampling of the field

The wave number spectrum at a given frequency can be
estimated by using a discretized version of Eq. �4�. In order
to avoid aliasing, the acoustic field has to be sampled accord-
ing to the Nyquist criterion, i.e., at intervals of � /2 or less,
where � is the lowest wavelength of interest. A much denser
sampling �� /4� is normally adopted. Hence, at a frequency
of 25 Hz and a minimum compressional wave speed of
1500 m/s in the region of interest, the field has to be
sampled at intervals of 15 m. The data acquired on the hori-
zontal array have a sampling interval of 25 m, with some of
the receivers blanked out.

We now demonstrate that the undersampled field data
can be interpolated to give the required sampling rate, with-
out significant error in amplitude and phase, using simulated
data similar to the field data. In order to generate the simu-
lated data, we consider a horizontal array with 100 receivers
with an interelement spacing of 25 m. A source is placed in
the end-fire position at a distance of 250 m from the first
receiver on the horizontal array. This configuration simulates
the setup used in the collection of the field data that is the
subject of study in this paper. The source signal is assumed
to be a Gaussian pulse with a central frequency of 35 Hz and
a band width of 50 Hz. The signal received at each of the
100 receivers is obtained using the pulse propagation module
in OASES.6 The shallow water environment used in comput-
ing the simulated data was representative of the environment
where the field data were collected. Further, we assumed that
the properties of the medium are range independent. The
simulated pressure field, psim�t ,rn�, is a time series and rep-
resents the pressure field at the nth receiver at range rn. We
process these data, as described in Sec. I, and obtain the
pressure field psim�� ,rn� as a function of frequency and
range.

As the receiver spacing is 25 m, we have to sample the
pressure field on a much finer grid in order to obtain the
wave number spectrum over a range of frequencies. The field
psim�� ,rn� is interpolated to give psim�� ,rint�, where rint is a
set of ranges at a much higher sampling rate so as to avoid
aliasing. The interpolation is performed using the cubic
spline routine. Since the phase rapidly changes, we slowed
down the phase by multiplying the field by the term
exp�ikrn� before performing the interpolation. After perform-
ing the interpolation, the correct phase was restored by mul-
tiplying the interpolated field by the term exp�−ikrint�. To
check whether this scheme introduces error in the amplitude
and phase of the interpolated field, we compute the pressure
field ptest�� ,rint� using the procedure used to obtain
psim�� ,rn�, except that we now use a horizontal array where
the element spacing corresponds to rint. The magnitude and
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phase of the pressure field psim�� ,rint� are compared with the
amplitude and phase of ptest�� ,rint� in Fig. 1. These fields
were computed at a frequency of 25 Hz. We note that the
agreements between the two fields are excellent. A compari-
son between the wave number spectra obtained by the two
methods is also shown in Fig. 1. Similar interpolations per-
formed on an acoustic field at higher frequencies �up to
100 Hz� also showed negligible error arising from interpola-
tion. These simulations show that broadband data, obtained
at a set of receivers in a horizontal array can, by suitable
processing, be converted into the field due to a harmonic
source on a horizontal array, with adequate spatial sampling,
in order to obtain the wave number spectrum.

B. Impact of errors in receiver range and depth

We have assumed that the horizontal array is perfectly
straight with no distortion. Any distortion of the array will
result in errors in the receiver position with respect to its
range and depth. In this section, we investigate the effect of
errors in receiver positions on the estimation of modal wave
numbers. Since we assume circular symmetry for the ocean,
lateral displacement of the array is ignored.

Let there be small random errors �r and �z in the range
and depth of the receivers, whose nominal �assumed� range
and depth are r and zr, respectively. The estimate of the wave
number spectrum, obtained from acoustic measurements
made on the perturbed array, is given by

Ĝ�kr,�� =
exp�− i�/4�

�2�kr
�

r0

R+r0 �rp�r + �r,zr + �z;��

�exp�− ikrr�dr , �5�

where R is the aperture of the horizontal array and r0 is the
distance between the source and the nearest receiver on the
array. The acoustic pressure p�r ,zs ,zr� for a given source and
receiver location is the sum of contributions from the set of
propagating modes and is given by the expression7

p�r,zs,zr� =
�1 + i�
4��

�
n=1

N
1

�knr
�n�zs��n�zr�exp�iknr� , �6�

where N is the total number of propagating modes, kn is the
wave number of the nth mode, �n�zs� and �n�zr� are the
values of the nth mode function at the source and receiver
depths, and r is the range to the receiver from the source.
Hence, the estimate of the wave number spectrum is given
by the expression

Ĝ�kr� =
�1 + i�
4��

�
n=1

N

�n�zs��n�zr + �z��
r0

r0+R 1
�knkr

�exp�ikn�r + �r��exp�− ikrr�dr . �7�

Assuming that the perturbation �r is a Gaussian random
variable with zero mean and variance 	2, we have
E�exp�ikn�r��=exp�−kn

2	2 /2�, where E �.� denotes the ex-
pectation or statistical average. If the depth perturbations
�z is small with zero mean, we have, ignoring the higher-
order terms,

E��n�zr + �z�� � E��n�zr� + �z�n��zr�� = �n�zr� . �8�

Hence, assuming that the range perturbation �r and the
depth perturbation �z are statistically independent, we have

E�Ĝ�kr�� =
�1 + i�
4��

�
n=1

N
exp�− kn

2	2/2�
�knkr

�n�zs��n�zr�

��
r0

r0+R

exp�i�kn − kr�r�dr . �9�

Therefore, small perturbations of the receiver range and
depth result in a reduction in the estimated amplitude of the
averaged wave number spectrum, and do not alter the loca-
tion of the peaks, i.e., the modal wave numbers remain un-
changed. While this is true for the averaged wave number
spectrum, where the average is done over a large number of
realizations, the field data have a single realization and there-

FIG. 1. The top panel shows the comparison between
the magnitude of the field obtained with an interelement
spacing of 6 m �dots� and the field computed with an
interelement spacing of 25 m, and interpolated to a grid
spacing of 6 m �firm lines�. The source frequency was
25 Hz. The middle panel shows the comparison of the
slowed down phase in the two cases. The results from
the two cases are identical and, hence, only one line is
seen in the plots. The bottom panel shows the wave
number spectrum for the two cases, and here again the
agreement is excellent.
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fore have phase errors that cause errors in the estimated
modal wave numbers. Simulations indicate that the effect of
an array perturbation on the estimation of modal wave num-
bers is negligible in the case of dominant lower-order modes
at the frequencies of interest. Even in the case of weak
higher-order modes, the errors in the estimation of modal
wave numbers are small.

C. Errors due to source and receiver motion

In determining the wave numbers of the propagating
modes, two sources of errors due to source/receiver motion
have to be taken into account. The ship that tows the hori-
zontal array is moving at an approximately constant speed.
The source is suspended from the same ship that tows the
receiver array. At the instant of source activation, we can
consider both the source and the receivers to be stationary.
Subsequently as the ship moves it does not affect the signal
already transmitted, and hence we need to consider only the
effect of receiver motion. Due to the receiver motion, the
range to the receiver—at the time the signal arrives at the
receiver—will be less than the nominal range based on the
number of elements in the array and the interelement dis-
tance. The distance of each receiver, at the time the signal
arrives at that receiver, is approximately the range at zero
time �the time of shot activation� minus the distance traveled
by the receiver, which is the ship speed multiplied by the
time taken by the signal to reach the receiver.

The second correction to be applied is the Doppler cor-
rection, which is the impact of the receiver motion on the
horizontal wave number. The corrected wave number is
given by the expression kn

*=kn�1+ �vr� /vgn�,8,9 where kn
* is

the corrected wave number for the nth mode, vr is the re-
ceiver speed, vgn is the group velocity of the nth mode, and
kn is the wave number for a stationary receiver. The wave
number values obtained from the experiment are to be cor-
rected using the above expression in order to obtain the val-
ues corresponding to a stationary array. The frequency that
the receiver senses will also be shifted due to its motion, and

the shifted frequency �* is given by the approximate expres-
sion �*���1+vr /cw�, where cw is the sound speed in the
water column. An exact expression for the frequency shift is
found in Ref. 9.

D. Processing short aperture data

If the wave number spectrum is obtained using Eq. �1�,
it will not be possible to resolve modes whose separation in
the wave number space is less than 2� /L, where L is the
aperture of the array. The number of propagating modes and
their wave numbers depend on the frequency of the acoustic
source, the acoustic properties of the water column and sedi-
ment layers, and the layer thicknesses. Since we are seeking
to determine these very acoustic properties of the shallow
water environment, which are unknown, we examined the
structure of the wave numbers over a range of frequencies
�15 Hz–50 Hz� using the ocean model used to generate the
simulated data. As we had indicated, the ocean model used to
generate the simulated data is representative of the environ-
ment where the field data were collected. The lower-order
modes in these cases were well separated and resolvable. The
higher-order modes were however irresolvable. In the event
that some of the modes are not well resolved, high-resolution
methods that use schemes, such as the autoregressive spec-
tral estimation method,10 MUSIC,11 and ESPRIT,11 can be
employed.

E. Noise in broadband data

Finally, we study the effect of noise in the data. For this
purpose, we use the data simulated as described in Sec. II A
and add a small Gaussian distributed noise to the signal at
each receiver. The noise is assumed to be uncorrelated be-
tween the receivers. The amount of noise added was such as
to mimic the behavior observed in the field data, namely the
oscillatory nature of the magnitude of the field—as shown in
Fig. 2. In Fig. 3, the effect of noise in the data is shown. The
left panel shows the pressure field for noise-free and noisy

FIG. 2. The left panel shows the field at 25 Hz deter-
mined from Shot 50 data. The right panel shows the
wave number spectrum. The wave number spectrum
shows considerable energy beyond the water wave
number. This results in the oscillatory structure seen in
the pressure field. See the similarity between this and
the plots in Fig. 3.
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simulated data. On the right panel, we compare the wave
number spectrum obtained with the noisy data with the spec-
trum for the noise-free data. We note that the lower-order
modes, which are strong, can be easily detected in the wave
number spectrum obtained from the noisy data. However, the
higher-order modes have errors in their magnitude and loca-
tion. Further, the wave number spectrum is also noisy. These
simulations show the difficulty in estimating the wave num-
bers of the weak higher-order modes when noise is present in
the data.

III. INVERSION METHOD

We now briefly describe the method for estimating the
water column and sediment properties from modal wave
numbers. This approach has been described extensively in
the literature.1,3,4 The wave numbers of the propagating
modes in the waveguide are obtained from the wave number
spectrum. Let kn be the wave number of the nth mode, as
obtained from the field measurement of the pressure field.
Let us assume that the unknown quantities are the compres-
sional wave speed in the water column and the sediment
layers. All other parameters of the sediment layers and the
water column are assumed known. We now assume that the
compressional wave speed profile, representing the water
column and the sediment layers, is given by Cb�z�. This ini-
tial estimate is normally obtained from archival data or other
sources of information. Let this initial estimate be related to
the true, but unknown, compressional wave speed profiles by
the equation C�z�=Cb�z�+�C�z�, where �C�z� is a small
quantity which is the difference between the initial estimate
of the compressional wave speed profile and the true profile.
By solving the forward problem, we determine modal wave
numbers for the initial ocean model. Let these be kbn. In a
range independent ocean environment, the difference, �kn,
between the wave numbers obtained from the field measure-
ments and the wave numbers corresponding to the assumed
ocean model are related to �C�z� by the integral equation.1

�kn =
− 1

kbn
�

0

� �2�C�z�
Cb

3�z�
�z�
	�bn�z�	2dz . �10�

In Eq. �10�, which is obtained by a linearizing process,
�bn�z� is the eigenfunction of the nth mode for the assumed
ocean model, and 
 is the known density of the sediment
layers. By solving this integral equation, we can obtain the
quantity �C�z� and, hence, the true compressional wave
speed profile. Since the integral equation is nonlinear, the
solution is obtained iteratively. This approach has been
extended to include inversion for sediment density profile
and the attenuation profile.12,13

Let us now consider an ocean model in which the hori-
zontally stratified medium is represented as a set of homoge-
neous layers, i.e., the compressional wave speed in each
layer is a constant. Let there be M layers, where Layer 1
represents the water column and the remaining M −1 layers
represent the sediment. We can then write Eq. �10� as

�kn =
− 1

kbn

�2�C1

Cb1
3 
1

�
0

z1

	�bn�z�	2dz + ¯

+
�2�CM

CbM
3 
M

�
zM−1

zM

	�bn�z�	2dz� . �11�

In Eq. �11�, the quantities 
m and Cbm are the density and the
initial estimate of the compressional wave speed in the mth
layer, respectively, and �Cm is the correction to the com-
pressional wave speed in the mth layer that we seek to
determine. For a set of N modal wave numbers, Eq. �11�
can be represented by the matrix equation

�k = A�C , �12�

where �k is a vector containing the wave number differ-
ences for N modes, �C is a vector of length M containing
the corrections to the compressional wave speed for the M
layers, and A is an N�M matrix whose element Anm is given
by the expression

FIG. 3. The left panel indicates the field when the hori-
zontal array data are corrupted by noise. This is com-
pared with the field from the noise-free case. The right
panel shows the wave number spectra for the two cases.
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Anm =
− 1

kbn

�2

Cbm
3 
m

�
zm−1

zm

	�bn�z�	2dz . �13�

The element Anm represents the change in the modal wave
number of the nth mode due to unit change in the compres-
sional wave speed in the mth layer. It is apparent from this
formulation that the matrix A and the vector �C can be
augmented to include estimation of other parameters. For
example, if we need to estimate the water column thick-
ness, we can augment the matrix by one column with each
element of this column representing the sensitivity of the
corresponding modal wave number to changes in the wa-
ter column thickness, and the vector �C augmented to
include �h the correction to be applied to the water col-
umn thickness. The sensitivity of the modal wave number
to changes in the water column thickness can be obtained
using the expression derived in Ref. 14.

We have noted earlier that noise in the data creates noise
in the wave number spectrum, which affects the values of the
wave numbers of the higher-order modes. The inversion was
therefore performed using the wave numbers of the dominant
modes, viz. the lower-order modes, which are much less af-
fected by noise in the data. The wave numbers of the domi-
nant modes at 18 Hz, 20 Hz, 25 Hz, and 30 Hz were used
as data. The integral Eq. �10� was replaced by a set of
equations, as shown below, to incorporate multifrequency
inversion:

�kn��p� =
− 1

kbn��p��0

� �p
2�C�z�

Cb
3�z�
�z�

	�bn�z,�p�	2dz;

�14�
n = 1, ¯ ,N, p = 1, ¯ ,P .

This set of integral equations is reduced to a matrix equation
of the form

�
�k��1�

·

·

·

�k��P�

 = �

A��1�
·

·

·

A��P�

��c1

·

·

�cM


 , �15�

where the left-hand side is a vector made up of P subvectors
�k��p�. Each of these subvectors represents the differences
in wave numbers at frequency �p. On the right-hand side, the
matrices A��p� are the kernels of the integral equations cor-
responding to the different frequencies. The vector on the
right-hand side is a vector of the corrections to the compres-
sional wave speed of the layers, and this is determined by
solving the matrix Eq. �15�.

The following assumptions are made in performing the
inversion:

1. The sediment layers are assumed to be fluid, and
2. The density and attenuation of the sediment layers are

assumed to have a constant value in each sediment layer
and in the termination half-space. These values are as-
sumed to be known. The acoustic field in the water col-
umn is most sensitive to the compressional wave speed of
the sediments and water column, and its sensitivity to

sediment density and attenuation is small in comparison.
Therefore, errors in the assumed values of density and
attenuation of the sediment layers will not affect the esti-
mates of the sediment compressional wave speed.

IV. INVERSION RESULTS

A. Estimate of compressional wave speed profiles
and water column thickness

As stated earlier, the acoustic parameters of the water
column were not provided by the survey agency that col-
lected the data. Only an approximate value of the water
column thickness was provided. It was therefore necessary
to consider the water column sound speed and the water
column thickness as unknown parameters in the inversion
process.

Initial estimates of the sound speed in the water column
and the water column thickness were made assuming a Pek-
eris model for the ocean. Modal wave numbers of Mode one
at frequencies from 80 to 100 Hz were obtained from Shot
50 data. The inverse problem was formulated with three un-
known parameters; namely, the sound speed in the water
column, the water column thickness, and the compressional
wave speed in the half-space representing the sediments. At
these frequencies, the influence of the mode function is
mostly restricted to the water column; and this influence de-
cays as we move away from the water sediment interface.
This preliminary estimate gave the water column sound
speed as 1540 m/s, the water column thickness as 36.9 m
and the sound speed in the sediment as 1700 m/s.

The initial ocean model, therefore, consisted of a water
column that was 36.9 m thick with the sound speed in the
water column set as 1540 m/s. This is followed by three
homogeneous sediment layers of thickness 35 m, in which
the compressional wave speed was set at 1700 m/s. The den-
sity and compressional wave attenuation in the sediment lay-
ers were assumed to be 1.7 gm/cc and 0.1 dB/acoustic
wavelength. The half-space beyond the layers was assumed
to have a compressional wave speed of 2100 m/s. This value
was based on the phase speeds of the propagating modes at
the frequencies considered for analysis. The values of den-
sity and attenuation in the half-space were also set at
1.7 g/cm3 and 0.1 dB/acoustic wavelength.

The inversions were then carried out for the compres-
sional wave speed in the water column and sediment layers,
and for the thickness of the water column. The wave num-
bers of Modes 1 and 2 at frequencies of 18 Hz, 20 Hz, and
25 Hz, and Mode 1 only at 30 Hz, were used as data. The
thicknesses of the sediment layers were excluded from the
estimation process, because the inversion process with low-
frequency data yields only the depth-averaged compressional
wave speed over the assumed layer thicknesses. The sensi-
tivity of modal wave numbers to changes in the sound speed
in the water column and the sediment layers were obtained
from the expressions in Eq. �13�. The sensitivity of the modal
wave number to changes in water column depth was ob-
tained numerically.
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The models obtained by the linear inverse for the three
shot data are shown in the top left panel of Fig. 4. There are
no in situ measurements of sediment properties to validate
the compressional wave speed models obtained from modal
inverse. We, therefore, evaluate this model by comparing:

�a� The model with that obtained from a nonlinear method,
�b� The pressure field predicted by the model with the field
obtained from the measured field data, and
�c� The wave number spectra from the model with the spec-
tra obtained from the measured field data.

For comparison, the other three panels in Fig. 4 show
the compressional wave speed models obtained from the
nonlinear method based on matched field processing,2 to-
gether with the models from linear inverse. The values in the
figure for the wave speeds, as determined by a nonlinear
method, are the mean values obtained by Gibb’s sampling.2

It is seen that the estimates of the water column sound speed
and thickness, obtained by the linear method, agree well with
the estimates from matched field processing. The compres-
sional wave speed in the top three sediment layers follow the
trend seen in the model from matched field processing. To
make the comparison meaningful, the mean values and the
deviation estimates from the Gibb’s sampling results were

depth averaged over the layer intervals in the linear model,
and are presented in Table I. It can be seen in Table I that the
modal inverse estimates of the compressional wave speed, in
the sediment layers up to a sediment depth of 105 m, are
within two times the standard deviation from the mean val-
ues predicted by Gibb’s sampling for models from Shots 50
and 95. However, in the case of Shot 5, similar agreements
between the estimates exist only up to a sediment depth of
70 m.

The fields predicted by the model from modal inverse
are compared with the field obtained from the field measure-
ment in Fig. 5. We note that the field from the measured field
data has a lot of structure. We have shown, by using syn-
thetic data �Fig. 3�, that the structure in the measured field is
the result of noise in the data. The model-predicted field
follows the general trend of the measured field at the lower
frequencies. In these cases, the fields are dominated by the
lower-order modes, and the wave numbers of these modes
were used in the inverse. A comparison of the wave number
spectra obtained from field measurements at 20 Hz and the
model predicted spectrum is shown in Fig. 6. These plots
show good agreement with respect to Modes 1 and 2.

Finally, the correlation between the measured field and

TABLE I. Comparison of wave speeds in the sediment layers. In the nonlinear method �Ref. 2� �matched field processing�, both the thickness and the wave
speeds of the sediment layers were estimated. In the linear inverse method based on modal wave numbers, the sediment layers were assumed to be 35 m thick
and with homogeneous properties. To make the comparison meaningful, the profiles obtained by the nonlinear method were depth averaged to estimate the
wave speeds in the layering adopted by the linear method.

Depth into
sediment

�m�

Shot 5 Shot 50 Shot 95

Mean Deviation Model Mean Deviation Model Mean Deviation Model

0–35 1664 13.5 1684 1656 13.7 1667 1658 14.2 1662
35–70 1720 25.9 1745 1705 24.5 1748 1694 20.0 1727
70–105 1836 23.8 1754 1804 26.1 1774 1779 27.1 1749

105–175 1890 19.1 2008 1892 18.7 2008 1898 18.6 2005

FIG. 4. The top left panel shows the compressional
wave speed profiles determined from the three shot
data. The remaining panels show the comparison be-
tween the profiles obtained from linear inverse method
based on the modal wave numbers and the mean value
of layer speeds determined through Gibb’s sampling
�Ref. 2�.
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the predicted field are given in Table II. The correlation be-
tween the measured field and the predicted field is given by
the expression

C�Pmeas,Ppredict� =
	pmeas

H ppredict	
�pmeas

H pmeas
�ppredict

H ppredict

, �16�

where pmeas= �pmeas�1�¯pmeas�N��T is the vector con-
taining the measure field at N receivers and ppredict

= �ppredict�1�¯ppredict�N��T is a vector containing the model-
predicted fields at the same set of receivers. The super-
scripts T and H denote transpose and conjugate transpose,
respectively.

The correlation has fairly high values for lower frequen-
cies, and reduces appreciably for 30 Hz. As already men-
tioned, the data used in the inversion included the wave
number of Mode 1 only at the frequency of 30 Hz. Hence,

the models obtained with these data are not likely to have
adequate resolution to predict the field of 30 Hz. This has
resulted in a low correlation value at this frequency.

B. Resolution and variance of estimates

1. Resolution

The linearized version of the inverse problem repre-
sented by Eq. �15� is of the form

Gm = d + � , �17�

where G is a matrix containing the kernel, m is the model to
be estimated, d is the data vector, and � represents noise in
the data. If the problem is linear, the resolution matrix R is
given by the expression15

FIG. 5. The magnitude of the pressure field at three
different frequencies obtained from the field data �full
lines� are compared with the fields predicted by the
models �dotted lines� for Shots 5, 50, and 95.

FIG. 6. The wave number spectrum obtained from field
data �dotted lines� is compared with the spectrum ob-
tained from the predicted field �full lines�. The spectra
from the three shots at 20 Hz are shown.
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R = �GTC�
−1G + Cm

−1�−1�GTC�
−1G� . �18�

In Eq. �18�, C� and Cm are the data and model covariance
matrices, respectively. When the nonlinear inverse problem
is solved iteratively as a sequence of linear inverse problems,
the matrix G in Eq. �18� is replaced by a matrix that uses the
final solution to determine the elements of the resolution
matrix R.

The data errors were assumed to be uncorrelated, yield-
ing a diagonal matrix for the data covariance matrix. The
error � in the estimation of the modal wave numbers is re-
lated to the aperture of the horizontal array and the signal to
noise ratio �SNR�, and is given by the expression1 �

=2� /L�SNR, where SNR is the signal to noise ratio and L is
the length of the horizontal array over which the acoustic
field is measured. The data errors were obtained using a SNR
based on the average value of the signal to noise of the
modal peaks, as determined from the wave number spec-
trum. The model covariance matrix was also assumed to be
diagonal with the standard deviation of the error in the com-
pressional wave speed of the sediment layers estimated as
20 m/s, and that of the sound speed in the water column
assumed to be 5 m/s. The estimate of model variance for the
sediment layers is based on the compressional wave speed
variability for silty sediments.16 A much smaller variability
has been assumed for the sound speed in the water column.

The resolution matrix determines how well the estimated
parameters are resolved. If they are well resolved, then the

resolution matrix will be a diagonal matrix. Its deviation
from the ideal is determined by the resolution length which
is given by the expression

rl�i� =

�
j=1

M

Rij
2 dz

Rii
2 , �19�

where rl�i� is the resolution length of the ith layer, dz is the
layer thickness, and Rij is the element in the ith row and
jth column of the R matrix. The resolution length is a
measure of the interval over which the estimate is aver-
aged. It is seen from Eq. �19� that if R is a diagonal
matrix, the resolution length of each layer is equal to the
layer thickness.

The left panels of Fig. 7 show the resolution length of
each layer for one of the three shots. The plot shows the
resolution length for six layers. In our inverse, we obtained
the wave speed for the water column and three sediment
layers. Layers 5 and 6 represent the half-space. It is seen that
for the top four layers the resolution lengths are approxi-
mately 47 m. The subsequent resolution length for the half-
space is much higher. It is to be noted that only lower-order
modes were used in the inversion; hence, the poor resolution
at greater depths.

2. Variance

For the linear problem of Eq. �17�, the variance of the
solution can be determined from the expression16

Ĉm = �GTC�
−1G + Cm

−1�−1, �20�

where Ĉm is the a posteriori covariance matrix of the model
parameters. The diagonal of this matrix shows the variance
of the model parameters. One would expect the variance of
model parameters to reduce after inversion. If the variance

TABLE II. Correlation values between the measured field and the predicted
field obtained from modal inverse models.

Frequency �Hz� Shot 5 Shot 50 Shot 95

18 0.83 0.66 0.70
20 0.86 0.90 0.87
25 0.83 0.84 0.73
30 0.80 0.55 0.62

FIG. 7. The panels on the left show the resolution
lengths at different layers for one of the three shots.
Layer 1 is the water column. Layers 2 to 4 correspond
to three sediment layers. Layers 5 and 6 represent the
sediment in the half-space. The water column is ap-
proximately 37 m thick, while the sediment layers are
modeled as 35 m thick. The right panel shows the de-
viation of the compressional wave speed estimate in
each layer.
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does not change after inversion, it implies that the inverse
has little impact on these model parameters.

The posteriori model standard deviation determined
from Eq. �20� is shown in the right panels of Fig. 7. It is seen
that the posteriori value is less than the prior value in Layers
1 to 4. For Layers 5 and 6, there is very little change in the
standard deviation. This indicates that the inverse did not
have any effect on the deeper layers, a conclusion that is
supported by the resolution estimates as well.

V. CONCLUSIONS

The data used in this analysis were broadband signals
acquired on a horizontal array during a geophysical survey.
Such data are routinely collected by oil companies, and an
important thrust of this research is to determine whether such
data can be used to determine near-surface geoacoustic prop-
erties of the sediment. This paper looks at estimating the
sediment acoustic properties from estimates of modal eigen-
values obtained from the broadband data. Sources of errors
in the estimation of the modal eigenvalues were considered.
Since the water column properties were not known, joint
inversion of the water column and sediment acoustic proper-
ties was carried out.

The source was an air gun with most of its energy in the
frequency band of 15–50Hz. The receiver array consisted of
96 hydrophones with an interelement spacing of 25 m. The
data were transformed into the frequency domain, and thus
the pressure field, as a function of range at a given frequency,
was extracted from the data. We have used these data to
extract the horizontal wave numbers of the propagating
modes, and attempted to obtain a water column and sediment
model using these wave numbers.

The pressure field data obtained from the horizontal ar-
ray have a spatial sampling of 25 m. At frequencies higher
than 30 Hz, the spatial sampling rate is below the Nyquist
rate required to avoid aliasing when transforming the pres-
sure field into the wave number spectrum. We demonstrated
with synthetic data that interpolation of the data at the re-
quired sampling rate does not introduce errors in the estimate
of modal wave numbers. We also investigated the effect of
errors in the assumed range and receiver depth. Our simula-
tions indicated that the effect of these errors on modal wave
number estimates of the dominant low-order modes is negli-
gible. The addition of random Gaussian noise to the simu-
lated broadband data results in considerable changes in both
the pressure field obtained from it and in the corresponding
wave number spectrum. But the dominant modes seem to be
unaffected by noise. The weaker higher-order modes are af-
fected, and spurious modes appear at wave numbers higher
than the water wave number. This results in a highly oscilla-
tory pressure-field structure. It is to be noted that the pressure
fields obtained from the field experiment also exhibited a
similar structure. It was therefore decided to use the wave
numbers of dominant modes �Modes 1 and 2� only for the
parameter estimation. The wave numbers of dominant modes
at 18, 20, 25, and 30 Hz were used, and the joint water
column-sediment bottom model was determined from Shot
5, Shot 50, and Shot 95 data.

The estimates of water column sound speed and water
column thickness are very close to the values obtained
through matched field processing. The estimates of sediment
compressional wave speed up, to a sediment depth of 105 m,
are within two standard deviations of the mean values calcu-
lated using Gibb’s sampling approach2 in the case of models
from Shot 50 and Shot 95 data. In the case of Shot 5, the
agreement is limited to sediment depth less than 70 m. The
penetration of these modes is restricted to the top layers;
hence, the poor resolution for the deeper layers.

The comparison between the fields predicted by the
models and the measured fields indicates good correlation at
the lower frequencies. At 30 Hz, the correlation is poor be-
cause only the wave number of Mode 1 at this frequency was
incorporated in the data.

The resolution estimates indicate that the top layers are
fairly well resolved, and this conclusion is supported by the
variance estimates.

Errors in the data impose restrictions on the modal wave
numbers that can be used as data in the linear inverse proce-
dure. This results in poor resolution of the deeper layers.
However, the estimates of the shallower layers are compa-
rable to the values obtained by matched field processing.
This suggests that the modal inverse method can be used to
determine the initial model and the search range for a global
optimization procedure, thus providing improved efficiency
in the execution of matched field processing.
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Haro Strait geometry (sloping bottom)
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This paper is a followup to a previous JASA paper which assumed a flat bottom. New results include
�i� estimations assuming a sloping bottom where, as before, the geometric parameters of various
examined Haro St. scenarios are estimated based on the time domain signals alone. Additionally,
this new paper considers �ii� four parts of the time domain signal �rather than the previous 2�: The
time differences for each phone for �1� surface reflected minus direct arrivals; �2� bottom reflected
minus direct arrivals; plus �3� surface then bottom reflected minus direct arrivals; plus �4� bottom
then surface reflected minus direct arrivals. Finally, �iii� 12 to 16 phones �rather than the previous
eight� may now be considered as well �up to 16 phones are available for some source-array paths�.
The determined geometric parameters remain: source range, source depth, individual phone ranges,
individual phone depths, and now include two water depths �at the source and array� per scenario.
We have retained constraints to again improve realism, e.g., the array shape is restricted, sources can
only be within certain ranges and depths, the top array phone depth and water depths can only be
within certain regimes. Finally, as before, some of the new optimal positions are “confirmed” by
simulating the signals for the predicted geometries by means of a pulse �PE� �RAMGEO� propagation
code �M. D. Collins, “Generalization of the split-step Pade solution,” J. Acoust. Soc. Am. 96,
382–385 �1994�� and then comparing those simulated signals with the observed data. Unfortunately,
based on geometric concerns alone, even with these new considerations, non-uniqueness of any
solution geometry is still not guaranteed. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2214174�

PACS number�s�: 43.30.Pc �EJS� Pages: 1335–1346

I. INTRODUCTION

The Haro Strait experiment was conducted south of Van-
couver Island in June 1996 and was designed to examine
broadband �200–800 Hz� signals from numerous distributed
sources on three �nearly� vertical arrays in a range-dependent
shallow water region. The data have been studied by a num-
ber of researchers and are considered to be extremely diffi-
cult to invert for geoacoustic properties as a result of strong
local currents and complicated topography. One of the major
difficulties resulting from the strong currents is more uncer-
tainty in the geometric parameters of each data set, i.e., the
ranges and depths of each source, water depths at the sources
and arrays, and the phone locations of each array at any
chosen time. The motivation here is to “preprocess” the data
in order to estimate geometric parameters prior to a later
estimation �still to be performed� of extensive environmental
parameters. The test itself is more fully described in Tolstoy,1

Corré and Chapman,2 Jaschke,3 Jaschke and Chapman,4 and
Pignot and Chapman5 with helpful figures also shown in
those papers. We will again analyze only selected shots �14
and 15� to the �NW� array. Arrival time data from these data
are used to produce improved estimates of the source and
NW array phone locations as well as the endpoint water
depths.

The structure of this paper is as follows: Section II pro-
vides a brief presentation of the new geometric relations �as-
suming a sloping bottom� for the first five arrivals �four re-
flections� used in the time domain inversions for source
range and depth. Section III shows the effects of the addi-
tional information on uniqueness for the geometric param-

eters including additional receiver phones. Section IV pre-
sents “optimized”6 results for the selected paths. Section V
discusses a new optimization of the array geometry. Section
VI discusses arrival matching and sensitivities in detail, in-
cluding pulse simulation results via RAMGEO comparing
them with the data for the selected paths. Section VII sum-
marizes the work and presents conclusions.

II. GEOMETRIC RELATIONS

There is an obvious and simple relationship between the
time �Td� of a direct arrival and a time �TS� for the first
surface reflected arrival for a source in a constant sound-
speed ocean when modeled by ray acoustics. For this arrival
�at angle �� bottom slope �given by �� does not matter, and
the result is shown in Fig. 1 �and in Fig. 2�a� of Ref. 1�. In
particular, we see that �as before� for c0 as the �assumed�
constant sound speed of the ocean7 estimated times are given
by

T̂d = d/c0,

T̂S = �d1 + d2�/c0,

where rge is the range from the source to the phone, zsou is
the source depth, and zph is the depth of the phone so that

d2 = rge2 + �zsou – zph�2,

�d1 + d2�2 = rge2 + �zsou + zph�2.

Thus, we can easily compute an estimated time difference

J. Acoust. Soc. Am. 120 �3�, September 2006 © 2006 Acoustical Society of America 13350001-4966/2006/120�3�/1335/12/$22.50



�̂S = T̂S − T̂d

for a given source and phone position. This difference can be
compared to the measured data difference ��S=TS−Td� to
optimize the estimated phone and source positions, i.e., we

can minimize ��̂S−�S� as a function of zsou, zph, and rge.
See also Michalopoulou and Ma.8

Next, we can compute the estimated time �T̂B� of a first
bottom reflected arrival �making angle � with the bottom as
seen in Fig. 2� for a sloping bottom, then compute the time

difference �̂B= T̂B− T̂d for a variety of bottom depths D1 ,D2

�or equivalently D1 and slopes ��, and finally compare the
estimated time differences with that observed in the data
��B=TB−Td� to find the values of zsou, zph, rge, D1 ,D2

which minimize ��̂B−�B�. For D2�D1 we have �
=tan−1�D2−D1� / rge. In general we have

T̂B = �d3 + d4�/c0,

�d3 + d4�2 = r2 + �x + y�2,

x = �D1 − zsou� � cos � ,

y = �D2 − zph� � cos � ,

�r = �zsou − zph� � tan � ,

r = �rge − �r� � cos � ,

�̂B = T̂B − T̂d.

FIG. 3. �Color online� Geometric relationship for the first surface-bottom
reflected arrival at distance �d5+d6+d7� assuming a sloping bottom at angle
�.

FIG. 4. �Color online� Geometric relationship for the first bottom-surface
reflected arrival at distance �d8+d9+d10� assuming a sloping bottom at angle
�.

FIG. 1. �Color online� Geometric relationship for the first surface reflected
arrival distance �d1+d2�.

FIG. 2. �Color online� Geometric relationship for the first bottom reflected
arrival at distance �d3+d4� assuming a sloping bottom at angle �. We note
that for D2�D1 we have �=tan−1�D2−D1� / rge.
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FIG. 5. �Color online� Plot showing the “excellent” �black� source positions assuming three flat bottoms �D=190,195,200 m� and two reflections �one from
the surface, one from the bottom� for four candidate depths for the top �first� phone. These phone depths as shown are 50, 55, 60, and 65 m. These plots were
generated by comparing two data time differences for nw014 with two estimated time differences based on the geometry. We see that an infinite number of
fits are possible. We note that as the water depth becomes deeper, the likely depth of the phone becomes deeper and farther from the source. All axes on
subfigures are identical: x axis is rge from 200 to 400 m in 50 m increments, y axis is zsou from 30 to 80 m �downward� in 10 m increments.
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For the third difference, we can compute the estimated

time �T̂SB� of a first surface-bottom reflected arrival for a
sloping bottom �as seen in Fig. 3�, then compute the time

difference �̂SB= T̂SB− T̂d for a variety of bottom depths

D1 ,D2, and finally compare the estimated time differences
with that observed in the data ��SB=TSB−Td� to find the

values of zsou, zph, rge, D1 ,D2 which minimize ��̂SB−�SB�.
We have

FIG. 6. �Color online� This plot is similar to the preceding figure �nw014� but now allows for four reflections: one from the surface, one from the bottom, one
from the surface bottom, one from the bottom surface. We see that the number of “excellent” �black� fits to the data has been significantly reduced. In
particular, very shallow arrays, i.e., top phone above 55 m, do not fit these data �nw014� nor do very deep arrays, i.e., top phone below 60 m.
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T̂SB = �d5 + d6 + d7�/c0,

�d5 + d6 + d7�2 = r2 + �X + y�2,

X = �D1 + zsou� � cos � ,

y = �D2 − zph� � cos � ,

�R = �zsou + zph� � tan � ,

r = �rge − �R� � cos � ,

�̂SB = T̂SB − T̂d.

For the fourth difference, we can compute the estimated

time �T̂BS� of a first bottom-surface reflected arrival for a
sloping bottom �as seen in Fig. 4�, then compute the time

difference �̂BS= T̂BS− T̂d for a variety of bottom depths
D1 ,D2, and finally compare the estimated time differences
with that observed in the data ��BS=TBS−Td� to find the

values of zsou, zph, rge, D1 ,D2 which minimize ��̂BS−�BS�.
We have

T̂BS = �d8 + d9 + d10�/c0,

�d8 + d9 + d10�2 = r2 + �x + Y�2,

x = �D1 − zsou� � cos � ,

Y = �D2 + zph� � cos � ,

�R = �zsou + zph� � tan � ,

r = �rge − �R� � cos � ,

�̂BS = T̂BS − T̂d.

Next, let us examine how a sloping bottom, more sur-
face and bottom reflections, and additional phones help with
regard to the nonuniqueness problem.

III. NONUNIQUENESS

A very important addition to the calculations seems to be
the higher-order reflections, i.e., the surface-bottom and
bottom-surface reflections. First, let us revisit the flat bottom
case for nw014.

Before beginning, the axes of the figure parts of Figs.
5–10 have very small labels. They are all the same: The x
axis runs from rge of 200 m �left� to 400 m in 50 m incre-
ments while the y axis runs from zsou of 30 m �top� to 80 m
�bottom� in 10 m increments. Since Figs. 5 and 6 contain 12
figures parts, the axes are difficult to enlarge. The computa-

FIG. 7. �Color online� This plot is similar to the preceding one but now allows for a sloping bottom. In particular, D1=190 while D2=190,200,220 m. We
see that there is some change from the previous figure but not a lot.
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tions are simply the individual differences �black for each
less than 0.002 s, gray �orange online� for some values larger
than 0.002 s but each still less than 0.004 s� between the ray
arrival times �computed by the formulas of Sec. II� and the
data arrival times �computed by examining the data� for the
indicated number of boundary reflections, e.g., 2 or 4.

In Fig. 5 we show the top phone depths�zph1� and the
flat bottom �D=D1=D2� depths which allow for excellent
agreement with the time domain data for two reflections
only. In particular, the black regions of the figure show ex-
cellent agreement �barely discernible differences� between
the data and geometric arrivals. That is, the black regions
correspond to source ranges and depths for which the indi-
cated top phone depth and water depth D produce geometric

arrivals which agree to within 0.002 s for time differences in
both the surface reflected minus direct arrivals and in the
bottom reflected minus direct arrivals. The white regions
show disagreements larger than 0.004 s �in at least one ar-
rival�, while the gray regions show disagreements larger than
0.002 s but less than 0.004 s �discernible but slight differ-
ences with the data�. There are clearly many top phone
depths, water depths, source ranges, and source depths which
show excellent agreement with the data �black regions�. In
the original paper we concluded that the first phone for
nw014 was at depth 49.75 m, the average water depth was
199 m, the source at range 242 m, depth 77 m. This position
is approximately indicated by the crosshairs in the upper
right of Fig. 5.

FIG. 8. �Color online� Plots showing the candidate ranges and depths of selected phones �1,4,5,7,9,11,13,15� for NW014. For each circle the phone location
results in time differences for all four boundary reflections versus the data to be less than 0.002 s. In �a� we see all possible locations for phones given that
the source depth must be 66 m. We note obvious clustering of the phones. In �b� we constrain the water depths so that D1=194 m, D2=203 m. In �c� we
impose the black filled-in circles shown the array of Table I.
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In Fig. 6 we allow for four reflections, i.e., we have
added the surface-bottom and bottom-surface reflections
�equations above�. The allowable configurations are now a
subset of those of Fig. 5, and we have clearly improved the
nonuniqueness of the possible solution space, i.e., reduced
the sizes of the black regions. The new optimal position for
the shown configurations is indicated by the crosshairs of the
middle of Fig. 6, second from the top with the source at
236 m, 67 m. The overall optimal position for a flat bottom
occurs at zph1=56.50 m, D=200 m, zsou=68 m, rge
=253 m. Using four reflections we now conclude that:

• The use of four reflections significantly improves the
localization of the source and array �compared to the
use of only two reflections�.

• The top phone for nw014 cannot be shallower than
50 m.

• The top phone for nw014 cannot be deeper than 65 m.
• We have new optimal array and source configurations

using four reflections. In particular, the nw014 array
seems to be deeper �top phone at 55 versus 49.75 m�
and the source shallower �67 versus 77 m� than before.

Next, let us consider the effect of a sloping versus flat
bottom. In Fig. 7 we see variations like those of Fig. 6 �using
four reflections� but with the sloping bottom. We see that
increasing D2 from 190 to 220 m �moving to the right of the
figure� shifts the source location as well as changes the fit to
the data. In particular, increasing the water depth at the array
�D2� results in shallower source depths and larger source
ranges to fit the data. Moreover, the deeper top phone, e.g., at
60 m, results in an excellent fit for D1=190 m, D2=220 m
�rge=255 m, zsou=63 m�, whereas for the flat bottom

FIG. 9. �Color online� The upper plot shows the nw014
data versus the simulated �predicted� arrivals using the
parameters of Table I. The lower plot shows the nw015
data versus the simulated �predicted� arrivals using the
parameters of Table II.
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D=190 m, there was no excellent �black� fit for the top
phone at 60 m to the data.

We can conclude that while the nonflat bottom does not
have as pronounced an effect on improving resolution as the

addition of more reflections, it does result in shifts for the
optimal phone depth and source location. Where the optimal
top phone depth was approximately 55 m for the flat bottom
D=200 m, it becomes more like 60 m for a bottom depth of

FIG. 10. �Color online� The top �a� shows the data for nw014. The middle �b� shows the simulated data using the parameters of Table I as input to RAMGEO.
The bottom �c� shows the overlay of the two time domain arrivals at all the phones. We note that the final �fifth� reflection �sixth arrival� for the simulated data
�b� appears to come in a bit early. This third-order reflection was not considered in the calculations here but may be in future work.
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190 m at the source, 220 m at the array. Moreover, for this
phone the source has gone from �253, 68� to �265, 64�. Thus,
the nonflat nature of the bottom can significantly influence
the geometry of the signal arrivals.

Finally, let us consider the effect of more phones, i.e.,
arrays. First, we optimize over all �realistic� arrays, source
locations, and sloping bottoms using four reflections and all
available phones �for nw014 phones 10, 12, 14, and 16 were
flooded and not usable�. We find that one excellent fit to the
data is possible for a vertical array with top phone at
61.25 m and the source at 258 m range, 64 m depth. Con-
sider the uniqueness of the source location using only the top
eight of those phones, and then using only the top phone. We
note that using only the top phone resulted in excellent fits to
a number of source locations; using the next eight phones
improved the possible uniqueness of the source location,
while using all the available data �12 phones� resulted in a
�nearly� unique best fit to the data �note: we have eliminated
the third and fourth reflections for the second and third
phones since they were ambiguous and overlapped in the
data�. Clearly and not surprisingly, more phones significantly
improve the resolution of the source localization.

Unfortunately, one excellent fit can be misleading. We
find that other geometric configurations can also provide ex-
cellent, high resolution fits to the data. We can also have a
nonvertical array �slight tilt for the bottom three phones�
with top phone at 54.0 m depth and source at 230 m range,
64 m depth, D1=190 m, D2=195 m which also provides an
excellent fit. Thus, we still do not have final uniqueness even
using a great deal of the time domain data.

IV. HARO STRAIT DATA—FURTHER RESULTS

While this method has not resulted in unique solutions,
it has significantly reduced the geometric possibilities. For
nw014 the source is likely to be located in the range
230–260 m, at depths 64–68 m, with D1 �the water depth at
the shot� in �190,196� m, D2 �the water depth at the array� in
�200,206� m. Moreover, for this data the array is likely to be
at least as deep as 53.5 m but not deeper than 62.5 m. If we
constrain the water depths as per the experimental
expectations,9 i.e., D1�193 m, D2�202.5 m, and we look
for the shallowest array fitting the data, then we arrive at the
geometry of Table I.

Unfortunately, this array seems to be predicted to be
deeper than expected �zph1 was expected around 30 m�.
Thus, we decided to next examine another shot to that NW
array, i.e., shot 15. The shallowest top phone depth found for
nw015 was 54 m. This is a very similar minimum depth to
that found for nw014. If we restrict the depth D2 to again be
in �200,206� m, then we arrive at the values of Table II
which give excellent fits to the data. Thus, the array at that
time is likely to have had a top phone at �56,60� m. We do
note that the source for shot 15 at 32 m depth was shallow
�and resulted in weaker reflections from the bottom�.

We conclude that the top phone depth for the NW array
for the cluster of shots including numbers 14 and 15 is likely
to truly be around 56–60 m.

We note that the arrays of Tables I and II suggest oppo-
site tilts for the same array with data sets only slightly sepa-
rated in time. This is a concern. One can interpret this dis-
crepancy to mean either that a diversity of shapes can match
the data �we can certainly expect this� or that there is more to
the puzzle, e.g., the bottom is NOT a simple slope. Efforts to
find a single array or one with similar tilt which can fit both
data sets—if the bottom must be a simple slope—have not

TABLE I. Table shows one optimal source depth �zsou�, phone locations
�zph, rge�, and water depths D1 ,D2 given Haro Strait data for a selected path
�nw014�. This shows the shallowest array with restrictions on the water
depths �within experimental expectations�.

zsou=66.0 m in �30,80� D1=194.0 m, D2=203.0 m in �190,220�
Phone depth �m� Phone range �m�

zph1=56.00 in �45,85� rge1=248.00 in �200,400�
zph2=62.25 rge2=248.00
zph3=68.50 rge3=248.00
zph4=74.75 rge4=248.00
zph5=81.00 rge5=248.00
zph6=87.25 rge6=248.00
zph7=93.50 rge7=248.00
zph8=99.75 rge8=248.00
zph9=111.25 rge9=243.00
zph10

zph11=123.75 rge11=243.00
zph12

zph13=136.25 rge13=241.75
zph14

zph15=147.50 rge15=237.00
zph16

TABLE II. Table shows one optimal source depth �zsou�, phone locations
�zph, rge�, and water depths D1 ,D2 given Haro Strait data for a selected path
�nw015�. This shows the shallowest array given restrictions on the water
depths. Note the shallow source depth of 32 m.

zsou=32.0 m in �30,80� D1=196.0 m, D2=204.0 m in �190,220�
Phone depth �m� Phone range �m�

zph1=58.00 in �30,70� rge1=296.00 in �200,400�
zph2=63.75 rge2=299.00
zph3=69.50 rge3=301.00
zph4=75.75 rge4=301.00
zph5=82.00 rge5=301.00
zph6=88.25 rge6=301.00
zph7=94.50 rge7=301.00
zph8=100.75 rge8=301.00
zph9=113.25 rge9=301.00
zph10

zph11=125.50 rge11=301.00
zph12

zph13=137.00 rge13=301.00
zph14

zph15=144.00 rge15=311.00
zph16
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been successful. Thus, the second option may be necessary
to consider. Chapman9 has pointed out that shot 15 was very
low power, and as such it may not carry much weight with
regard to inversion confidence.

One important question remaining is, How were the ar-
rays computed? That is, did they include all possible candi-
dates so as not to have missed possibilities including shal-
lower arrays for nw014, nw015?

FIG. 11. �Color online� The top �a� shows the data for nw015. The middle �b� shows the simulated data using the parameters of Table II as input to RAMGEO.
The bottom �c� shows the overlay of the two time domain arrivals at all the phones. For this calculation the final �fifth� reflection �sixth arrival� for the
simulated data �b� appears to come in nearly on time.
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V. ARRAY GEOMETRY OPTIMIZATION

The array phones were found by an exhaustive search
which guaranteed that all possible good-fit arrays could be
found. Thus, the calculations of array configurations are be-
lieved to contain all “excellent” fits to the data. We note that
this computation is now different from that of the earlier
paper and is discussed in detail next.

We first computed all depths and ranges �zrec1 , rge1� for
which the top �first� phone allowed for a fit �all reflections�
within 0.002 s to the data for some source depth and range
�zsou ,rsou� and some D1 ,D2. These possibilities were put into
file1. We continued in the same fashion for each remaining
phone: phone2, . . . ,phone15 �excluding 10, 12, 14, and 16
for the NW array�. Thus, for the NW array we had 12 files
for a given data set each of which allowed for “perfect” fits
to the time domain data for each phone.

In Fig. 8�a� we see a representative sampling of the se-
lected phones given some source depth, e.g., zsou=66 m and
all considered D1 ,D2. That is, each circle on the plot indi-
cates a range and depth for which the corresponding phone
has geometric parameters resulting in less than 0.002 s dif-
ferences with each of the four data reflections for that phone.
In Fig. 8�b� we allow only D1=194 m, D2=203 m. Thus,
each circle represents a candidate phone location. This figure
shows candidate locations for phones 1, 4, 5, 7, 9, 11, 13, and
15. We note that the candidate phone locations cluster �cor-
responding to the various files/phones�. The next step is to
select a single phone from each cluster such that the dis-
tances between each are appropriate, and there is no unac-
ceptable snaking of phones.

Thus, eight of a possible 12 data sets10 were examined
together �not in sequence like the first paper but rather in
nested loops� to see what phones allowed for appropriate
distances ��i,i+1� between neighbors i , i+1 where ��i,i+1

=��zreci−zreci+1�2+ �rgei−rgei+1�2�. For example, �i,i+1

=6.25 m for i=1, . . . ,7 ,�i,i+1=12.5 m for i=8, 9, 11, 13.
For each array we examined fits for nearly all the odd phones
�eight phones from 1–15�. We did not use phone 3 of shot 14
since there was more uncertainly about the fourth and fifth
arrival times for these data; for nw014 we used phone 4 instead.

In addition, each acceptable phone combination in the
set had to have the same water depths at the source, i.e., the
same D1, and the same source depths zsou. Moreover, the
water depths D2 at all of the neighboring array phones had to
agree to within 2 m.

Finally, the arrays had to “tilt” only in one direction or
the other, i.e., they could not snake in random directions.

In this fashion we could be sure that all possible “rea-
sonable” arrays fitting the data could be found. There were
thousands. Thus, we eventually considered only the “shal-
lowest” and “deepest” plus constraints on D1 ,D2 as avail-
able. The quotation marks indicate that the solutions were
within the search spaces which allowed for variations �er-
rors� of source range of 5 m, source depth of 2 m, water
depths of 1 m, and phone depths of 1 m. We, thus, arrived at
Tables I and II. The array of Table I is also shown by the
black filled circles of Fig. 9. It should be mentioned that
examining a figure similar to Fig. 9 but for NW015 suggests

that a single array may be found for both nw014 and
nw015—if bottom depths are not constrained by simple
D1 ,D2 endpoints.

VI. ARRIVAL MATCHING „SENSITIVITIES AND DATA…

We can also examine the sensitivity effects on the time
differences in the various arrivals of varying source range
�rge�, depth �zsou�, water depth at the source �D1�, water
depth at the array �D2�, and array depth �depth of the top
phone: zph1�. We examine simulated data only, assuming the
general parameters

rge = 250 m, zsou = 70 m, D1 = 185 m,

D2 = 205 m, zph1 = 45 m.

These values are close to those found for nw014. The simu-
lated array is a vertical array.

We note a number of behaviors:

• The source range �rge� most strongly influences the
third and fourth arrivals.

• Moving the source farther away compresses the arrivals
in time.

• zsou changes produce relatively small effects on all ar-
rivals.

• D1 influences the third arrival most.
• D2 influences the fourth arrival most.
• Moving the array up �reducing zph1� moves the cross-

ing point for the X between the third and fourth arrivals
down. That is, the crossing point of that X occurs at the
phone just below the source depth zsou.

These behaviors also hold for longer ranges where the
nominal range is approximately 500 m.

We conclude that for the nw014 and nw015 data �the
filled in circles of Fig. 9� the NW array must be deep at this
time �strong, changing currents can change the geometries
over time�. Using the simulated data �the open circles of Fig.
9� with parameters of Table I for nw014 and with parameters
of Table II for nw015 we see the expected excellent agree-
ment with the measured data.

Finally, in Figs. 10 and 11 we see simulations of the
nw014 and nw015 path parameters, respectively, via RAM-

GEO �Refs. 11 and 1� for the values of the tables versus the
data. We see excellent agreement �observed differences may
be the result of geoacoustic parameters which remain to be
estimated by other methods�. We do note that for those two
paths there appears to be an additional, later, reflection which
may be worth considering for improved convergence to the
optimal values. For the nw014 data this additional feature
seems to arrive a bit early in the simulations, suggesting that
slight changes to the table values may improve the complete
fit to the data.

VII. CONCLUSIONS

We conclude that the use of additional information in the
time domain signals improves the overall fit to the data, par-
ticularly the fit to the later arrivals corresponding to second-
order reflections. This work now allows for a sloping rather
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than a flat bottom, more phones, and most importantly two
additional boundary interactions. This work also considers a
new search for the phone configurations which should ac-
count for all possible shapes likely for the array. Finally, the
results are examined for sensitivities to various geometric
values and are successfully compared via RAMGEO to the
data. We do note that nonuniqueness is still an issue even in
the presence of ever more geometric information.
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Given data from a shallow-water acoustic communication experiment, the acoustic environmental
parameters influencing the sound propagation conditions are estimated, particularly the sound speed
profile. This inverse problem is solved using a differential evolution algorithm with an objective
function measuring the mismatch between observed and modeled impulse response estimates. The
model wave field is computed by a hybrid ray-trace/plane-wave method, and its accuracy is assessed
in a related range-independent case using solutions obtained with a full-field transform integral
method. The environmental parameters obtained by inversion reduce the mismatch between the
modeled and the observed impulse response estimates, compared to the mismatch using a sound
speed profile measured two days before the experiment. The resulting environmental model is used
to investigate alternative source-receiver configurations and to predict the optimal transmitter
depth. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2234851�
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I. INTRODUCTION

Acoustic waves in water have low attenuation, which
makes them useful for transferring information over long
distances. The challenge is the refractive medium and, espe-
cially in shallow water, the many boundary interactions. This
causes long impulse responses and hence intersymbol inter-
ference �ISI� at data communication, which complicates the
decoding and interpretation of the received signal.

In order to achieve fast and reliable acoustic communi-
cation in shallow water, it is necessary to study different
kinds of modulation and equalization schemes as well as the
influence of the physical conditions on the transmission of
the communication signals. Numerical simulation of acoustic
transmission is much cheaper than performing actual experi-
ments and can be used both to analyze the results of an
experiment1 and to decide which experiments to perform.2

Realistic simulation of an experiment requires a lot of
data. It is necessary to know the bathymetry, the seabed
properties, the sound speed profile, the position of source and
receiver, and perhaps also how some of these parameters
vary with time. Sometimes some of this information is miss-
ing and to be able to analyze the measured data, the missing
parameters need to be determined. For instance, it is not
always possible to measure the sound speed profile exactly at
the time the experiments are performed and this can be a
major source of error, limiting the agreement between simu-
lation and measurements.

This paper analyzes a communication experiment in
40 m deep water with a source-receiver distance of 3.9 km
from a physical point of view. In particular, given acoustic
data from the experiment along with the sound speed profile
measured two days earlier, the actual sound speed profile

during the experiment is estimated. The transmitted data was
a quadrature amplitude modulated signal with a carrier fre-
quency of 10 kHz.

This inverse problem is similar to that occurring in
ocean acoustic tomography, see Ref. 3 for an overview. The
inversion approach here is to match estimates of the impulse
response obtained from experimental data at a single receiver
to model predictions.

The paper is composed as follows. Section II describes
the studied communication experiment. In Secs. III and IV
the forward propagation model and the optimization method
are presented. Section V describes the choice of environmen-
tal parameters for the simulation and finally the results are
presented and discussed in Secs. VI and VII.

II. EXPERIMENTS

The data were recorded at an underwater acoustics data
communication experiment in May 2003 in the Baltic Sea.4

The source was positioned at a depth of 30 m and a short
receiving array with eight elements about 10 cm apart was
located at an approximate depth of 36 m. The distance be-
tween source and receiver was 3.9 km.

In the right panel of Fig. 1 is the bottom profile, with the
source at a range of 0 km and the receiver at a range of
3.9 km. The average depth is around 40 m, with a ridge in
the middle and valleys close to the source and the receiver.

Two different sound speed profiles are shown in the left
panel of Fig. 1, profile A in black and profile B in gray. They
were both measured two days before the communication ex-
periment, but at different times and positions. Both profiles
have a well-defined thermocline, however with slightly dif-
ferent depths and slopes. There is hardly any sound speed
minimum below the thermocline, but profile A has a local
sound speed minimum above the thermocline.a�Electronic mail: elins@kth.se
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The transmitted message was a quadrature amplitude
modulated �QAM� signal, where two pseudorandom binary
sequences �PRBS�, each of a length of 2047, were used to
modulate the in-phase and quadrature part, respectively.5

In complex baseband this signal can be written

sbb�t� = p1�t� + ip2�t� , �1�

where p1�t� and p2�t� are two PRBS signals, which take the
value 1 or −1 with the symbol rate of 7350 Hz. The real
bandpass version then becomes

sbp�t� = Re��p1�t� + ip2�t��ei�ct�

= p1�t�cos �ct − p2�t�sin �ct , �2�

where �c is 2� times the carrier frequency fc, which in this
case was 10 000 Hz.

The received signal is the convolution of the transmitted
signal and the measured impulse response. In the frequency
domain this can be written

Sr�f� = H�f�Sbp�f� + N�f� = T�f�C�f�R�f�Sbp�f� + N�f� .

�3�

The total transfer function H�f� consists of three factors, the
transmitter transfer function T�f�, the channel transfer func-
tion C�f�, and the receiver transfer function R�f�. N�f� is
additive noise from the channel.

T�f� and R�f� are unknown characteristics of the trans-
mitter and the receiver. However, assuming they are constant
within the frequency range of the signal, it follows that the
total transfer function H�f� is proportional to the channel
transfer function C�f�.

III. FORWARD PROPAGATION MODEL

The forward propagation problem was solved by the hy-
brid ray-trace/plane-wave method XRAY.6 This method uses
ray tracing in the water column and models the bottom in-
teraction by plane-wave reflection coefficients. The surface is
treated as a horizontal plane, with the reflection coefficient
R=−1. The method is similar to that presented by Hovem
and Knobles.7

XRAY can handle layered seabeds of fluid or solid ma-
terials with range-dependent geometry and material param-
eters. The layer interfaces are required to be smooth func-

tions and are represented by splines. The material parameters
within each layer �water column and seabed layers� are simi-
larly smoothed and represented by variance reducing
B-spline expansions.8 If the sound speed is given in just a
few points, these points will be used to construct a smooth
function in the entire water column.

A ray trajectory �r�s� ,z�s�� where s denotes the arc
length, is in the range-independent case c=c�z� a solution to
the ordinary differential equation �ODE� system9

�r

�s
= cos � ,

�z

�s
= sin � ,

��

�s
= −

cos �

c
c��z� , �4�

with the initial conditions r=r0, z=z0, �=�0 at s=0. Here, �
is the grazing angle, �0 the launch angle, and �r0 ,z0� the
position of the source. The horizontal coordinate is r and the
vertical coordinate z with positive direction upward as shown
in Fig. 2. In the following, let � /�s denote differentiation at
constant �0 and � /��0 at constant s.

The intensity along the ray is inversely proportional to
the cross section �S of an infinitesimal ray tube,9 which var-
ies with the launch angle �0 according to

�S

��0
= −

�r

��0
sin � +

�z

��0
cos � . �5�

To compute this, XRAY solves the ODE system �4� aug-
mented by

�

�s

�r

��0
= −

��

��0
sin � ,

�

�s

�z

��0
=

��

��0
cos � ,

�

�s

��

��0
=

sin �

c
c��z�

��

��0
− �c��z� −

�c��z��2

c
� cos �

c

�z

��0.

�6�

In addition, the equation

FIG. 1. Source and receiver geometry and measured sound speed profiles
for the experiments. Profile A in black and profile B in gray.

FIG. 2. Ray no. k and the candidate to ray k+1.
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��

�s
=

1

c
�7�

for the travel time � along the ray is included.
Let zend=zend��0� be the value of z when r=rr, the range

of the receiver. For efficiency and robustness in the present
investigation, the search technique for eigenrays used in Ref.
6 had to be improved by: �i� using an adaptive search method
based on the derivative zend� ��0�; �ii� introducing a criterion
for discarding rays with low energy content. The derivative
zend� ��0� can be calculated from the derivatives in the ODE
system by

zend� ��0� =
�z

��0
−

�r

��0
tan �end. �8�

The adaptive method is a shooting technique, where a
selected launch angle interval is searched by marching. Start-
ing from launch angle �0

k the new launch angle is defined as

�0
k+1 = �0

k + ��0
k . �9�

The angle step size ��0
k is chosen to satisfy the following

inequalities �see Fig. 2�:

��0
k � ��0max, �10�

��0
k � 	�zmax/zend� ��0

k�	 , �11�

��0
k � 	�zmax/zend� ��0

k+1�	 . �12�

First ��0
k is chosen as large as possible with respect to Eqs.

�10� and �11�. If this ��0
k is too large according to Eq. �12�,

the step size is halved until all inequalities are satisfied. A
large derivative zend� ��0

k� requires small steps, whereas a
small derivative allows for larger steps. Thus, the maximum
step size ��0max is introduced to avoid missing a region with
a rapidly changing derivative.

This adaptive method reduces the risk of overlooking
eigenrays compared to using a constant step size. The diffi-
cult case where the method might fail is when zend� ��0� is
zero or zend��0� is discontinuous while zend��0� is close to the
receiver depth zr.

The resulting set of rays is used to find launch angle
intervals enclosing single eigenrays. Then a final search for
the eigenray in each interval is done by a derivative-free
nonlinear equation solver.10

The method for discarding intervals with low energy
content is introduced to limit the calculation time. The inten-
sity along each ray is monitored and the ray is discarded if it
falls below a preselected threshold times the intensity at
spherical spreading.

For spherical spreading the cross section �Ssphere of an
infinitesimal ray tube is given by

�Ssphere

��0
= 
r2 + �z − z0�2 � r . �13�

Thus, by Eq. �5�, the condition for a ray to survive can
be written

�−
�r

��0
sin � +

�z

��0
cos �� � threshold · r . �14�

The value of the threshold must be chosen so that the ex-
cluded eigenrays do not have a major influence on the result.

A. Validation of the model

The accuracy of the hybrid method was assessed in a
range-independent case, using an approximation of profile B
�see Fig. 1� with a slightly absorbing bottom at a depth of
40 m. Both source and receiver were placed at a depth of
30 m. The results of a simulation with the hybrid method
were compared to those obtained by the full-field transform
integral method �XFEM�.11 XFEM is a finite element
method, with an option to use exact local solutions to the
governing differential equation as basis functions, assuming
the medium parameters to have a piecewise simple form.

In Ref. 11 homogeneous elements were used giving ex-
ponentials as solutions. In the case studied here homoge-
neous elements are not economical, due to the fast sound
speed changes at the thermocline, which can be seen in Fig.
1. Instead elements with linear squared slowness 1 � c2 are
used. The depth-separated frequency-domain wave equation
can then be transformed into the Airy differential equation
and thus the solutions can be described using Airy functions.

For both XRAY and XFEM the transmitted signal was a
10 kHz Ricker pulse, which was chosen to represent the
transmission of an impulse. It resembles the autocorrelation
of the bandpass form of the experimental signal shown in
Fig. 4. The comparison of the two methods is illustrated in
Fig. 3. The black XRAY curve and the dashed gray XFEM
curve coincide, showing that XRAY has found all propaga-
tion paths and that the frequency is high enough to use ray-
tracing. The arrival times of the signal from the different
propagation paths are marked by arrows in the figure.

IV. OPTIMIZATION

A. Differential evolution

The differential evolution algorithm �DE� is a global
search technique for the minimum of an objective
function.12,13 Each set of parameter values is called a model,
and a collection of models is a population. The population

FIG. 3. Comparison of the hybrid method XRAY in black and the full-field
method XFEM in dashed gray. The arrows indicate the arrival times of the
different propagation paths as calculated by XRAY.
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evolves through a sequence of generations in order to reach
the global optimum, which makes DE conceptually similar to
genetic algorithms.14 The use of an entire population of mod-
els makes it possible to search the parameter space efficiently
and limit the risk of getting trapped at a local minimum.

The first generation is randomly distributed over the pa-
rameter space and for each model mi the objective function
value f i is calculated. The new generation is obtained as
follows. For each model mi:

• Randomly select three other models of the present gen-
eration, mp�i�, mq�i�, and mr�i�.

• Define vi=mp�i�+F · �mq�i�−mr�i��.
• Create a trial model ui by choosing each parameter in ui

from vi with probability CR and from mi with probabil-
ity 1−CR.

• Calculate the objective function value f�ui�. For the
next generation mi is kept unless f�ui�� f�mi�, in which
case mi is replaced by ui.

F �weighting factor� and CR �crossover factor� are constants,
here set to 0.5 and 0.9, respectively.

B. Objective function

When the sound field is structured into a small number
of dominating propagation paths, a possible approach used
successfully in ocean acoustic tomography is to match ray
arrival times with the peaks of the observed impulse re-
sponse. Here however, the ray arrivals are not separable and
the approach is to find an objective function that measures
the discrepancy between modeled and observed impulse re-
sponse estimates.

For modeled data, the impulse response is estimated by
cross correlating the received signal with the transmitted one,
yielding

h̃sim�t� = sbp�t� � sr
sim�t� = hsim�t� * �sbp�t� � sbp�t�� , �15�

where � denotes cross correlation and * convolution.
This should be compared with the experimental impulse

response h̃�t� given by

h̃�y� = sbp�t� � sr�t� = h�t� * �sbp�t� � sbp�t�� + sbp�t� � n�t� ,

�16�

where n�t� is noise. These estimates are convolutions of the
impulse response and the auto-correlation function of the
transmitted signal, and they are normalized to have the maxi-
mum absolute value 1.

The PRBS signals resemble noise and have an autocor-
relation with a single peak, which makes it easy to interpret
the impulse response visually. When the bandpass signal is
studied, this property is lost and the autocorrelation becomes
a series of peaks, as can be seen in Fig. 4.

An estimate of the complex baseband impulse response

is given by multiplying h̃�t� by e−i�ct and applying a low-pass
filter.

A natural measure of the similarity of two real functions
x and y is the normalized cross correlation

rxy�t� =
x � y


x
 
y

, �17�

where rxy�0� can be written

rxy�0� =
�x,y�


x
 
y

, �18�

using the notation �x ,y�=�−	
	 x�t�y�t�dt and 
x 
 =
�x ,x�.

However, the measure should focus on the similarity in

the interval where h̃�t� is large and be little affected by dif-
ferences outside this interval, where the noise content is
high. Let this main interval be the minimum interval outside
where the signal amplitude is below 0.2. Let T be the length
of the interval and let t=0 at the beginning of the interval.

Define

�x� = �x if 	x	 
 0.2,

0 if 	x	 � 0.2.
�19�

The target signal is then defined as

h̃target =�h̃�t� if 0 � t � T ,

�h̃�t�� = 0 otherwise,
�20�

see Fig. 5.
Now define, for all real �

�h̃sim�� =�h̃sim�t + �� if 0 � t � T ,

�h̃sim�t + ��� otherwise.
�21�

A measure that focuses on the main interval is now given by

FIG. 4. Real part of the autocorrelation of the complex baseband signal sbb

in the upper panel. The imaginary part is essentially zero. Autocorrelation of
the bandpass signal sbp in the lower panel.

1350 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Elin Svensson: Inverting communication signals



r��� =
��h̃sim��, h̃target�


�h̃sim��
 
h̃target

. �22�

Like the cross correlation, this function reaches the maxi-
mum 1 when the match is perfect, and the objective function
f is defined by

f = 1 − max
�

��h̃sim��, h̃target�


�h̃sim��
 
h̃target

. �23�

The maximization over � serves to time align the target and
the modeled data, since no absolute time reference for the
target is available.

V. MODEL PARAMETERS

The seabed was modeled as an infinitely thick fluid
layer, with parameters characteristic for clay.9,15 The density
was set to 1424 kg/m3, the sound speed to 1480 m/s, and
the attenuation to 0.06 dB/�.

The sound speed profile is constructed by the ray tracing
program XRAY using a given set of depth-speed couples as
described in Sec. III. Figure 1 shows the two original sound
speed profiles measured two days before the communication
experiment. To describe these profiles properly and effi-
ciently, eight points were chosen: the surface, the bottom,

four points for the thermocline, and two points for the mini-
mum above the thermocline seen in profile A. The point
representing the bottom was placed at a depth of 40 m. In
Fig. 6 these chosen points are marked for each of the two
original profiles. The resulting approximative sound speed
profile is also shown together with the original one.

Among the 16 sound speed profile parameters, six were
allowed to vary and the other ones were fixed. The search
parameter space is defined in Table I and was chosen to
cover sound speed profiles similar to profiles A and B.

The profile characteristics that change in this parameter
space are the depth and slope of the thermocline and the
properties of the possible shallow sound speed minimum.
The characteristics of the thermocline have a strong influence
on the ray pattern and the impulse response and are therefore
the most important to determine. The parameter space is kept
narrow to enable a thorough search. Both the measured
sound speed profiles can be described using these parameters
as shown in Fig. 6. The entire search parameter space is
illustrated in Fig. 7.

The ray tracing was done for launch angles between
−10° and 10°. Rays outside this interval do not contribute to
the dominating part of the impulse response, but form a weak
tail spread over later time instants.

FIG. 6. Approximation of profile A in the left panel and profile B in the right
panel with the eight points marked.

FIG. 5. Construction of the target signal h̃target.

TABLE I. The search parameter space described by the eight points.

Point index i zi ci

1 z1=0 c1=1426.8
2 8�z2�10 1426.4�c2�1426.9
3 z3=z2+2 c3=c2

4 z4=18 1426.3�c4�1426.8
5 23�z5�25 c5=c4−0.5
6 z5+1�z6�z5+4 c6=1422.5
7 z7=30 1421.7�c7�1421.8
8 z8=40 c8=1421.84

FIG. 7. The resulting sound speed profiles when the extreme values of the
parameters in Table I are chosen in all possible combinations.
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VI. RESULTS

We begin by looking at the estimated impulse responses
of profiles A and B that were used to construct the search
parameter space described in Table I. The impulse responses
are shown in Figs. 8–11. All figures have a time axis with
zero at the left end to increase the readability.

Profile A has an impulse response that is too long com-
pared to the target as can be seen in the upper panel of Fig.
8. The gray signal is the target impulse response placed at the
time displacement yielding the lowest objective function
value, and the dashed vertical lines at approximately 10 ms
in the left panel mark a region centered at the target signal.
This region is shown in the lower panel and here it is clear
that the model prediction has its maximum at the wrong
time. At the beginning of the interval, the simulated impulse
response has the wrong sign.

These differences can also be illustrated by looking at
the magnitude of the complex baseband impulse response,
shown in Fig. 9. Here it is easy to see that the total width of
the two main peaks is too small.

The impulse response of profile B �Fig. 10� is also
slightly too long, but not as much as for profile A. The
closeup in the lower panel indicates that the energy in the
target region is contained in two time spans, with a gap be-
tween them. In the end of the region there is also a lack of
energy. Outside the target region one of the narrow peaks
from the left panel appears. The baseband response in Fig. 11
confirms this.

To find a better fit between simulated and experimental
data the differential evolution algorithm was used to search
the six-dimensional parameter space of sound speed profiles
defined in Table I. The model with the lowest objective func-
tion value was chosen as a starting point for a final local

FIG. 8. Profile A—estimated bandpass impulse response �black�, target sig-
nal at optimal time �gray�.

FIG. 9. Profile A—magnitude of the estimated baseband impulse response
�black�, target signal at optimal time �gray�.

FIG. 10. Profile B—estimated bandpass impulse response �black�, target
signal at optimal time �gray�.

FIG. 11. Profile B—magnitude of the estimated baseband impulse response
�black�, target signal at optimal time �gray�.
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minimization yielding the best fit model, whose estimated
impulse response is shown in the lower panel of Fig. 12, with
the observed impulse response at the optimal time in the
upper panel for comparison.

The dominating part of the impulse response is still
somewhat too long, but the fit in the target region has im-
proved significantly, as can be seen in the upper panel of Fig.
13. Many different acoustic propagation paths have their ar-
rival time in this region and contribute to the impulse re-
sponse.

The differences between simulation and target are easier
to see in baseband �Fig. 13, lower panel�. Among the three
main peaks of the target impulse response, the first and the
third one are well modeled by the simulation.

The best fit environmental model is shown in Fig. 14 in
black together with profiles A and B in gray. Profile A has the
thermocline at about the same depth, but above it the best fit
model almost follows a constant slope, whereas profile A has
a local sound speed minimum.

A. Different source-receiver configurations

The best fit environmental model was used to investigate
different source-receiver configurations. To illustrate the
variation of the impulse response with these parameters,
simulations were performed where the source depth varied
from 4 to 36 m and the receiver depth from 4 to 38 m, with
calculations for every second meter.

An example is shown in the left panel of Fig. 15 where
the source is kept at a depth of 30 m and the receiver depth

is changed. When the receiver is placed below the ther-
mocline, the impulse response is more focused and the influ-
ence of late arrivals decreases.

FIG. 12. The observed impulse response at optimal time �upper panel� and
the modeled impulse response using the best fit environmental model �lower
panel�.

FIG. 13. The best fit profile—estimated bandpass impulse response �upper
panel� and magnitude of the estimated baseband impulse response �lower
panel�. The gray curves show the target signal at the optimal time.

FIG. 14. The best fit environmental model in black, profiles A and B in gray.
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Instead, letting the depth of the source vary and keeping
the receiver at a depth of 36 m yield the same type of be-
havior in the right panel of Fig. 15. Here the impulse re-
sponses when the source is close to the surface are both more
spread in time, and contain less energy.

The different source-receiver configurations offer differ-
ent conditions for communication. Transmission through a
single dominating propagation path is expected to be the
easiest situation, and the longer the impulse response is, the
more complicated it is to decode the transmitted message. To
find the optimal transmitter depth for this environmental
model a probability density function p�t� based on the im-
pulse response is considered for which mean arrival time and
standard deviation are calculated. To emphasize the impor-
tance of high peaks, the impulse response is raised to the
power of four, and p�t� is defined by

p�t� =
�h̃sim�t��4

�
I

�h̃sim����4d�

, �24�

where I is an interval of width 110 ms centered at tcen

= �−	
	 t�h̃sim�4dt� �−	

	 �h̃sim����4d� . The considered interval
will thus include all parts of the impulse responses shown
in Fig. 15.

The mean arrival time t and the standard deviation � are
now defined by

t = �
I

tp�t�dt , �25�

�2 = �
I

�t − t�2p�t�dt . �26�

The standard deviation � is a measure of how focused
the impulse response is, and this is used to compare the
conditions for data communication at the different transmit-
ter depths. In the experiment the transmitter was placed at a
depth of 30 m. The left panel of Fig. 15 shows that deeper
transmitter positions are more promising, and calculations of
��z0� with one meter spacing between transmitter depths z0

showed that the optimal transmitter depth �the depth with
minimal standard deviation� is 25 m. This combination of
source and receiver position was also the best when 450
different source-receiver configurations spread over the wa-
ter column were compared.

The change of source depth from 30 to 25 m is shown in
Fig. 16. The same amplitude scaling as in the previous fig-
ures is used. Positioning the transmitter at a depth of 25 m
gives a stronger and more focused impulse response.

VII. SUMMARY AND CONCLUDING REMARKS

An estimate of the sound speed profile at an underwater
data communication experiment was computed, based on
two sound speed profiles measured two days before the ex-
periment. The inversion was done by matching modeled im-

FIG. 15. Impulse responses at varying source and receiver depths: source at
depth 30 m with varying receiver depth �left panel� and receiver at depth
36 m with varying source depth �right panel�.

FIG. 16. The best fit impulse response �from optimization�, source depth
30 m �upper panel� and the impulse response when source depth is changed
to 25 m �lower panel�.
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pulse response estimates to observed ones using a differential
evolution algorithm combined with a local search technique.
The hybrid ray-trace/plane-wave method XRAY was used as
a forward model at the inversion.

Rays in the searched launch angle interval lose just a
small part of their intensity when they are reflected. The
incidence angle at reflection is in most cases subcritical, re-
sulting in almost total reflection �critical grazing angle: 16°�.
However, the introduced phase shift at the reflection influ-
ences the resulting impulse response significantly, as can be
seen in Fig. 17, where the best fit sound speed profile has
been combined with a rigid bottom. When the phase shifts at
the reflections are removed, the agreement with the target
signal from Fig. 13 is lost.

The mismatch between observed and modeled impulse
response estimates was significantly reduced using the best
fit model, compared to the mismatch using profile A or B.

The best fit environmental model was used to investigate
the impulse response using different source-receiver configu-
rations. The impulse response was found to be more focused
when source and receiver were positioned at or below the
thermocline, as was the case in the experiment. The optimal
transmitter and receiver depths were predicted to be 25 and
36 m, respectively, compared to 30 and 36 m used at the
experiment.
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Little is known about feeding behavior of wild dugongs �Dugong dugon� because direct
measurements of feeding events in the water were scarcely feasible. In this study, the authors
achieved the first successful feeding sound monitoring in a seagrass area using a full-band
underwater recording system �called automatic underwater sound monitoring system for dugong:
AUSOMS-D�. In total, 175 feeding sounds were identified in 205 h of recording. Feeding sounds
were only detected at night, implying diurnal differences in the feeding behavior of the studied
dugong population. Differences in periodicity of feeding sounds suggested that two or more
individuals were in the acoustically observable area. Furthermore, a feeding position monitored by
two AUSOMS-Ds was used to calculate source levels of dugong feeding sounds. Assuming
spherical propagation, source levels were measured between 70.6 and 79.0 dB rms re
1 �Pa/�Hz. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2221529�

PACS number�s�: 43.30.Sf, 43.66.Gf �WWA� Pages: 1356–1360

I. INTRODUCTION

Dugongs are endangered herbivorous marine mammals
inhabiting tropical and subtropical shallow waters that in-
clude the Indian and Pacific Oceans. They feed almost ex-
clusively on seagrasses of the families Potamogetonaceae
and Hydrocharitaceae �Heinsohn and Birch, 1972�. The as-
sessment of feeding ground utilization by dugongs is essen-
tial for their conservation. We must understand when and
where dugong use specific feeding ground, and daily forag-
ing duration for effective measures of conservation acts.

Present methodologies cannot provide comprehensive
monitoring of dugong feeding behavior. Little is known
about feeding behavior of wild dugongs because direct mea-
surements of feeding events in the water have not been fea-
sible, especially at nighttime. Today, acoustic monitoring
methods are widely used to observe marine mammals. Sonar
signals �Akamatsu et al., 2001; Wang et al., 2005� and other
sounds �reviewed by Desharnais and Hay, 2004� produced by
cetaceans have been acoustically detected, allowing position-
ing and even tracking of migrating individuals. Dugong vo-
calizations have also been used in behavioral studies �Ander-

son and Barclay, 1995; Ichikawa et al., 2004; Shinke et al.,
2004�. The full band automatic underwater sound monitoring
system for dugongs �AUSOMS-D� recording system has re-
vealed the vocalizing behavior of dugongs �Ichikawa et al.,
2006�. In the present study, we used AUSOMS-D to record
the feeding sounds of dugongs in seagrass areas.

II. MATERIALS AND METHODS

For the initial assessment of dugong feeding sounds, we
recorded the underwater feeding sounds of a captive male at
Toba Aquarium, Toba City, Mie Prefecture, Japan. Each day,
the dugong fed on whole eelgrass �Zostera marina� anchored
in a net plate. A hydrophone �ST 1020; Oki Electric Industry
Co., Tokyo, Japan� was suspended in the tank at a depth of
1 m. During feeding, sounds were recorded by a digital au-
dio tape recorder �TCD-D8; Sony Corp., Tokyo, Japan�. The
mouth movement of the feeding dugong was videotaped si-
multaneously. In the off-line analysis, mouth movements and
recorded sounds were compared to ensure that the sounds
corresponded to the feeding events.

The AUSOMS-D had a stereo full band recording sys-
tem developed by System Intech Co., Ltd. of Tokyo, Japan.
The sampling frequency was 44.1 kHz and the dynamic
range was 74–140 dB re 1 �Pa with a 16-bit resolution. The
system was housed in a water-resistant case. The devise also

a�Corresponding author, Tomonari Akamatsu. Electronic mail:
akamatsu@affrc.go.jp
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had an 80-GB hard disk and could be operated up to 124 h.
The sound source direction can be calculated from the time
arrival difference of sound to dual-channel hydrophones of
AUSOMS-D. The sound source direction is calculated using
trigonometric function assuming underwater sound speed as
1542 m/s �measured in situ, personal communication of K.
Ichikawa�. Further details of the AUSOMS-D have been pro-
vided by Ichikawa et al. �2006�.

From 21 February to 4 March, 2005, we conducted a
passive acoustic survey in seagrass grounds off Talibong Is-
land, Trang Province, Thailand �Fig. 1�. We deployed single
AUSOMS-D at the survey site. A time depth recorder �UME-
DT; Little Leonardo, Tokyo, Japan� was deployed beside the
AUSOMS-D to measure the tidal level during observations.

From 27 October to 1 November, 2005, we conducted a
similar survey in the same seagrass grounds in March. We
deployed two AUSOMS-Ds at the survey site to identify the
sound source position using two bearing angle from
AUSOMS-Ds. The distance between these AUSOMS-Ds
was 10 m. The interhydrophone intervals of two
AUSOMS-Ds were 2.87 and 2.94 m. The left hydrophones
of these AUSOMS-Ds were placed on the north side approxi-
mately perpendicular to the water’s edge during lowest tide.

We also mapped dugong feeding trails by visual obser-
vation and measured the length and width of each trail at the
beginning and the end of the acoustical observation. Com-
paring between two maps, newly appeared feeding trails in
the focal area could be identified.

The first author of this paper listened the sound files
recorded by the AUSOMS-D. No other person performed
audial identification of feeding sounds. The spectral charac-
teristics of the sounds were analyzed using COOL EDIT PRO

software �Syntrillium Software Corp., Phoenix, AZ, USA�.
Once a feeding sound was detected either audially or by
visually inspecting the sonagram, the absolute time and du-
ration were noted in a spreadsheet. The data collected when
the AUSOMS-D was exposed to the air during the lowest
tide were excluded. Direction of dugong feeding sound was
calculated by cross correlation between recordings by two
hydrophones. The position of each sound was plotted by the
combination of short base line of AUSOMS-D. Then the
trajectories of feeding events were obtained. Visually ob-
served feeding trails were matched with the acoustically
identified trajectory.

III. RESULTS

In total, 237.5 h of data were recorded at the study site
in February and March 2005. Only data collected when the
AUSOMS-D was submerged were used for analyses to ex-
clude wave noises at low tide. After excluding those data,
205 h of effective recordings remained for analyses. The sev-
eral to tens of feeding sounds were observed successively in
one feeding event �Fig. 2�. Separations of more than 8 s
between feeding sounds were defined as cutoffs between dif-
ferent feeding events. In total, 175 feeding events were iden-
tified �Table I�.

Four feeding events were recognized both acoustically
and visually �Fig. 3�. The acoustical characteristics of these
feeding sounds such as peak frequencies, noise levels, and
source sound pressure levels are summarized in Table II. The
power spectrum is indicated in Fig. 4. The peak frequency of
sounds in the four feeding events ranged from
1430 to 3232 Hz. The source level of four feeding sound
events ranged from 70.6 to 79.0 dB rms re 1 �Pa-m/�Hz.
The spherical sound propagation was assumed for the source
level calculation because the distance to the animal was
within 6 m and the water depth of the present area was a few
meters, depending on the tide level. The acoustical charac-
teristics of feeding sounds in captivity could not be estimated
because pump noise from the aquarium filtering device
masked the lower frequency component of the feeding
sounds.

The occurrence frequencies of sound intervals during
feeding were compared between wild and captive recordings
�Fig. 5�. The most frequent interval of feeding sounds was
0.9 s �S.D.=0.4� in the wild and 0.8 s in captivity. As clearly
seen in Fig. 5, the feeding sounds had regular interval and a
smaller standard deviation in both environments.

Irregular sound intervals were occasionally observed in
the wild. Figure 6�a� shows the time interval sequence of
feeding sounds. This figure was divided into two separate
periodical interval sequences �Figs. 6�b� and 6�c��. The aver-
age intervals of each sequence were 0.8 and 0.9 s, respec-
tively.

The minimum depth of the observed site when the feed-
ing sound was observed was 0.86 m in February and March
2005. All feeding sounds were recorded at night for the study
sites �Table I�. In contrast, no feeding sounds could be de-
tected during the daytime, even at high tide.

FIG. 1. Map of the survey site off Talibong Island, Trang Province, Thai-
land. Shaded area is the seagass grounds in tidal flats.

FIG. 2. Sonagram of a typical feeding event. A feeding event consists of a
sequence of a feeding sounds. Each feeding sound corresponds to single
mastication action of a dugong.
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IV. DISCUSSION

Sounds extracted as feeding events in the present field
study were considered to be the feeding sounds of wild dug-
ongs. The acoustically monitored positions of the sound
source matched with the visually confirmed feeding trails
�Fig. 3�. The sound occurrence intervals during feeding agree
well between captive and wild data �Fig. 5�. Actually, the

human listener found it hard to discriminate feeding sounds
of dugongs between in captivity and in the wild.

As depicted in Fig. 3, acoustically monitored feeding
trajectory and visually confirmed feeding trails could be
matched to each other. The reliable observable distance of
clearly monitored feeding sound was less than 10 m. Accord-
ing to the signal-to-noise ratio of 7.6 to 19.4 dB �Table II� of
these feeding events, theoretical observable range would be
approximately 10 m. Feeding sounds of dugong were very
faint, but the periodical structure of the sound makes dis-

TABLE I. Recording sessions and number of feeding events observed in
two different types of seagrass- �Halophila ovalis and Enhalus acoroides�
dominated sites.

Date �2005�
Recording duration Dominant species No. of feeding events

21–21 Feb.
9:50–14:40 �4.8 h�

Halophila ovalis 0

21–22 Feb.
17:00–2:20 �9.3 h�

Halophila ovalis 94

22–22 Feb.
7:00–14:40 �7.6 h�

Halophila ovalis 0

22–23 Feb.
17:00–3:10 �10.2 h�

Enhalus acoroides 15

23–23 Feb.
7:00–16:10 �9.2 h�

Enhalus acoroides 0

23–24 Feb.
18:30–3:00 �8.5 h�

Enhalus acoroides 17

24–24 Feb.
7:10–16:10 �9 h�

Enhalus acoroides 0

24–25 Feb.
18:40–4:00 �9.3 h�

Enhalus acoroides 31

25–25 Feb.
7:40–16:30 �8.8 h�

Enhalus acoroides 0

25–26 Feb.
19:20–4:40 �9.3 h�

Enhalus acoroides 11

27–27 Feb.
9:40–18:30 �8.8 h�

Enhalus acoroides 0

27–28 Feb.
18:30–6:30 �12 h�

Enhalus acoroides 0

28 Feb.–3 Mar.
Daytime �6:30–18:30� �48 h�

Enhalus acoroides 0

28 Feb.–4 Mar.
Nighttime �18:30–6:30� �48 h�

Enhalus acoroides 7

4–4 Mar.
6:30–8:30 �2 h�

Enhalus acoroides 0

FIG. 3. The feeding trails appeared identified both visually and acoustically
during the observation period.

TABLE II. �a� The peak frequency �Freq�, sound pressure level �SPL�, noise
level �NL� and S/N ratio of three local maximums of power spectrum �fp1 to
3� in four feeding events �dB re 1 �Pa/� Hz�. See also Fig 4. �b� The source
sound pressure level of four feeding sound events �dB re 1 �Pa/� Hz�.

�a�
Event no. fp1 fp2 fp3

1

Freq �Hz� 1430.0 2290.0 3050.0
SPL �dB� 58.8 58.1 59.6
NL �dB� 51.2 51.2 54.0
S/N �dB� 7.6 6.9 5.6

2

Freq �Hz� 1659.0 2754.0 ¯

SPL �dB� 61.1 62.4 ¯

NL �dB� 51.4 54.0 ¯

S/N �dB� 9.7 8.4 ¯

3

Freq �Hz� 1445.0 1862.0 3232.0
SPL �dB� 73.0 71.1 65.2
NL �dB� 53.6 53.3 54.0
S/N �dB� 19.4 17.8 11.2

4

Freq �Hz� 1788.0 2344.0 3162.0
SPL �dB� 67.6 67.2 65.3
NL �dB� 50.0 51.8 54.7
S/N �dB� 17.6 15.4 10.6

�b�
Event no. fp1 fp2 fp3 distance �m�

1 74.4 73.7 75.2 6
2 70.6 71.9 unclear 3
3 79.0 77.1 71.2 2
4 73.6 73.2 71.3 2

FIG. 4. The power spectrum of four feeding sessions. Three local peaks
were indicated by arrows. The unclear third peak of second feeding event
was not indicated.
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crimination possible from background noise. Although the
observable range is limited, the advantage of the acoustical
monitoring is nocturnal operation. In the present study, all of
the feeding events were observed at nighttime.

Irregular sound intervals strongly suggested that two or
more dugongs fed in the observation area at the same time
�Fig. 6�. The sound interval sequence was divided into two
periodic sequences. Each interval of these sequences �0.8 and
0.9 s� was close to the most frequent interval for the feeding
sound �0.9 and 0.8 s in the wild and in captivity, respec-
tively; Fig. 5�. Thus, the minimum number of feeding dug-
ongs should also be observable acoustically.

We could measure the minimum water depth in which
dugongs could enter. This information has been difficult to
observe by commonly used visual observation. The mini-
mum depth when feeding sounds were recorded in the
present study was 0.86 m. The body height is 0.39±0.067 m,
when the body length of a dugong is 2.2±0.3 m �measured
by Adulyanukosol, personal communication�. A dugong
could therefore enter a seagrass bed as shallow as twice its
body height.

By far, the use of seagrass areas by dugongs has been
measured by trail observations �Heinsohn et al., 1977;
Anderson and Birtles, 1978; De Iongh et al., 1995, Preen,

1995; De Iongh et al., 1997; Nakaoka and Aioi, 1999; Mukai
et al., 2000; Nakaoka et al., 2002; Mukai and Watanabe,
2003�. We can now use additional acoustical cues to monitor
underwater feeding behavior of dugongs. The feeding sounds
provide not only information on the attendance of feeding
dugongs but also on duration of a feeding session and the
position of dugongs at a feeding ground. Even more, the
passive acoustical system enables observation of the mini-
mum number of simultaneous feeders. All of these men-
tioned above are the key factors for the better understanding
of dugong habitat use and thus facilitate their conservation.
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Estimated detection distance of a baiji’s (Chinese river dolphin,
Lipotes vexillifer) whistles using a passive acoustic survey
method
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Source levels and phonation intervals of whistles produced by a free-ranging baiji �Chinese river
dolphin� were measured in the seminatural reserve of Shishou in Hubei, China. A total of 43
whistles were recorded over 12 recording sessions. The mean dominant frequency �the frequency at
the highest energy� was 5.7 kHz �s.d.=0.67�. The calculated source level was 143.2 dB rms re
1 �Pa �s.d.=5.8�. Most phonation intervals were shorter than 460 s, and the average interval was
205 s �s.d.=254�. Theoretical detection range of baiji’s whistle was 6600 m at the present study site,
but it could reduce a couple of hundred meters in practical noisy situation in the Yangtze River.
Sporadic phonation �205 s interval on average� with relatively faint signal of baiji was considered
to be difficult to be detected by a towing hydrophone system. Stationed monitoring or slow speed
towing of hydrophones along the river current is recommended. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2221416�

PACS number�s�: 43.30.Sf, 43.66.Gf, 43.80.Ka �WWA� Pages: 1361–1365

I. INTRODUCTION

The freshwater baiji �Lipotes vexillifer� once thrived in
their only habitat, the Yangtze River, which runs though cen-
tral China. But fewer than 100 dolphins are thought to be left
in the river, which has become a busy, polluted highway
�Dalton, 2006�. The baiji will become extinct if effective
measures are not taken to halt its declining population. The
Chinese government’s conservation plan involves capturing
baiji in the Yangtze River and subsequently releasing them
into a temporary refuge such as an oxbow lake �the semi-
natural reserve� located in Shishou, Hubei �Wei et al., 2002�,
or into a rearing pool at the Institute of Hydrobiology, the
Chinese Academy of Sciences in Wuhan. Conservation of
baiji requires successful location and capture in the Yangtze
River. However, the extremely small population size and the
turbidity of the river’s water quality prevent efficient capture.

Over the last few decades, researchers have applied pas-
sive acoustic survey methods when observing phonating
aquatic mammals �e.g., Miller and Tyack, 1998; Janik et al.,
2000; Akamatsu et al., 2001; Lammers and Au, 2003; De-
sharnais and Hay, 2004; Wang et al., 2005�. Passive acoustic
surveys can be effective for identifying species in wild and
semi-wild habitats. Passive acoustic surveys have several ad-
vantages over visual surveys: they can be operated automati-
cally and limit observer bias, since an equivalent detection
threshold can be maintained over long time periods; also,
acoustic surveys can be conducted continuously. The unique-
ness of acoustic signals permits nocturnal observations with-

out illumination. This methodology does have a limitation, in
that the source level and the number of phonations occurring
over a unit of time can both affect detection distance and
probability.

Baiji produce narrow-band tonal vocalizations called
whistles; dominant whistle frequencies and duration are
5.8 kHz �±0.85� and 907 ms �±384�, respectively �Wang et
al., 1999�. While acoustic characteristics of the baiji’s
whistle have already been identified, practical application of
passive acoustic methodology to this species requires addi-
tional information about source levels and phonation inter-
vals. Use of these parameters during a passive acoustic sur-
vey would allow calculation of baiji detection distance and
provide optimal acoustic survey methodology. This study
used recording conducted simultaneously with Wang et al.
�1999� using different type of recording equipment

II. MATERIALS AND METHODS

A female baiji was captured in the main stream of the
Yangtze River on 19 December 1995, and was subsequently
introduced into the seminatural reserve. At the time of cap-
ture, she weighed 150 kg and measured 229 cm in body
length �Wang et al., 1999�. Recordings were made from 28
to 31 January 1996, approximately one month after capture.

Three recording systems were employed for the record-
ings. The primary recording system consisted of a hydro-
phone �B&K 8103, Denmark; sensitivity, −211 re 1 V/�Pa�,
a charge amplifier �B&K 2635, Denmark�, and a data re-
corder �Sony PCHB 244, Japan�. The secondary recording
system was a backup system consisting of a hydrophone
�Oki ST1020, Japan; sensitivity, −175.1 dB re 1 V/�Pa ata�Electronic mail: akamatsu@affrc.go.jp
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1 kHz�, a sound level meter �Oki SW1020�, and the audio
track of the 8-mm video recorder �Sony CCD-TR11�. The
third recording system shared the hydrophone and the sound
level meter of the secondary recording system, but had a
different recorder �PMD-430; Marantz, Japan�. The present
study mainly used the primary system and Wang et al.
�1999� used the third system. The double or triple use of
sound recording systems ensured secure observation of the
free-ranging baiji, a unique opportunity for study. All three
systems had flat �within 1 dB� frequency responses up to
16 kHz.

The hydrophone was suspended at 2 m in depth from a
floating stationary boat with its engine shut off during all
observation; this helped to eliminate noise contamination and
prevented disturbing the animal’s phonating behavior. Dur-
ing the recording, the animal kept similar position swimming
circular for a couple of minutes to several tens of minutes.
While the boat was stopped, underwater sound was recorded
continuously. When the animal moved away from the boat
and no further sound could be detected, the recording session
was terminated and we moved to a new position for the next
recording session.

Data recorded by the primary recording system were
used to measure sound pressure levels. Due to the 8-mm
video recorder’s automatic gain control, data recorded by the
secondary system were not used to measure the sound pres-
sure levels. The internal calibration signal �1 kHz pure tone
signal with 2 V peak to peak amplitude� of the data recorder
�PCHB244� was used as a reference level to compare the
voltage output of the charge amplifier �B&K 2635� while
sound pressure levels were measured. The output voltage of
the charge amplifier was converted to the sound pressure
level by using the hydrophone sensitivity −211 re 1 V/�Pa.

Two experienced visual observers measured the distance
to the animal during each of its respirations. The distance
estimation was relatively easier in the present area, using the
bank and trees on both sides of the lake as reference points.
The observers could know the present position and distance
to either of the banks by a handy GPS and map of the oxbow.
The width of the channel was 1 km. Therefore the nearest
bank was within 500 m from the observation boat. The esti-
mated distance to the animal was 100–250 m, which was
fairly comparable to the distance to the bank. Additionally,
there was only one baiji in the focal area. The animal swam
circular and surfaced nearly the same position. This circum-
stance allowed cross checking of the distance to the animal
by both of the visual observers.

Vocalizations recorded within 1 min of the beginning of
the observers’ announcement of the distance were used to
estimate sound pressure level to prevent error of distance
estimation due to the movement of the animal. The source
level was calculated by the overall sound pressure level
within the frequency band of whistles and the propagation
loss, assuming spherical sound propagation from the animal
to the hydrophone. This calculation did not take into account
absorption loss, because the absorption coefficient at
5.8 kHz, the previously measured baiji whistle frequency
�Wang et al., 1999�, was negligible �Urick, 1983�.

The band sound pressure levels �hereafter, “band lev-

els”� of baiji whistles were calculated using COOL EDIT PRO

�Syntrillium Software Co., USA�. An analysis bandwidth of
43 Hz corresponded to the 1024 point analysis window
�23 ms� with a 44.1 kHz sampling frequency. The present
band level is close to the overall sound pressure level of the
whistle within each 23 ms bin, because 43 Hz band includes
frequency band of the baiji’s whistle and excludes noise out-
side of the band. Frequency and amplitude of whistles of
baiji are usually modulated. Bandwidth and spectrum level
changes even within a whistle. Therefore, maximum sound
pressure level at specific point in a whistle is difficult to be
measured by a long analysis window. Short FFT size with
43 Hz band is a practical choice to analyze the maximum
sound pressure level in a whistle.

Band levels were measured at the time of each whistle’s
greatest intensity. The present study measured the beginning,
end, minimum, and maximum frequencies independently, as
well as the duration of each whistle for comparison with
previous data sets measured by Wang et al. �1999�. The
−6 dB frequency bandwidth of whistles was also determined.
A longer sampling duration 743 ms of 32 768 points at
44.1 kHz sampling frequency was employed for the band-
width analysis to improve frequency resolution.

The repetition rate of phonation is essential to properly
evaluate the performance of passive acoustic monitoring.
During each recording session, phonation intervals were
measured between successive whistles using data recorded
with primary �less sensitive but with fixed gain� and second-
ary measures �sensitive but with floating gain�.

III. RESULTS

A total of 43 baiji whistles were identified during 12
recording sessions, adding 6 whistles to the analysis by
Wang et al. �1999�. Figure 1 shows a typical whistle son-
agram; the mean dominant frequency �the frequency at the
highest energy� was 5.7 kHz �s.d.=0.67�. Baiji whistles had
a narrow-band tone burst lasting approximately 1 s, usually
with an upswept frequency modulation. Initially, frequency
modulations were relatively steep, and then stabilized to
around 5–6 kHz.

FIG. 1. Typical sonagram of a baiji whistle: a narrow-band tone burst with
relatively upswept characteristics �see Table I for details�.
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The average values for beginning, end, minimum, and
maximum frequencies and duration time were 5.0, 5.8, 4.9,
6.1 kHz, and 1.0 s, respectively. Table I summarizes all other
parameters; our results corroborated the measurements taken
by Wang et al. �1999�. Averaged 6 dB bandwidth of 14
whistles was 9.51 Hz �s.d.=8.0�.

The seminatural reserve provided ideal conditions for
measuring underwater sound during this experiment; it had
little wind and the water surface was completely flat. These
conditions allowed wakes to be observed in the water even
after the animal had submerged. Received band levels within
43 Hz analysis band ranged from 72.3 to 110.8 dB rms re
1 �Pa �Fig. 2�, and the average band level was 93.4 dB rms
re 1 �Pa �s.d.=8.27�. Six whistles were associated with dis-
tance estimated by a visual observer �Table II�; assuming a
spherical sound propagation, the source level was calculated
at 143.2 dB rms re 1 �Pa �s.d.=5.8�. At this study site, the
background noise level was 66.8 dB re 1 �Pa within the
43 Hz band at around 5.7 Hz.

The baiji whistled several times during each recording
session. Figure 3 shows the distribution of phonation inter-
vals. Most phonation intervals were shorter than 460 s; the
average phonation interval, including the two longer inter-
vals, was 205 s �s.d.=254�. One of the 12 recording sessions
contained only 1 whistle and was excluded from the phona-
tion interval analysis.

IV. DISCUSSION

The data set presented here corroborates the findings of
Wang et al. �1999�. The upswept tonal nature of baiji
whistles observed in this study also supports previous re-
search using baiji vocalizations �Jing et al., 1981; Xiao and
Jing, 1989; Wang et al., 1995�. However, none of these pre-
vious studies presented baiji whistle source levels or phonat-
ing intervals. All whistle recordings collected in this study
have been digitized and securely stored in laboratories both
at the Institute of Hydrobiology, the Chinese Academy of

TABLE I. Comparisons between acoustic whistle characteristics taken in a
previous study �Wang et al., 1999� and in the present study using the same
free-ranging baiji subject. Based on the fundamental sonagram contours, the
beginning, end, minimum, and maximum frequencies and the vocalization
duration were measured according to the method described in Wang et al.
�1999�. Minimum, maximum, average, and standard deviation are indicated
for each parameter.

Present Wang �1999�

Beginning frequency �kHz�
Min 3.8 3.8
Max 6.2 6.0
Average 5.0 5.0
s.d. 0.47 0.59

End frequency �kHz�
Min 4.1 4.5
Max 6.8 6.7
Average 5.8 5.8
s.d. 0.63 0.56

Minimum frequency �kHz�
Min 3.8 3.8
Max 6.1 6.0
Average 4.9 5.0
s.d. 0.48 0.60

Maximum frequency �kHz�
Min 4.6 4.5
Max 6.8 6.8
Average 6.1 5.9
s.d. 0.60 0.62

Duration �s�
Min 0.5 0.4
Max 1.6 1.8
Average 1.0 1.0
s.d. 0.23 0.36

TABLE II. Acoustic characteristics of six measurement of baiji’s whistle.
RL: received band level dB �bandwidth=43 Hz��, SL: source level dB rms
re 1 �Pa within the 43 Hz bandwidth.

YY/MM/DD HH:MM:SS Duration �s�
Distance

�m� RL SL

1996/1/29 9:59:21 1.02 100 101.5 141.5
1996/1/29 9:59:24 1.18 100 110.8 150.8
1996/1/30 15:45:30 1.05 200 101.0 147.0
1996/1/30 16:20:14 1.22 250 89.5 137.5
1996/1/30 16:33:01 1.27 150 92.4 135.9
1996/1/30 16:35:18 1.21 150 102.8 146.3

FIG. 2. Received band levels �dB rms re 1 �Pa� within the analyzed band-
width of 43 Hz. In most cases, the received band level was less than 105 dB.
Each bin of 105–110 and 110–115 dB bin has only one example, respec-
tively.

FIG. 3. Phonation interval of a baiji’s successive whistle; the average inter-
val was 205 s. The baiji’s phonation was sporadic.
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Sciences, China, and at the National Research Institute of
Fisheries Engineering, Japan. Even though the sample size
was limited �one subject and 43 whistles�, this is a unique
database of free-ranging baiji whistles.

The 43 Hz bandwidth employed in this study was the
practical choice to calculate the sound pressure levels. The
present band level is close to the overall sound pressure level
of the baiji’s whistle at the maximum amplitude. The 43 Hz
band covered the whistle frequency band �9.51 Hz� and ex-
cluded noise components outside the band. Received band
level was 23–44 dB higher than the background noise level
in the band �Table II�. Therefore, most of the energy mea-
sured in the band was contributed by the whistle. Addition-
ally, short analysis window is suitable for fast online com-
puting aboard a survey vessel to compare the band level and
detection threshold level, which should be determined by the
noise level of each section of the river.

Using the estimated source level of 143.2 dB and a
background noise level of 66.8 dB re 1 �Pa, the signal-to-
noise ratio at 1 m away from the animal is 76.4 dB, equiva-
lent to transmission loss over 6600 m assuming spherical
propagation. This is the theoretical maximum detection range
of a baiji’s whistle in an extremely calm environment of the
present study site. In a practical situation, such as ship traffic
and ambient noise caused by waves, noise spectrum levels
will raise to approximately 80 and 100 dB re 1 �Pa2/Hz,
respectively, even at 5 kHz �Wenz, 1962; Richardson et al.,
1995�. This can be converted to 96.3–116.3 dB in 43 Hz
band. In these conservative circumstances, the signal-to-
noise ratio would be 26.92–46.9 dB. Therefore, in practice,
the baiji’s whistle detection range could be estimated be-
tween 22 and 220 m depending on background noise levels.

We have limited information of underwater behavior of
the focal animal. Bahl et al. �2003� calculated the swimming
depth of the present animal as 0 m �surface� to 15.3 m at
maximum. They used broadband recording data by the pri-
mary recording system and calculated time-arrival difference
of high frequency clicks and water surface echo. Lloyd mir-
ror effect occurs r�4�dH /L �Etter, 1996�, where r
=100–250 m �direct distance between the hydrophone and
the animal�, d=2 m �depth of the hydrophone�, H
=0–15.3 m �depth of sound source�, L=0.26 m �wavelength
at 5.7 kHz�. The right side of the inequality ranges from
0 to 1478 m. This calculation indicates the mirror effect po-
tentially occurred in the present data. In case of constructive
interference, the detection range would be double �+6 dB
error�. When the interference is destructive, the detection
range could drop to nearly zero.

The phonation interval averaged 205 s; baiji phonation
was sporadic �Fig. 3�, unlike the ceaseless phonation of fin-
less porpoise sonar signals �Akamatsu et al., 2005�. A moni-
toring vessel should be operated slowly, otherwise it fails to
receive the signal during silence. Additionally, all operating
vessels produce continuous noise, which could mask a baiji
whistle’s frequency band. Towing a hydrophone from a ves-
sel also creates water flow noise. Therefore, allowing a ves-
sel to drift along a river’s stream current is a better method
for acoustically surveying baiji.

A passive acoustic survey from a stationary system
seems to be more effective than a recording system on a
moving vessel; noise levels should be much lower than in a
towing system. Under circumstances of low noise levels, a
hydrophone array system can identify a sound source direc-
tion or position, e.g., a stand-alone stereo recording system
operated over 120 h �Ichikawa et al., 2006� is a good candi-
date for monitoring whistles over a prolonged period in a
baiji hotspot. Monitoring baiji proximity using a stationary
recording system could help to assess an animal’s habitat
use.

It should be noted, however, that there is heavy ship
traffic �9.4 ships/h in the Yangtze River’s middle reach and
101.8 ships/h in its lower reach; Chen et al., 1997�. Masking
due to ship noise potentially reduces the detection range of
any stationary monitoring system.
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I. INTRODUCTION

International trade requires a secure technical founda-
tion. To avoid disagreement between the measurements made
in separate countries, there must be demonstrable equiva-
lence between the measurement standards maintained by the
individual countries. One method of determining the equiva-
lence is to undertake an international comparison of mea-
surements and calibrations. These exercises often indicate
where improvements are required and the results may repre-
sent progress toward a more accurate realization of SI units.

In 1999, a major development in this field was the rati-
fication of the Mutual Recognition Arrangement �MRA�,
which was prepared by the Comité International des Poids et
Mesures �CIPM�.1 All member states of the Metre Conven-
tion are signatories to the MRA, which has the objective of
providing for the mutual recognition of calibration certifi-
cates. This in turn requires an evaluation of the degree of
equivalence of national measurement standards maintained

by individual national metrology institutes, and the mecha-
nism for determining this equivalence is through interna-
tional comparisons. Such comparisons may be at a world
level, in which case they are known as Key Comparisons and
are organized under the auspices of the relevant consultative
committee of the CIPM. The participants in a Key Compari-
son will typically include at least one representative from
each regional metrology organization �RMO�. Comparisons
may also be organized within a region and fall within the
auspices of the relevant RMO, such as EUROMET in Eu-
rope, or SIM in the Americas. These regional comparisons
may then be linked to the Key Comparison via the common
participant�s�.

With the formation in 1999 of the Consultative Commit-
tee on Acoustics, Ultrasound, and Vibration �CCAUV� of the
CIPM, a number of comparisons were commenced to fulfill
the requirements of the MRA. For acoustics in air, there has
been considerable activity to compare the calibrations of
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standard microphones. This work has been undertaken using
Key Comparisons and regional comparisons, and this has
already been extensively reported in the literature.2–6

For water-borne acoustics, the infrastructure for metrol-
ogy is perhaps less mature than for air acoustics. However, at
megahertz frequencies a Key Comparison of hydrophone
comparisons has recently been completed,7 this activity fol-
lowing on from less formal comparisons undertaken some
years earlier.8,9 In the field of underwater acoustics at fre-
quencies less than 1 MHz, there have been few comparisons
of hydrophone calibrations organized in the past. The first
significant attempt was made by Trott in 1968, who orga-
nized a pioneering worldwide comparison.10 Although other
regional comparisons have been undertaken in the
meantime,11–14 until now there has been no attempt to repeat
the exercise on a worldwide scale.

This paper describes the first Key Comparison for the
primary free-field standards for sound in water at frequencies
between 1 and 500 kHz �designated comparison identifier:
CCAUV.W-K1�.15 The exercise involved participants in
seven countries each calibrating the same three hydrophones.
The goal of the comparison was to compare the measurement
standards of the participating nations, and express their
equivalence in terms of the difference between their results
and the uncertainties on those differences. To achieve this,
the results of the participants have been used to calculate a
reference value termed the Key Comparison reference value
�KCRV� at each acoustic frequency. The degree of equiva-
lence of national measurement standards has then been cal-
culated from the differences of the participants’ results from
the KCRV.

II. THE COMPARISON

A. Organization of the comparison

The comparison had seven participating countries, each
represented either by the respective National Metrology In-
stitute �NMI�, or by an organization officially designated as
representing the country for this exercise. For Canada, De-
fence Research and Development Canada �DRDC� was
nominated by the Institute for National Measurement Stan-
dards of the National Research Council; for Germany, We-
hrtechnische Dienstelle für Schiffe und Marinewaffen
�WTD� was nominated by the Physikalisch-Technische
Budesanstalt; and for the USA, the Underwater Sound Ref-
erence Division �USRD� of the Naval Undersea Warfare
Center �NUWC� was nominated by the National Institute for
Standards and Technology. These were joined by the Na-
tional Institute for Metrology �NIM� from China, the All
Russian Institute of Physical-Technical and Radio-Technical

Measurements �VNIIFTRI�, the Council for Scientific and
Industrial Research from South Africa �CSIR�, and the Na-
tional Physical Laboratory from the UK �NPL�. The partici-
pants are listed in Table I along with their country and rel-
evant regional metrology organization �RMO�. These are
EUROMET �the metrology organization for Europe�, APMP
�Asia Pacific Metrology Programme�, COOMET �Coopéra-
tion Métrologique�, SADCMET �South African Develop-
ment Community Cooperation in Measurement Traceability�,
and SIM �Sistema Interamericano de Metrologia�. Also listed
in Table I are the country codes used to identify the results in
the graphical representations later in this paper. The full con-
tact details of each participant are listed with the author af-
filiations.

The pilot laboratory for the project was NPL, which un-
dertook the initial assessment and calibration of the hydro-
phones, prepared the protocol document for the comparison,
and performed checks on the hydrophone sensitivities be-
tween the calibrations by participants to ensure that the hy-
drophone sensitivities were stable. The hydrophones were
circulated to the participants in a round-robin fashion, with
the devices being returned to NPL after each set of calibra-
tions by the participants.

B. The hydrophones

The hydrophones chosen for the comparison were an
H52 hydrophone manufactured by USRD-NUWC in the
USA; a B&K8104 hydrophone manufactured by Brüel &
Kjær in Denmark; and a TC4034 hydrophone manufactured
by Reson in Denmark. The devices used for the calibration
are listed in Table II along with the frequency over which
calibrations were undertaken. Each participant calibrated the
three hydrophones at approximately 40 discrete acoustic fre-
quencies for each hydrophone in the range 1 to 500 kHz.
These hydrophones were chosen because they were routinely
in use as standard measuring hydrophones within laborato-
ries.

TABLE I. Participants in the comparison.

Institute Country
Country

code
Regional metrology
organization �RMO�

DRDC Canada CA SIM
NIM China CN APMP
WTD Germany DE EUROMET
VNIIFTRI Russia RU COOMET
CSIR South Africa ZA SADCMET
NPL United Kingdom UK EUROMET
USRD/NUWC United States US SIM

TABLE II. Details of the three hydrophones used in the comparison.

Hydrophone
type Manufacturer

Frequency
range �kHz�

Nominal
sensitivity �1 kHz�
�dB re: 1 V/�Pa� Integral preamplifier

H52 USRD 1–100 −177 Yes
8104 Brüel & Kjær 10–150 −205 No
4034 Reason 100–500 −218 No
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C. Calibration methods

Participants were asked to perform an absolute measure-
ment of the end-of-cable free-field open-circuit sensitivity
for each hydrophone using their own in-house methods and
procedures for the calibrations. The “left-hand” XYZ coordi-
nate system suggested by IEC 565 was adopted,16 with each
participant asked to align the hydrophones such that an align-
ment mark on the hydrophone body pointed in a direction
parallel to the direction of propagation of the incoming
acoustic wave. NPL prepared and circulated a protocol docu-
ment describing the measurements required.

The method of calibration used by participants was the
method of three-transducer spherical-wave reciprocity. By
use of this method, which is described in IEC 565,16 a hy-
drophone may be calibrated absolutely by making purely
electrical measurements. Most commonly, participants used
laboratory tank facilities of varying sizes, the largest being
15�7.5�7 m and the smallest dimension of any of the test
tanks used being 4.5 m. All of the tanks had a framework or
traversing system used for mounting and positioning the
transducers. One participant used an open-water facility on a
lake, which had a water depth of 11 m, a laboratory platform
being created using a pier or pontoon-based structure from
which transducers may be lowered into the water. For all
participants, discrete-frequency tone-burst signals were em-
ployed, with reflections isolated from the direct-path signal
by use of gating and time-windowing techniques.

D. Uncertainties

Each participant was requested to provide a value for the
overall uncertainty for the calibrations assessed according to
the ISO document Guide to the Expression of Uncertainty in
Measurement.17 These are summarized in Table III. In addi-
tion, each participant was requested to provide a breakdown
of their uncertainties in two categories: type A components
which are estimated by statistical methods through repeated
calibrations �sometimes termed the repeatability or “random”
uncertainty�; and type B components which cannot be esti-
mated by repeated calibrations �often these components can
be considered to express any systematic “bias” in the cali-
brations�. Since each participant had used a slightly different
implementation of the reciprocity method, the sources of
type B uncertainty and the values of the individual compo-
nents varied. In general, the values quoted varied with fre-
quency, the full range of uncertainty values being shown in
the table.

III. RESULTS

A. Hydrophone stability

As coordinating laboratory, NPL undertook “check cali-
brations” on each hydrophone in between the calibrations of
the other participants in order to monitor the stability of the
hydrophones. The check calibrations were undertaken using
the same procedure for full free-field calibrations of the hy-
drophones at NPL, but with measurements made only at se-
lected frequencies �to save time�. For each hydrophone, the
results of the eight check calibrations are presented in tabular
form in Table IV showing the maximum and minimum de-
viation from the mean occurring in the results of the check
calibrations, and the mean repeatability �type A uncertainty�
for the NPL calibrations. The typical type A standard uncer-
tainty for the check calibrations was of the order of between
0.5% and 1%, calculated from at least four repeated calibra-
tions. To express this for a confidence level of 95%, the
standard uncertainty was multiplied by a coverage factor de-
rived from the Student’s t-factor for the appropriate degrees
of freedom. The mean value for the uncertainty of all the
check measurements was calculated and is shown in the
table, expressed in decibels. This allows some judgment to
be made regarding the significance of the variations observed
in the check calibrations.

The results of the check calibrations showed that the
hydrophones may be considered stable for the purposes of
the comparison exercise. The maximum variation in the
check calibrations at each frequency was generally within or
of the same order as the repeatability of the NPL measure-
ments, and although the deviation slightly exceeded the un-
certainty at some of the frequencies, this was not considered
significant. There was some evidence that there may have
been a gradual increase in the sensitivity of the H52 of

TABLE III. The range of overall standard uncertainties quoted by partici-
pants �expressed as relative uncertainties in percent�. Note that the high
value for participant ZA is only applicable for the highest frequencies close
to 500 kHz.

UK DE US RU CN CA ZA

2.5–3.9 5.0 2.0–4.6 2.2–3.5 2.7–4.1 3.6–6.3 5.9–28.8

TABLE IV. Variations in the results of check calibrations performed by NPL
for the hydrophones. The type A uncertainty is the repeatability of the results
expressed for a confidence level of 95%.

Frequency
�kHz�

Overall
mean

�dB re: 1 V/�Pa�

Maximum
deviation

�dB�

Minimum
deviation

�dB�

Mean type A
uncertainty

�dB�

H52 hydrophone
5 −177.43 0.14 −0.18 0.21

10 −177.94 0.10 −0.20 0.19
20 −178.28 0.12 −0.24 0.19
50 −177.66 0.19 −0.23 0.21

100 −179.64 0.24 −0.18 0.22
B&K 8104 hydrophone

10 −206.31 0.10 −0.14 0.25
20 −206.68 0.18 −0.21 0.25
50 −203.65 0.20 −0.22 0.27

100 −211.31 0.18 −0.16 0.21
150 −218.71 0.23 −0.24 0.22

TC4034 hydrophone
100 −218.71 0.12 −0.22 0.21
200 −218.36 0.19 −0.30 0.21
300 −216.04 0.20 −0.22 0.21
400 −219.26 0.27 −0.27 0.25
500 −230.00 0.32 −0.37 0.31
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0.01 dB per month during the comparison, but no corrections
were applied since this was considered a marginal variation.
A comprehensive description of all of the checks on stability
is given in the Key Comparison Final Report.15

B. Analysis methodology

To facilitate a comparison between participants, the re-
sults provided by the participants were used to derive a ref-
erence value that provides a type of “overall grand mean” of
results. This reference value was termed the Key Compari-
son reference value �KCRV�. This was calculated at each
acoustic frequency using a weighted mean approach.18 In
this approach, the results of the individual participants are
weighted according to the inverse of the square of the stated
uncertainty. For the results, xi, from a given device with as-
sociated uncertainties, ui, where i is the index for a particular
laboratory, wi is the weight applied to the participant results,
and i=1, . . . ,N, then the weighted mean, y, is evaluated from

y =

�
i=1

N

wixi

�
i=1

N

wi

, wi =
1

ui
2 , �1�

with the associated uncertainty on the weighted mean, u�y�,
determined from

1

u2�y�
= �

i=1

N
1

ui
2 . �2�

This analysis was applied to the results at each frequency for
each hydrophone to derive the KCRVs for each device. For
this comparison, the actual values of the KCRVs have little
inherent value in themselves, being merely the sensitivities
of some arbitrarily chosen hydrophones. Their value is
purely in their role in evaluating the degrees of equivalence.

The weighted mean has the advantage that it makes use
of all of the data provided by the participants, including the
quoted uncertainties as well as the sensitivity values. A test
was performed to determine whether the observed value of
the chi-squared statistic was significant at the 95% confi-
dence level. The test demonstrated overall consistency of the
data with the weighted mean model, demonstrating that the
weighted mean was an acceptable model to use for this data
set. The test was passed for all except 11 of the 117 fre-
quency points measured, with five of the failures occurring at
the five highest frequencies of calibration for the H52 hydro-
phone. In this range of 80 to 100 kHz, the hydrophone is
being used at the limit of its useful range, and this led to
exclusion of these results from the final analysis. For com-
parison, the KCRVs were also calculated using two other
estimators: the median and the unweighted mean.15 The re-
sults showed close agreement, with the median and un-
weighted mean agreeing with the weighted mean to within
the uncertainties of the weighted mean at all frequencies for
all hydrophones. This shows that for the data in this com-
parison, the values of KCRV were not highly sensitive to the

choice of reference value estimator.15 None of the results
provided by participants were classified as outliers.

C. Differences from the reference values

The results of the calibrations are presented in Fig. 1,
Fig. 2, and Fig. 3 as differences from the KCRV for each
hydrophone. The agreement between the results was gener-
ally encouraging, with the calibration values reported by the
laboratories agreeing within quoted uncertainties over the
majority of the frequency range, and the results generally
lying within a ±0.5-dB band for frequencies up to 300 kHz,
a factor of 2 improvement on the spread of results obtained
in the 1998 EUROMET comparison.13

FIG. 1. The differences from the KCRV �weighted mean� for the H52 hy-
drophone.

FIG. 2. The differences from the KCRV �weighted mean� for the B&K8104
hydrophone.
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D. Equivalence between participants

To estimate the equivalence between the calibrations of
different laboratories requires that some measure of the dif-
ference in their results be calculated. This was done by cal-
culating the degree of equivalence for each participant. For
the purposes of this comparison, the term degree of equiva-
lence of measurement standards is taken to mean the degree
to which a standard is consistent with the reference value.
The degree of equivalence of each national measurement
standard is expressed quantitatively by two terms: its devia-
tion from the reference value, and the uncertainty of this
deviation �at the 95% level of confidence�.

The degrees of equivalence �DoEs� of laboratory i were
evaluated from

di = xi − y , �3�

where xi and y are defined in Eqs. �1� and �2�. The associated
standard uncertainty u�di� is determined from

u2�di� = u2�xi� − u2�y� . �4�

For frequencies at which more than one hydrophone was
calibrated, an estimate of the DoE was available for each of
the hydrophones used. Of the 94 distinct frequencies of mea-
surement covered by the three devices, a calibration of more
than one device had been undertaken at only 18 of these
frequencies �less than 20% of the frequency points�. It was
necessary to combine these multiple estimates to provide a
single value of the degree of equivalence at each frequency
point.

To do this, values of the relative DoE were used since
the reference values for each hydrophone varied appreciably
in magnitude from hydrophone to hydrophone. For example,
at 100 kHz the reference value for the H52 hydrophone was
1315.7 �V/Pa, whereas for the B&K8104 it was
48.2 �V/Pa, and for the TC4034 it was 11.8 �V/Pa. The
relative DoE, rij, is therefore expressed as rij =dij /yj, where i
denotes the index of the laboratory and j the index of the
hydrophone. The method used to perform the combination

was to calculate the weighted mean ri of the estimates rij

with allowance made for the correlation between those esti-
mates arising from mutual dependencies between the mea-
surements made of the different hydrophones by the same
laboratory. The estimate ri was obtained as the solution to the
generalized least-squares problem,

minri
�ri − Ari�TVi

−1�ri − Ari� , �5�

in which, for the case of two hydrophones, ri= �ri1 ,ri2�T con-
tains the estimates for the hydrophones with associated un-
certainty �covariance� matrix Vi of size 2�2, and A
= �1,1�T. The uncertainty budgets provided by each labora-
tory were used to identify those components of uncertainty
that described systematic effects that were common to its
calibration of the different hydrophones. These uncertainties
were then used to evaluate the covariances associated with
the measurements �and, hence, to derive the off-diagonal el-
ements of covariance matrix Vi�.

Figure 4 shows the combined DOEs for 8 selected fre-
quencies out of a total of 94 frequencies in the range 1 to
500 kHz, namely: 3, 10, 50, 100, 200, and 350 kHz. Note
that Canada did not undertake calibrations at frequencies less
than 2 kHz, and South Africa did not undertake calibrations
at frequencies less than 3 kHz, so it was not possible to
calculate DOEs for these participants at frequencies below
these limits.

IV. DISCUSSION

A number of factors may influence the results of calibra-
tions and contribute to the variations in results between par-
ticipants, either because of unavoidable differences in envi-
ronmental conditions, or because of differences in the
procedures used by the participants. Potential influences in-
clude: poor alignment, lack of acoustic far-field conditions,
the length of wetting and soaking time for the hydrophones,
the lack of steady-state conditions, interference from bound-
ary reflections, the influence of noise, and electrical loading
by cables/amplifiers. Other influences include the effect of
the mounting or rigging used with the hydrophones, and the
variation of water temperature and depth of immersion be-
tween participant calibrations.

Some of the influences listed above are related to the
calibration methodology and were controlled by specifying
the procedure for measurements very carefully in the proto-
col document. Each participant produced an uncertainty bud-
get for the calibrations that included estimates for the uncer-
tainty contributions due to these influences. However, some
of the influences listed relate to environmental effects.

It is known that the mounting configuration used can
affect the measured sensitivity for some hydrophones, and
this may contribute to the variation in results. Ideally, the
mount should not cause any reflections or reverberations in
the acoustic signal, but should be rigid enough to allow pre-
cise positioning of the hydrophones. Fortunately, there was a
general similarity between the mounting arrangements used
by participants, with many using some form of free-flooded
tube made of metal or plastic. However, the variations in the
mounting almost certainly contributed to the discrepancies

FIG. 3. The differences from the KCRV �weighted mean� for the TC4034
hydrophone.
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observed between the results of participants. In future com-
parisons, it may be better to prescribe the type of mount to be
used, or perhaps circulate the mounts with the hydrophones
under test.

There is a general trend for increasing spread in the
results as the frequency is increased from 200 to 500 kHz.

This was expected and is mostly likely due to the increased
difficulty of undertaking free-field calibrations at higher fre-
quencies. This occurs because the devices become more di-
rectional, leading to more difficulties with alignment; in ad-
dition, devices used beyond their main resonance can
become less reciprocal in their behavior, a necessary condi-

FIG. 4. Degrees of equivalence for frequencies of 1, 3, 10, 50, 100, 200, 350, and 500 kHz. Values are stated in dB and expanded uncertainties are expressed
for a confidence level of 95%.
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tion of the calibration method; finally, noise can become is-
sue if the transmitting response of the device rolls off at very
high frequencies.

For this comparison, the depths of immersion during
calibrations by different participants ranged between 1.8 and
4.0 m and the water temperatures ranged from 14.0 °C to
21.1 °C. For the range of depths employed by the partici-
pants in this comparison, it is highly unlikely that the depth
variation has significantly influenced the results.

However, the water temperature is likely to have af-
fected the results and contributed to some of the discrepan-
cies observed. The majority of the measurements by partici-
pants were undertaken within a ±2 °C range centered around
19.0 °C, with the exception of two participants who under-
took a portion of their measurements at lower temperatures,
leading to an extreme case of a ±3.5 °C variation in the
temperature �for a limited portion of the data on the hydro-
phones�. Some data were available on the typical variation in
response of the hydrophone models used here from measure-
ments made at NPL19 and at USRD,20 and extra measure-
ments were made at NPL during this work.15 This extensive
evaluation showed that the TC4034 and the H52 hydro-
phones were remarkably stable. For these hydrophones, even
taking the most extreme variation in water temperature, the
worst case variation in the responses of the hydrophones at
any frequency was only 0.2 dB for the H52 hydrophone, and
0.25 dB for the TC4034 hydrophone. However, the results
for the variation in response of the B&K8104 with tempera-
ture showed less stability. The results were highly complex,
depending strongly on the acoustic frequency, and showing
some evidence of nonlinear behavior with temperature. For
this hydrophone, taking the most extreme variation in water
temperature, the worst case variation of response at any fre-
quency was 0.5 dB. However, this a pessimistic estimate
based on a worst case—for the majority of the results the
effect is likely to be much smaller. The participants’ calibra-
tion data were not corrected for temperature because the par-
ticipants felt that the variation of sensitivity with temperature
was not known accurately enough, this being the first time
such data have been measured as a function of frequency. In
future comparisons of this type, it is recommended that par-
ticular attention be given to both controlling the temperature
during calibrations �so that it falls within a narrow range for
all participants�, and to choosing hydrophones which are
stable with temperature. The results of the work to measure
the variation in response with temperature have been pub-
lished elsewhere15,19,20 and may be the subject of further
publications.

Although there was some general agreement in the value
of the overall uncertainty, the values ascribed to the compo-
nents of uncertainty within the uncertainty budgets of partici-
pants varied significantly. In the view of the participants,
further work to identify and quantify these uncertainties is
justified.

V. CONCLUSION

The comparison has been extremely valuable, with
much confidence gained in the performance of primary stan-

dards. This is the first such Key Comparison exercise in the
field of underwater acoustic calibration and measurement,
with expert laboratories from UK, Germany, USA, Russia,
China, Canada, and South Africa participating. The results
obtained represent the current state of the art for hydrophone
calibrations in the frequency range 1 to 500 kHz. The cali-
bration values reported by the laboratories agreed within
quoted uncertainties over the majority of the frequency
range, and the results generally lay within a ±0.5-dB band
for frequencies up to 300 kHz, a factor of 2 improvement on
the spread of results obtained in the 1998 EUROMET com-
parison. At higher frequencies, the spread of results increases
to almost ±1 dB at 500 kHz. The uncertainties quoted by
participants were typically of the order of 0.5 dB when ex-
pressed for a confidence level of 95%, increasing somewhat
at high frequencies. Although most participants quoted simi-
lar uncertainties, the values of individual components varied
considerably. The effect of water temperature variation is
likely to have contributed to some of the discrepancies ob-
served, particularly for the B&K8104 hydrophone.

The results demonstrate equivalence �within the quoted
uncertainties� between the measurement standards main-
tained by the individual countries. The results represent a
significant step forward in establishing the infrastructure for
metrology in underwater acoustics, a field where metrology
is relatively immature compared to airborne sound. The cov-
erage of the comparison may be extended by conducting
regional comparisons which include as a participant one of
the laboratories taking part in the Key Comparison. These
regional comparisons may then be linked to the Key Com-
parison via the common participant�s�.

The results available in the database on the BIPM web-
site also include tabulated data on the bilateral degrees of
equivalence between the countries along with associated
uncertainties. The data generated by the comparison are
available on the BIPM website at
�http://kcdb.bipm.org/appendixB�.
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An experimental investigation of the electromechanical properties of radially polarized thin-walled
piezoelectric ceramic cylinders as a function of the height-to-diameter aspect ratio is presented. The
focus of this investigation is on the lowest order axially symmetric modes of vibration for cylinders
with free ends having aspect ratio less than 3 with emphasis on the region of strongest coupling
around aspect ratio � /2. The resonance frequencies and coupling coefficients are presented vs
aspect ratio and quantify the lower, upper, and an intermediate resonance branch. It is shown that the
intermediate branch is flexural in origin and clearly crosses the so-called “dead zone,” which is an
inadequacy of the membrane theory applied to the vibration of thin shells �Junger and Rosato, J.
Acoust. Soc. Am., 26, 709–713 �1954��. The coupling coefficient for the lower branch is shown to
drop to zero at h /2a=� /2, whereas the coupling coefficient associated with the upper branch
reaches a maximum at an aspect ratio near this region. As an example of the practical application
of this study, the performance of two underwater electroacoustic transducers comprised of
cylindrical elements having different aspect ratios is reported. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2228611�

PACS number�s�: 43.38.Ar, 43.38.Fx, 43.38.Pf, 43.40.At, 43.40.Ey �AJZ� Pages: 1374–1380

I. INTRODUCTION

Thin-walled piezoelectric cylinders are employed in a
broad range of applications and are available in a variety of
length-to-diameter aspect ratios and thicknesses. A great deal
of attention has been given to the analysis of the coupled
longitudinal and radial vibrations in cylindrical shell ele-
ments, as the electromechanical properties depend on their
dimensions. A theoretical and experimental study on ferro-
electric cylindrical shells was first published by Haskins and
Walsh �1957�.1 Their analytical treatment was based on the
two-dimensional �membrane� theory, which had been previ-
ously established by Love2 for finite-length elastic shells
with free-boundary conditions. This work1 still represents the
most comprehensive experimental investigation published on
the subject to date, although their experimental results sup-
port the physically improper conclusion inherent in the mem-
brane theory that predicts a “dead zone,” a band in which no
natural resonance modes can exist. However, a prior publi-
cation by Junger and Rosato3 showed theoretically that the
apparent dead zone was a result of neglecting the flexural
vibrations of the shell’s wall, the contribution of which be-
comes especially important in the region of strongest cou-
pling between the longitudinal and radial modes at the values
of aspect ratios close to h /2a=�/2. Subsequently, many pa-
pers were devoted to different issues related to the coupled
vibrations in hollow piezoelectric cylinders. Most of these

publications �e.g., Refs. 4–6� remained in the framework of
membrane theory and some7,8 considered the coupled vibra-
tions in piezoelectric cylindrical shells taking into account
their finite thickness, i.e., considered flexural stresses along
with membrane stresses in the shells. Nevertheless, these pa-
pers do not provide experimental data to explicitly disprove
the dead zone. Moreover, the experimental data on the reso-
nance frequencies7 are reported to be in good agreement with
the results of Haskins and Walsh. They show the same two
lower and upper resonance branches for the gravest modes of
vibration but do not explicitly discuss an intermediate reso-
nant branch of flexural origin. Also, the previous literature
does not present experimental or analytical results on the
effective coupling coefficient and its dependence on aspect
ratio. This brief review shows that, in spite of the widespread
literature on coupled vibrations in cylindrical piezoelectric
shells, there are still important theoretical issues related to
improving our understanding of the nature of the vibrations
and practical issues related to improving real devices em-
ploying cylindrical piezoelectric elements.

The objective of this paper is to address these issues by
experimental investigation. Thus, in Sec. III the resonance
frequencies of the lowest-order axial symmetric modes are
presented for finite-height cylinders with free ends having
aspect ratios up to h /2a=3, which represent the range for
most practical applications. It is shown that, between the
upper and lower frequency branches, which are adequately
accounted for by the membrane theory, an intermediate
branch exists, which has its origin in the class of flexural
vibrations of the shell’s wall. The flexural nature of this
branch is confirmed by results of vibration mode shape mea-

a�Reported in part at the 147th meeting of the Acoustical Society of America,
115�5�, Pt.2, May 2004.

b�Author to whom correspondence should be addressed; electronic mail:
dbAcoustics@cox.net
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surements. The dependence of the effective coupling coeffi-
cients vs aspect ratio corresponding to the three resonant
branches is presented and discussed in another subsection.
Section IV presents a case study of underwater acoustic
transducers made from the piezoelectric cylindrical elements
having aspect ratios h /2a=0.54 and h /2a=1.1. This study
shows the effects of coupled vibration on electroacoustic per-
formance of the transducers.

II. DESCRIPTION OF THE SAMPLES AND
MEASUREMENT TECHNIQUES

The majority of results was obtained with PZT-4 ce-
ramic cylinders having mean diameter 2a=35 mm, wall
thickness t=3.2 mm, and various height-to-mean-diameter
ratios �aspect ratios� h /2a in the range of 0.2 to 3.0. The
geometry of the cylinders is shown in Fig. 1. A supply of
19 mm tall cylinders was cut and bonded as needed to obtain
various heights. In addition, many measurements were
made on PZT-5 cylinders of diameter 2a=11.3 mm and
t=1.2 mm and on several rings of different dimensions and
material. The data obtained for different samples were com-
pared by normalizing the results to the resonance frequency
and coupling coefficients obtained on the corresponding ra-
dial vibrations of the shortest rings investigated. The results
obtained on samples of the same geometry were repeatable
and were in good agreement with the normalized results ob-
tained on samples of different geometry whether comprised
of ring-bonded elements or single cylinders.

The resonance frequencies of the piezoelectric cylindri-
cal elements and the effective electromechanical coupling
coefficients, keff, were determined by measurement of the
electrical admittance of the unloaded cylinders using an HP
4192 impedance analyzer. Representative plots of the moduli
of the admittances, �Y�, as functions of frequency are de-
picted for a selection of samples in Fig. 2, illustrating how
the electrical properties change for samples of varying aspect
ratio. It can be seen from Fig. 2 that in some cases the ad-
mittance ratio, �Y�max/ �Y�min, is too small to accurately deter-
mine the frequencies of mechanical resonance and to apply
the simple formula for calculating the coupling coefficient,
keff

2 =1− �fr / far�2. In these cases, more accurate results were
obtained from measurement of the dynamic capacitance and
conductance of the samples �Cp and G measurement� by
using the measurement standard procedures described in

Ref. 9. To determine the radial vibration mode shapes and
the ratios of magnitudes of vibration velocity in the radial
and axial directions, �Ur � / �Ux�, an optical displacement two-
channel probe �MTI, photonic sensor� was used. The sample
under investigation was driven from a spectrum analyzer in
the frequency range of interest. The output of the sensor was
measured at the frequencies corresponding to each reso-
nance. This measurement was then repeated after the dis-
placement sensor was repositioned on the cylinder surface.
This point-by-point measurement method was utilized in in-
crements of approximately 2 mm, and provided sufficient
data density and accuracy to characterize a particular mode
shape. Two optical probes were used simultaneously to de-
termine the sign �phase� of the radial to axial velocity ratio
Ur /Ux. The phase shift between the outputs of the two chan-
nels was determined with an oscilloscope. When investigat-
ing the characteristic mode shapes of vibration in a broad
range of aspect ratios h /2a, difficulties arose associated with
measuring very small radial displacements in the presence of
large unwanted axial �transverse� displacements and vice
versa. In order to overcome these complications the measure-
ments were performed on samples having the same aspect
ratios but different diameters and along different generating
lines of a particular sample. The averaged data were then
presented. The sufficiently large density and good agreement
of the experimental data made it possible to represent the
dependence of all the measured quantities vs aspect ratio
with trend curves.

FIG. 1. Cylinder geometry and notations. An illustrative vibration mode
shape �modulus� for the intermediate mode in the radial direction is shown
by the dotted line.

FIG. 2. Admittance of the PZT-4 cylinders with various aspect ratio h /2a
=0.54, 1.08, and 1.63 as indicated on the plots. The frequencies of resonance
are labeled as 0, 1, and 2 corresponding to the corresponding frequency
branches. The mean diameter of the cylinders 2a=35 mm, thickness
t=3.2 mm.

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Aronov et al.: Coupled vibrations in piezoelectric cylinders 1375



III. EXPERIMENTAL RESULTS

A. Resonance frequencies and modes of vibration

The admittance curves, depicted for a selection of
samples having different aspect ratios in Fig. 2, clearly show
an existence of three lowest-order frequencies of resonance.
They are labeled as 0, 1, and 2 corresponding to the order
that they appear in the frequency spectrum. The results of a
systematic measurement of these frequencies vs cylinder
height-to-diameter aspect ratio are presented in Fig. 3 in nor-
malized form and in Table I as the actual results obtained by
measurement of the PZT-4 samples with 2a=35 mm and t
=3.2 mm.

The lowest branch �0� corresponds with frequencies f0.
�The choice of f0 as a notation has its origin in the common
labeling of the resonance frequency for the radial vibration
of a short ring, i.e., at h /2a�1.� At small aspect ratios this
branch accounts for the predominantly radial vibrations of a
cylinder. The highest branch �branch 2� corresponds with
frequencies f2. At small aspect ratios this branch accounts for
the predominantly axial vibrations of a cylinder in its gravest
mode. These two branches are well known. They were ad-
equately predicted by membrane theory1,2 and confirmed
experimentally.1,9 The theoretical data calculated by formulas
from Ref. 1 for the same aspect ratios are presented in Table
I and are in excellent agreement with our experimental data.

The intermediate branch that corresponds with frequen-
cies f1 is labeled as branch 1. A notable feature of this branch
is that it intersects the so-called dead zone, which is situated
between the lines f0 / f =1 and f / f0=�1− ��1

E�2 �the term

�1
E=−s12

E /s11
E is an analog of the Poisson’s ratio for a piezo-

electric ceramic�, and thus provides experimental evidence
that this zone is not dead. The intermediate branch appears to
be flexural in nature, at least in the range of aspect ratios
considered in this investigation. This was confirmed in par-
ticular by measuring the vibration mode shapes at the reso-
nance frequencies belonging to all of the branches and at
different aspect ratios. Examples of the mode shapes for the
cylinders with aspect ratios h /2a=0.54, 1.08, and 2.70 are
presented in Fig. 4. For all the aspect ratios, the mode shapes
attributed to the frequency branch 1 have two nodes corre-
sponding to nodal circles on the cylinder surface. The mode
shapes at h /2a=0.54 and 1.08 are qualitatively similar to
those of flexural vibration of a free-free beam, however, cor-
responding to the axially symmetric �tubular� flexural vibra-
tion of the shell. Additional evidence of the flexural origin of
branch 1 is in the dependence of the corresponding reso-
nance frequencies on the thickness of the cylinder wall for
low aspect ratios. This was observed experimentally on
samples of aspect ratios h /2a� 1. Note that, at the higher
aspect ratio �h /2a=2.70�, the mode shape for branch 1
shows a tendency to be representative of the expected distri-
bution of the radial vibration component corresponding to
the third longitudinal mode.

An important note must be made regarding the normal-
ized presentation of the frequency branches in Fig. 3. The
normalized extensional branches are quantitatively valid for
the thin-walled cylinders regardless of their diameter and
thickness. When applied to cylinders made of different ma-
terials, the results may depend on the corresponding value of
�1

E, although no visible difference was observed between the
experimental data obtained on samples made from PZT-4
��1

E�0.33� and PZT-5 ��1
E�0.35�. Thus, the related experi-

mental points were used together for the branches 0 and 2 in
Fig. 3. Also, note that branch 2 becomes asymptotic to the

FIG. 3. Resonance frequencies of piezoelectric cylinders as a function of
aspect ratio �h /2a�. Results are normalized to the resonance frequency �f0�
of the radial vibration of a short ring �at h /2a�0.2�. For the PZT-4 rings
with a mean diameter of 35.0mm, the normalization value is f0=30.0 kHz.
The branches for the experimental data are drawn as trend �or best-fit�
curves. The data related to branch 1 are valid for cylinders with 2a
=35 mm and t=3.2 mm. The branches labeled 1 and 3 are seen to cross the
so called “dead zone,” the space bounded by the lines f0 / f =1, and f / f0

=1/ ��1− ��1
E�2�=1.06.

TABLE I. Measured resonance frequency data as a function of height-to-
diameter aspect ratio for the hollow piezoelectric cylinders of mean diam-
eter 35.0 mm for the lowest four resonant modes branches. The theoretical
data, based on the membrane theory presented by Haskins and Walsh �Ref.
1�, is included for the frequencies on the lower �0� and upper �2� branches
for comparison purposes.

Ratio Measured �kHz� �Ref. 1�

h /2a f0 f1 f2 f3 f0 f2

0.18 30.0 264 30.0 288
0.23 30.0 138 213 30.0 212
0.44 30.0 54.0 111 29.9 111
0.54 29.7 42.6 90.0 29.9 90.5
0.65 29.7 35.4 75.0 29.9 75.4
0.83 29.4 32.1 60.0 72.0 29.7 59.3
1.08 28.8 30.3 46.2 51.0 29.4 46.2
1.26 27.9 30.0 41.4 28.8 40.4
1.31 27.6 30.0 39.3 40.5 28.6 39.1
1.42 27.0 30.0 37.8 37.2 28.0 36.8
1.53 26.4 30.0 35.1 27.2 35.2
1.63 25.5 29.7 36.0 33.9 26.3 34.1
2.12 20.4 29.4 33.9 32.7 21.5 32.0
2.70 16.8 27.6 33.3 30.9 17.2 31.5
3.18 14.1 27.0 32.7 29.7 14.7 31.3
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line f / f0=�1− ��1
E�2, corresponding to 1.06 and 1.07 for

PZT-4 and PZT-5, respectively. The normalized flexural
branch can only be used quantitatively for the experimental
data presented in Fig. 3, which were obtained for the cylin-
ders with dimensions 2a=35 mm and t=3.2 mm. For PZT-4
cylinders having this particular combination of dimensions,
the actual measured resonance frequencies are given in Table
I. The normalization factor of f =30.0 kHz was used for the
presentation in Fig. 3, which corresponds to the measured
resonance of a short ring. For different cylinders with differ-
ent combinations of diameter and thickness, the flexural
branch may be considered as qualitatively representative.

Although the flexural branch could not be accounted for
by the membrane theory approximation employed by
Haskins and Walsh,1 it is surprising that in the experimental
part of their treatment, this intermediate branch was not de-
tected at aspect ratios below approximately unity. Also, they
interpreted the experimental data obtained on the approxi-
mately horizontal part of this branch as belonging to the
radial mode coupled with the second �n=2� axial resonant
mode.1

After the intermediate branch �1� was shown to cross the
dead zone, a more careful examination of this frequency re-
gion was undertaken. The frequency bands beyond the fre-

quencies of strong resonances were studied with greater reso-
lution in order to look for weaker resonances, which
otherwise would be undetected in the region of much stron-
ger resonances. This search revealed more resonance fre-
quencies, which were also regularly spaced. The correspond-
ing experimental points are shown in Fig. 3 as forming the
branch labeled as branch 3. Mode shapes were also measured
for several aspect ratios on this branch, and the results for
h /2a=1.0 and 2.87 are presented in Fig. 4�d�. Judging by the
number of nodes and their location, and the distribution of
resonance frequencies, the frequency branch 3 can be asso-
ciated with the second mode of axial symmetric flexural vi-
bration of the cylinder. Thus, the dead zone appears to be
populated by flexural modes of various orders.

It is well known from the literature, and clearly articu-
lated in Ref. 8, that the vibrations associated with the lower
branch 0 are predominantly radial at very small aspect ratios
and gradually become predominantly axial at large aspect
ratios. And, conversely, the vibrations associated with the
upper branch �2� are axial at small aspect ratios and gradu-
ally become radial for long cylinders of large aspect ratios.
In order to quantitatively estimate how this transition occurs,
and to characterize the progression of the flexural mode
along the intermediate branch �1�, the ratio of magnitudes of
vibration in the radial and axial directions Ur /Ux was mea-
sured vs aspect ratio for the three branches. The results ob-
tained are presented in Fig. 5. It was observed that the vibra-
tions in the radial and axial directions are out of phase along
the lower branch �0� and are in phase along the upper branch
�2� �with reference that the displacements outward to surface
of the cylinder are considered to have the same sign�. The
trend curves for the experimental �modulus� data intersect
approximately at the value h /2a=� /2, which is known as
the occurrence of the strongest coupling, and at this point the
radial to axial velocity is unity, �Ur /Ux�=1. These results are
in accordance with the theoretical predictions made in Ref. 8
and calculations made based on that theory in Ref. 10.

FIG. 4. Plots of the mode shapes measured at different aspect ratios at the
corresponding resonance frequencies associated with each frequency
branch: �a� branch 0; �b� branch 1; �c� branch 2; and �d� branch 3. The aspect
ratios are labeled on the plots.

FIG. 5. Ratios of the radial to axial velocity �Ur /Ux� as functions of h /2a
measured on the cylinders with 2a=35 mm and t=3.2 mm. The trend curves
for the experimental data are presented. The scale on the left is for modes 0
and 2 while the scale on the right is for mode 1.
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There exists a clear maximum of the radial to axial dis-
placement ratio Ur /Ux for the flexural branch 1, and in some
range of aspect ratios around this maximum the radial dis-
placement is much greater than axial �note that even a dif-
ferent scale is used to present this ratio�. This could be ex-
pected taking into consideration the nature of the flexural
vibration. The vibrations in this mode become more longitu-
dinal with increasing aspect ratio. This tendency is also illus-
trated by the mode shape shown in Fig. 4�b� at h /2a=2.7, as
was previously noted. Therefore, it is more appropriate to
regard this branch as “intermediate,” although at small aspect
ratios the flexural vibrations clearly dominate. We note that
the experimental data related to the extensional branches 0
and 2 are numerically valid regardless of the diameter and
thickness of the thin-walled cylinder. The data related to the
intermediate branch �1� are valid numerically only for the
cylinder with dimensions 2a=35 mm and t=3.2 mm. Other-
wise the data have to be considered as qualitative. In particu-
lar, the position of the maximum and the values of velocity
ratios may change for different geometries.

B. The effective coupling coefficients

The experimental data on the dependence of the effec-
tive coupling coefficients vs h /2a ratio for the frequency
branches are presented in Fig. 6. The experimental data are
normalized to the value of the material coupling coefficient
of PZT-4, k31=0.34, which in our particular case was mea-
sured on a ring with h /2a=0.15. The trend curves related to
the extensional branches 0 and 2 are valid in general, regard-
less of the dimensions of the cylinder. In order to obtain an
actual value, the normalized coefficient has to be multiplied
by the coupling coefficient k31 of the particular piezoelectric
ceramic material employed. The intermediate branch data are
valid for cylinders with dimensions 2a=35 mm and t

=3.2 mm. Otherwise they qualitatively characterize the de-
pendence of the coupling coefficient. For the lower branch,
the effective coupling coefficient drops rapidly toward zero
corresponding to the aspect ratio h /2a=� /2 �the trend curve
clearly shows this tendency�. In the vicinity of this aspect
ratio, the coupling coefficient remains very small, and the
gravest radial mode practically disappears �see the admit-
tance curve at h /2a=1.63 in Fig. 2�. For the upper branch
the effective coupling coefficient remains large in all the
range of h /2a ratios and even has a maximum in the region
near h /2a=� /2. The behavior of the effective coupling co-
efficients along the extensional frequency branches qualita-
tively correlates with the fact that the axial and radial vibra-
tions are out of phase for the lower and in phase for the
upper branches, as the electromechanically induced stresses
in the axial and radial directions are of the same sign for the
radially polarized cylinders. The results displayed in Fig. 6
are in agreement with predictions noted in Ref. 8.

IV. CASE STUDY: DESIGN EXAMPLE OF
UNDERWATER ACOUSTIC TRANSDUCERS

In order to illustrate the effect of coupled vibrations on
transducer performance and to estimate how this effect cor-
relates with the experimental data on the parameters of the
cylindrical piezoelectric elements vs their aspect ratio, two
transducers of the same overall height were fabricated from
PZT-4 cylinders with the mean diameter 2a=35 mm and
thickness t=3.2 mm. One of them was made from the single
cylinder with aspect ratio h /2a=1.1, and the other from two
cylinders with aspect ratio h /2a=0.54. The two smaller cyl-
inders were connected electrically in parallel. The transduc-
ers were built in an air-backed configuration with piezoelec-
tric ceramic cylinders mechanically isolated from the caps,
and from each other, which practically achieves the free-free
boundary conditions.

The comparative characteristics of the two transducers
are illustrated in Figs. 7–9. Parameters of the input admit-
tances of transducers �conductance and capacitance� are
shown in Fig. 7. There is a significant difference between the
frequency dependence of the parameters, which should be
taken into account when matching the transducer with a
power amplifier to maximize operation in a broad frequency
range. The frequency dependence of the dynamical capaci-
tance and conductance of the transducers in air �Figs. 7�a�
and 7�b�� clearly correlates with the admittance curves pre-
sented in Fig. 2 for the corresponding aspect ratios. The fre-
quency dependencies measured in water �Figs. 7�c� and 7�d��
are also influenced by a combined effect of the differences in
the vibration mode shapes and in the coupling coefficients
that are illustrated by Figs. 4 and 6.

The power factor �cos �� comparison is depicted in Figs.
8�a� and 8�b� for the case of the transducer that is not tuned
and for the case that is tuned at its resonance frequency,
respectively. It is seen that the transducer comprised of two
cylinders has a corresponding greater power factor and
greater operational bandwidth for both without tuning and in
the case of tuning, than that of the single taller cylinder. The

FIG. 6. The effective coupling coefficients normalized to k31=0.34 of PZT-4
for the frequency branches as functions of aspect ratio. The data for the
intermediate branch 1 are valid for cylinders with 2a=35 mm and
t=3.2 mm. The trend curves for the data are shown.
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operational bandwidth for the tuned transducer is greater for
the two-ring transducer by as much as a factor of 2, which is
in direct correspondence with the increase of the effective
coupling coefficient for aspect ratio h /2a=0.54, as compared
with aspect ratio h /2a=1.1 shown for the branch 0 in Fig. 6.

The transmit voltage response �TVR� and the receive
free-field voltage sensitivity �FFVS� of the two transducers
measured without tuning are depicted in Figs. 9�a� and 9�b�.
Both of these quantify an advantage of the two-cylinder
transducer in the operational frequency range around the ra-
dial resonance.

Qualitatively the results of this case study could be pre-
dicted based on the experimental data regarding the effective
coupling coefficients and mode shapes of vibration for the
case where the operational resonance frequencies belong to
the lower branch and are at aspect ratios below the point of
the strongest coupling. For more quantitative and analytical
predictions of the performance of cylindrical electroacoustic
transducers vs aspect ratio of comprising piezoelectric ele-
ments, a treatment of the coupled piezoelectric-elastic-

acoustic problem has to be made �or should be�. An example
of such treatment for a free-flooded piezoelectric cylinder
transducer is given in Ref. 11, in which the vibration of a
finite-length cylinder in vacuo was considered based on the
Haskins and Walsh solution.1

V. CONCLUSIONS

The results of an experimental investigation of the reso-
nance frequencies, corresponding modes of vibration, and
effective coupling coefficients vs the height-to-diameter as-
pect ratio for radially polarized cylindrical cylinders were
presented. The investigation revealed an intermediate reso-
nance frequency branch, which lives between the established
lower and upper frequency branches and crosses the so-

FIG. 7. Admittance plots for the trans-
ducers made from the single cylinder
with h /2a=1.1 �curves 1� and from
the two cylinders with h /2a=0.54
�curves 2�: �a� and �b� measured in air;
�c� and �d� measured in water.

FIG. 8. Power factor curves of the transducers made from the single cylin-
der with h /2a=1.1 and two cylinders with h /2a=0.54 �a� without tuning
�lower two curves�, and �b� tuned at the resonance frequencies.

FIG. 9. Frequency response of the transducers made of the single cylinder
with h /2a=1.1 and two cylinders with h /2a=0.54: �a� transmit voltage
response �TVR�; �b� receive free-field voltage sensitivity �FFVS�.
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called dead zone. In the lower range of height-to-diameter
aspect ratios, this mode is clearly dominated by the flexural
vibrations of the cylinder wall. This was verified by measure-
ments of the corresponding vibration mode shapes of the
cylinders. Measurements of the radial and axial vibration
magnitudes showed the transformation from predominantly
radial to longitudinal motion for the lower branch and from
predominantly axial to radial for the upper branch as a func-
tion of height-to-diameter aspect ratio. The ratio of radial to
axial displacement for the intermediate branch showed a
peak near the region of strongest coupling. The experimental
results on the effective coupling coefficients were obtained
for the three frequency branches. Together with the more
expanded investigation of the resonance frequencies pre-
sented, these results may be used for improving the perfor-
mance of electroacoustic transducers. To illustrate this, a
case study of two underwater transducers composed of cy-
lindrical piezoelectric elements having different h /2a ratios
illustrates the effects of coupled vibrations on their perfor-
mance. Based on the results obtained, it can be concluded
that the performance of the electromechanical and electroa-
coustic transducers may be improved in terms of a substan-
tial increase in the effective electromechanical coupling co-
efficient, transmit and receive response, power factor, and
practical usable bandwidth by an informed choice of the
height-to-diameter aspect ratio of the comprising piezoelec-
tric elements.
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In order to miniaturize thermoacoustic refrigerators, piezoelectric loudspeakers are used as acoustic
sources for operating at high resonance frequencies. An integrated equivalent circuit model of a
thermoacoustic resonance pipe driven by a piezoelectric loudspeaker is presented to investigate the
coupling conditions between the piezoelectric loudspeaker and thermoacoustic resonance pipe.
Using the equivalent circuit model the optimized coupling conditions can be obtained, with which
the highest electroacoustic transfer efficiency and the largest acoustic output power of a
piezoelectric acoustic source can be achieved. The theoretical simulations are taken to optimize the
structures and the operating frequencies of the thermoacoustic systems. © 2006 Acoustical Society
of America. �DOI: 10.1121/1.2225643�

PACS number�s�: 43.38.Ja, 43.35.Ud, 43.38.Fx �AJZ� Pages: 1381–1387

I. INTRODUCTION

In order to miniaturize thermoacoustic refrigerators,
Hofler et al. reported a new thermoacoustic refrigerator
driven by a piezoelectric loudspeaker, which has much
higher resonance frequency than that driven by an electrody-
namic loudspeaker.1 Then the piezoelectric thermoacoustic
refrigerators with small sizes operating at the frequency of
about 4000 Hz are presented.2,3 Meanwhile, Lihoreau et al.
set up a thermoacoustic system driven by a piezoelectric disk
stuck on a passive backing plate �without vibration diagram�
and presented a corresponding equivalent circuit model of
the system.4 Lihoreau et al. also calculated the equivalent
parameters of the piezoelectric transducer with rear and front
loads and obtained the frequency response of the acoustic
pressure in the pipe, which has been verified by their experi-
mental measurements. The acoustic pressure, particle veloc-
ity, and power flux in the resonance pipe with and without
stacks are also calculated to evaluate the influence of the
stack on the acoustic transmission in the pipe. However, the
results are not suitable to illustrate the performance of Hof-
ler’s system driven by an integrated loudspeaker including a
vibration diaphragm. Furthermore, they focused on the opti-
mized operating frequency in the view of the acoustic pres-
sure and power flow, but ignored the efficiency of the system
and did not optimize the equivalent parameters of the piezo-
electric loudspeaker itself.

In order to investigate and optimize the kind of thermoa-
coustic refrigerators reported by Hofler et al., an integrated
equivalent circuit model composed of the equivalent param-
eters of the piezoelectric disk, vibration diaphragm, coupling
component, rear cavity, and acoustic load �resonance pipe� is
presented in this paper. With the theoretical model, two re-
actance matching conditions of the loudspeaker, i.e., the cou-
pling component to the piezoelectric disk and the component
to the vibration diaphragm, are demonstrated, which are the
basic conditions to obtain large electroacoustic transfer effi-
ciency and acoustic output power. The influences of the stiff-
ness of the coupling component on the strokes of the piezo-

electric disk and the vibration diaphragm and also on the
electroacoustic transfer efficiency and acoustic output power
are presented. Accordingly, the optimized input resistance of
the resonance pipe, i.e., the loaded resistance of the loud-
speaker, determined by the stiffness of the coupling compo-
nent and the resistances of the loudspeaker, are demon-
strated. Then, the trade-off between the performance
optimization and the system miniaturization are discussed.
Additionally, it is also illustrated that the optimized operating
frequency of the system must be close to the resonance fre-
quency of the resonance pipe in order to meet the impedance
matching conditions, as well as reduce the system volume.
Therefore, the highest transfer efficiency and the largest
acoustic output power of the piezoelectric loudspeaker can
be obtained, and the optimization of the system can be
achieved.

II. COUPLING BETWEEN RESONANCE PIPE AND
PIEZOELECTRIC LOUDSPEAKER

A. Equivalent circuit of thermoacoustic refrigerator
driven by piezoelectric loudspeaker

Simple models of a piezoelectric loudspeaker and a ther-
moacoustic refrigerator are shown in Figs. 1�a� and 1�b�,
respectively. The integrated equivalent circuit model of the
thermoacoustic system is shown in Fig. 2�a�, where e is the
driving voltage, CE� is the static capacitance of the piezoelec-
tric disk, and Cp, Mp, and Rp are the equivalent mechanical
compliance, mass, and resistance of the piezoelectric disk,
respectively. Cd, Md and Rd are the mechanical compliance,
mass, and resistance of the vibration diaphragm, respectively.
CR and C� are the mechanical compliances of the rear cavity
and coupling component, respectively. The transformation
coefficients from the electrical and acoustical ends to the
mechanical end are N and S, respectively. ZAR is the acoustic
load impedance of the piezoelectric loudspeaker. Thus, re-
moving the transformers and transforming the electrical and
acoustical ends to the mechanical end, the equivalent circuit
Fig. 2�a� is simplified to Fig. 2�b�. In the mechanical equiva-
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lent circuit of Fig. 2�b�, Fe and FA are the equivalent driving
forces on the whole system and the mechanical load ZMR,
respectively.

B. Expressions of electroacoustic transfer efficiency
and acoustic output power

For convenience, define �see Fig. 2�b��

C0 = CdCR/�Cd + CR� ,

Zd = Rd + j��Md − 1/�C0� = Rd + jXd,

ZM = Zd + ZMR = RM + jXM ,

ZMR = RMR + jXMR,

Z� = 1/j�C�,

ZR = ZMZ�/�ZM + Z�� = RR + jXR,

Zp = Rp + j��Mp − 1/�Cp� = Rp + jXp, �1�

where � is the angle frequency of the electric source. Thus,
the electric power PE applied to the loudspeaker is

PE = 1
2 �Fe�2�Rp + RR�/�Zp + ZR�2, �2�

and the acoustic output power PA of the loudspeaker is

PA = 1
2 Re�FAvd

*� = 1
2 ��FA�2/�ZMR�2�Re�ZMR� , �3�

where vd=FA /ZMR is the vibration velocity of the diaphragm
and * indicates the complex conjugate.

Using Eq. �1�, the acoustic power can be obtained from
Eq. �3�:

PA =
1

2
�Fe�2

RMR

�ZR + Zp�2��ZM + Z��/�Z���2 . �4�

Then, the electroacoustic transfer efficiency � can be ob-
tained:

1

�
=

RM

RMR
+

�2C�
2Rp�RM

2 + �XM − 1/�C��2�
RMR

. �5�

Define

� = �ZM + Z��2/�Z��2. �6�

Then � and PA can be expressed as

� =
RMR

��RR + Rp�
, �7�

PA =
1

2
�Fe�2

RMR

��ZR + Zp�2
. �8�

If the stiffness of the coupling component is high
enough, the corresponding mechanical compliances C� can
be taken as an open circuit, i.e., the mechanical impedance
�Z� � →� and a=1. Then � and PA can be simplified as �l

and PAl:

�l = RMR/�Rp + Rd + RMR� , �9�

PAl =
1

2
�Fe�2

RMR

�Rp + Rd + RMR�2 + �Xp + Xd + XMR�2 . �10�

III. RESULTS AND DISCUSSIONS

A. Electroacoustic transfer efficiency

When the resonance condition of the parallel branch ZR

�see Fig. 2�b�� is satisfied, i.e., XM −1/�C�=0, from Eq. �5�,
� becomes �r:

�r = RMR/�RM + RpRM
2 /�Z��2� . �11�

Expanding Eq. �11� using Eq. �1�, one can obtain

�r = 1��� Rp

�Z��2	RMR + �Rd +
RpRd

2

�Z��2
	 1

RMR

+ �1 +
2RpRd

�Z��2 	
 . �12�

To obtain an optimized electroacoustic transfer efficiency

FIG. 1. �a� Schematic diagram of the piezoelectric loudspeaker: a: vibration
diaphragm, b: coupling component, c: piezoelectric disk, d: supporting com-
ponent, and e: substrate. �b� Schematic diagram of a thermoacoustic refrig-
erator.

FIG. 2. Equivalent circuit: �a� thermoacoustic refrigerator system and �b�
removing transformers of �a�.
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�opt, the mechanical resistance RMR equals RMR�:

RMR� = ��Rd�Z��2 + RpRd
2�/Rp. �13�

Then �opt is

�opt = 1��2�RpRd

�Z��2
+

Rp
2Rd

2

�Z��4
+ �1 +

2RpRd

�Z��2 	
 . �14�

It shows that the small resistances of the piezoelectric disk
Rp and the vibration diaphragm Rd are favorable to increas-
ing �opt, meanwhile a large �Z��, i.e., high stiffness of the
coupling component, can also increase �opt.

When C� can be taken as an open circuit, as shown in
Eq. �9�, the electroacoustic transfer efficiency can be in-
creased by RMR�Rd+Rp.

Under the parallel resonance condition, �=RM
2 /XM

2

=RM
2 / �Z��2, from Eq. �11�, one can get

�r = RMR/��Rp + Rd + RMR� . �15�

Comparing Eq. �9� with Eq. �15�, one can see that the
coefficient � indicates the influence of C� on �. Obviously, a
small � can induce a large �. When �=1, � equals �l. When
�Z��2�RM

2 , i.e., ��0, the influence of Rp on the efficiency
nearly completely vanishes and then �=RMR / �RMR+Rd�.

B. Acoustic output power

Using Eq. �1�, Eq. �8� can be expanded as

PA =
1

2
�Fe�2RMR���ZM + Z��2/�Z��2�

�
 �RM + jXM�/j�C�

RM + j�XM − 1/�C��
+ �Rp + jXp�
2

. �16�

When the system is operating under the reactance matching
condition between the vibration diaphragm and coupling
component XM −1/�C�=0, Eq. �16� can be simplified to be

PAr =
1

2

�Fe�2RMR

�RM/�Z���2��Rp + �Z��2/RM�2 + �Xp − 1/�C��2�
.

�17�

When the reactance matching condition between the piezo-
electric disk and coupling component is also satisfied, i.e.,
Xp−1/�C�=0, PAr becomes PAm:

PAm =
1

2
�Fe�2

RMR

��Z�� + RMRp/�Z���2 . �18�

Expanding Eq. �18�, one can obtain

PAm =
1

2
�Fe�2����Z��2 + 2RpRd + Rp

2Rd
2/�Z��2�

RMR

+
Rp

2

�Z��2
RMR + 2�Rp +

Rp
2Rd

�Z��2
	
 . �19�

Therefore, to obtain an optimized output acoustic power
PAopt, RMR equals RMRP:

RMRP = Rd + �Z��2/Rp. �20�

Then PAopt is

PAopt =
�Fe�2

8�Rp + Rp
2Rd/�Z��2�

. �21�

It can be seen that the small resistances Rp, Rd and large �Z��
are favorable to increasing PAopt, which is in agreement with
the optimization conditions of �opt as shown in Eq. �14�.

When C� can be taken as an open circuit, the optimized
output acoustic power PAlopt can be obtained when XMR

=−�Xp+Xd� and RMR=Rd+Rd:

PAlopt = �Fe�2/8�Rp + Rd� . �22�

The impedance matching conditions are similar to that in a
thermoacoustic system driven by an electrodynamic
loudspeaker.5 The acoustic output power can be increased by
decreasing Rp and Rd, which is the same as the optimization
conditions of �l. It can be seen that, when XMR=−�Xp+Xd�,
the optimization conditions of �l and PAl are the same as
those of a pure electric resistance RMR driven by a voltage
source with the internal resistance Rp+Rd.

The influences of C� on the optimized acoustic output
power can be evaluated by comparing Eqs. �21� and �22�. In
fact, C� induces a coefficient �=Rp

2 / �Z��2 of Rd in Eq. �21�.
Therefore, when �	1, PAopt
 PAlopt; when �=1, PAopt

= PAlopt; and when �
1, PAopt	 PAlopt.

C. Strokes of piezoelectric disk and vibration
diaphragm

The optimized conditions described above can be ex-
plained by the strokes of the piezoelectric disk and vibration
diaphragm. The power consumption in the whole system can
be divided into three parts: consumptions on Rp, Rd, and
RMR, which are indicated as Pp, Pd, and PA, respectively. Pp

is proportional to �vp�2, vp is the vibration velocity of the
piezoelectric disk, and Pd, PA are both proportional to �vd�2.
When the system is operating at an angle frequency �, the
strokes of the piezoelectric disk and diaphragm are sp

=2 �vp � /� and sd=2 �vd � /�, respectively, so the power con-
sumptions are also proportional to the squares of the strokes
of the piezoelectric disk and diaphragm. Using the current
distribution equation of a parallel circuit, one can obtain the
ratio A of the stroke of the diaphragm to that of the piezo-
electric disk:

A =
�Z��

�ZM + Z��
=

1
��

�23�

or

A =
�Z��

�RM
2 + �XM − 1/�C��2

. �24�

Here, A can be defined as a stroke amplification coefficient.
Under the optimized conditions for �, XM −1/�C�=0

and RMR=RMR�,

A =
�Z��

RMR�

=
1

Rd/�Z�� + �Rd/Rp + Rd
2/�Z��2

. �25�

It can be seen that the optimized conditions and a large �Z��
induce a large A, which ensures that the stroke of the dia-
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phragm is much larger than that of the piezoelectric.
On the other hand, it can be derived from Eq. �15� that

�r =
RMR

RMR + Rd + Rp/A2 . �26�

Obviously, a large stroke amplification coefficient A greatly
decreases the unfavorable influence of Rp on �r, i.e., it de-
creases the ratio of the power loss on the piezoelectric disk to
that on the whole system, therefore producing a large �r.
Additionally, if Rp /A2�1, �r�RMR / �RMR+Rd�. In this case,
a large RMR can induce a large �r but decreases A simulta-
neously. Therefore, there exists an optimized RMR with
which the highest efficiency can be obtained, as shown in
Eq. �13�.

Since the parallel resonance condition and a large �Z��
can induce a large stroke amplification coefficient A, a large
stroke sp of the piezoelectric disk must be obtained for
achieving a large absolute stroke sd of the diaphragm, i.e., a
large acoustic output power. The stroke of the piezoelectric
disk is

sp =
�2Fe/��

��Z��2/�Rd + RMR� + Rp + j�Xp − 1/�C���
. �27�

It can be seen that the reactance matching condition between
the piezoelectric disk and coupling component, Xp−1/�C�

=0, can ensure a large stroke sp=2Fe /���Z��2 / �Rd+RMR�
+Rp�. Meanwhile, a large �Z�� decreases sp although it is
favorable to A. Therefore, a larger RMR is required to reduce
the unfavorable influence of �Z�� on sp. Additionally, PA

=sd
2�2RMR /8 shows that a larger RMR is favorable to PA at

certain � and sd. Therefore, RMRP is larger than RMR�,which
can be obtained from Eqs. �13� and �20�:

RMRP
2 − RMR�

2 = �Z��4/Rp
2 + Rd�Z��2/Rp. �28�

Equation �28� shows that a large �Z��2 and a small Rp are
favorable to increasing �opt and PAopt, but also increase the
difference between RMR� and RMRP, which makes more dif-
ficulties to optimize the system performance by considering
both � and PA simultaneously.

D. Optimized operating frequency

The calculated mechanical impedance and efficiency of
the system are shown in Fig. 3. The intersections of the dot-
ted lines 1, 2 ��Z� � � and the solid line �XM� in Fig. 3�a�
indicate the parallel resonance condition XM −1/�C�=0.
There are three different cases:

�1� When C� and Md are properly chosen, the intersec-
tions �a, b, c� of the dotted line 1 and the solid line are
close to or even at the resonance frequency fr of the
resonance pipe. Therefore, there are possibilities to
obtain large � at the matching frequencies �see solid
line 1 in Fig. 3�b��.

�2� The intersection �d� on dotted line 2 at fr1 is far from
the resonance frequency fr. Because the load resis-
tance RMR is nearly zero at frequencies far from fr,
the efficiency � is very small at the frequency fr1 �see
Fig. 3�b��.

�3� When �XM −1/�C�� is minimized, but not zero, at the
frequency fr2, which is close to fr, a peak of � can
also be obtained �dashed line 2 in Fig. 3�b��, but the
peak value of � is smaller than that of the case �1�.

Furthermore, it can also be seen from Eq. �19� that a
RMR near zero cannot supply a large PA. Therefore, the case
�1� is the best choice. Then the operating frequency must be
chosen near the resonance frequency of the resonance pipe.

E. Optimization of system structure

1. Optimization of equivalent impedance of
loudspeaker

As discussed above, small resistances Rd and Rp and
large �Z�� are favorable to increasing � and PA. Besides,
other equivalent parameters, such as Md, Cd, Mp, and Cp,
must be properly chosen accordingly to satisfy both reac-
tance matching conditions for obtaining the optimized sys-
tem performance. Therefore, in order to increase � and PA,
suitable materials and sizes of the piezoelectric disk, the dia-
phragm, as well as a coupling component with high stiffness,
are strongly recommended.

In order to calculate the influence of the parameters of
the system, the loudspeaker with the equivalent parameters
Cp=2.5�10−4 m/N, Mp=1.76�10−5 kg, Rp=34 Ns/m, Cd

=4.76�10−4 m/N, and Rd=0.3 Ns/m, but without a rear
cavity, is taken as an example. The lengths of the three parts
of the resonance pipe are cold end length 3.0 cm, stack
length 0.4 cm, and hot end length 0.8 cm; the radius of the
pipe cross-section is 4 mm. The operating gas is the air un-
der the normal temperature and pressure. The mechanical
input impedances of the pipe calculated with the fluid imped-
ance formula in pipes with and without stacks4,6–9 are shown
in Fig. 4.

The distributions of � vs. � and Md are calculated, as
shown in Fig. 5. In Fig. 5�a�, taking C�=10−2 m/N, when
Md=2.2�10−5 kg, f =4084 Hz, and �=2.15�104, � is
maximized as 3.5�10−7, which is very small, while in Fig.
5�b�, taking C�=10−6 m/N, when Md=1.6�10−3 kg, f
=4043 Hz, and �=2.4�10−3, � is maximized about 0.7,

FIG. 3. Mechanical impedance and electroacoustic transfer efficiency versus
frequency: �a� mechanical impedance and �b� efficiency.
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which is an acceptable efficiency. Comparing both figures
demonstrates that the frequencies for the maximum efficien-
cies are very close to the resonance frequency of the pipe
even if C� and Md have great variations. Meanwhile, as C�

decreases, Md must be increased in order to satisfy the par-

allel resonance condition XM −1/�C�=0. Similar results are
obtained by calculating the acoustic output power using the
parameters above. Taking C�=10−2 m/N, when �=2.22
�104, the maximum acoustic power is only about 10−9 W,
while taking C�=10−6 m/N, when �=0.33, the maximum
acoustic power reaches 1.4�10−3 W. Therefore, a small C�

must be selected to obtain larger � and PA.
Similarly, to obtain an optimized acoustic output power,

the reactance matching condition Xp−1/�C�=0 must be also
satisfied, so proper equivalent mass Mp and compliance Cp

of the piezoelectric disk must be also properly selected ac-
cording to C�.

2. Optimization of cross-sectional area of resonance
pipe

In order to achieve the maximum � or PA, optimized
values of RMR� and RMRp shown in Eqs. �13� and �20� must
be obtained. Based on RMR=S2RAR, the cross-sectional area
of the resonance pipe can be adjusted to achieve optimized
values RMR� and RMRP when the temperature, pressure, and
gas type in the resonance pipe have been determined. Then
the optimized area for � or PA are

S� = �RMR�/RAR, �29�

SP = �RMRP/RAR. �30�

Unfortunately, in a miniaturized thermoacoustic refrigerator,
the sizes of pipe cross section and loudspeaker diaphragm
are both limited, therefore, in order to obtain RMR� and RMRP

with small system volume, the resonance frequency of the
resonance pipe, which induces the maximum load acoustic
resistance RAR, is the most proper operating frequency be-
cause � and PA increase monotonously with RMR when it is
smaller than the optimized values RMR� or RMRP, which can
be seen from Eqs. �12� and �19�. In this case, the maximum
� and PA can simultaneously be obtained with the resonance
frequency of the pipe fr:

�� = 1��� Rp

�Z��2	RMRm + �Rd +
RpRd

2

�Z��2
	 1

RMRm

+ �1 +
2RpRd

�Z��2 	
 , �31�

PA� =
1

2
�Fe�2

RMRm

��Z�� + RMRp/�Z���2 , �32�

where RMRm is the value of RMR at the resonance frequency
of the pipe.

3. Summary

The electroacoustic transfer efficiency � and acoustic
output power PA under both reactance matching conditions
and at the resonance frequency fr are shown in Fig. 6, which
shows the influences of the stiffness of the coupling compo-
nent and the radius of the resonance pipe r on the system
performance. The system parameters are the same as those of
Fig. 5. In Figs. 6�a�–6�d�, C� equals 1�10−5, 1�10−6, 1
�10−7, and 1�10−8 m/N, respectively.

FIG. 4. Input mechanical impedance of resonance pipe.

FIG. 5. Distributions of electroacoustic transfer efficiency versus frequency
and equivalent mass of vibration diaphragm as Cd=4.76�10−4 m/N: �a�
C�=10−2 m/N and �b� C�=10−6 m/N.
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In Fig. 6�a�, with a small �Z��, the optimized pipe radii r�

and rP for both � and PA, respectively, are almost the same
because RMR� and RMRP are close to each other, which is in
agreement with that shown in Eq. �28�. However, both �opt

and PAopt are small because of a small �Z��.
In Fig. 6�d�, with a very large �Z��, both �opt and PAopt

are large, but r� and rP are very different because RMR� is
much smaller than RMRP. It can be seen that a large � can be
obtained with a wide range of radius �from about 1 to
10 cm�, however, PAopt is obtained at rP�10 cm and be-
comes very small when r decreases to about 5 cm, which is
still too large in a miniaturized refrigerator. Furthermore, in
order to obtain both reactance matching conditions, Md and
Mp must be 0.15 kg, which is also unavailable in the minia-
turized system. Thus, although a coupling component with
large stiffness is favorable to increasing both � and PA, it
simultaneously requires large Md, Mp, RMR�, and RMRP to
achieve the optimized conditions, i.e., “heavy” diaphragm
and piezoelectric disk, and a large cross-sectional area of the
resonance pipe and diaphragm are required, which is unac-
ceptable in the fabrication of a miniaturized thermoacoustic
refrigerator. Therefore, a coupling component with extremely
large stiffness or even direct connection of the piezoelectric
disk to the diaphragm is not a good choice, because proper
Md, Mp, r�, and rP are all unavailable in this case.

In Fig. 6�b�, �opt=0.85 with r�=0.5 cm and PAopt

=3.65�10−3 W with rP=1 cm; in Fig. 6�c�, �opt=0.98 with
r�=1 cm and PAopt=3.68�10−3 W with rP=3 cm. The fig-
ures show that, with proper �Z��, both large efficiency and
power can be obtained with acceptable pipe radius. However,
the optimized radii r� and rP cannot be obtained simulta-
neously. A trade-off between � and PA should be taken, such
as in Fig. 6�b�. The proper radius should be about 0.7 cm,
while in Fig. 6�c�, the proper radius is about 2.5 cm. It must
be stated that using an operating gas with large acoustic im-
pedance and increasing the operating pressure can increase

RAR and subsequently decrease r� and rP. Therefore, a larger
stiffness of the coupling component is available and better
system performance can be achieved.

Generally, a proper stiffness of the coupling component
is significant to the system performance, and a trade-off be-
tween the system performance and miniaturization must be
considered.

IV. CONCLUSIONS

An integrated equivalent circuit model is presented to
analyze the performances of thermoacoustic refrigerators
driven by piezoelectric loudspeakers. The expressions of the
electroacoustic transfer efficiency and acoustic output power
of the piezoelectric acoustic source are obtained using the
equivalent circuit theory. The influences of the equivalent
parameters of the loudspeaker, the resonance pipe, and the
operating frequency on the electroacoustic transfer efficiency
and acoustic output power are evaluated and optimization
conditions are subsequently achieved:

�1� A reactance matching condition XM −1/�C�=0 of the
parallel branch ZR must be firstly satisfied to obtain a
high efficiency and, furthermore, a reactance match-
ing condition of the piezoelectric disk Xp−1/�C�=0
should also be satisfied in order to achieve an opti-
mized acoustic power. Both reactance matching con-
ditions can be obtained by choosing the proper piezo-
electric disk, vibration diaphragm, rear cavity, and
coupling component.

�2� In a miniaturized thermoacoustic refrigerator, a small
radius of the resonance pipe or the diaphragm of the
loudspeaker are required; the proper operating fre-
quency must be close to the resonance frequency of
the pipe, at which the acoustic load resistance is large,
which can decrease the required cross-sectional areas
of the resonance pipe and the diaphragm. Further-
more, an operating gas with large impedance and a
large operating pressure are both favorable to the sys-
tem miniaturization and performance.

�3� Generally, a coupling component with a high stiff-
ness, a piezoelectric disk, and a vibration diaphragm
with low resistances are favorable to achieving a high
electroacoustic transfer efficiency and a large acoustic
output power. However, they increase the difference
between the optimized load acoustic resistances for
getting large efficiency and power; then a trade-off
between the electroacoustic transfer efficiency and the
acoustic output power must be selected.

�4� For a coupling component of high stiffness, which
increases the stroke of the vibration diaphragm and
then the electroacoustic transfer efficiency and acous-
tic output power, large equivalent masses of the vibra-
tion diaphragm, piezoelectric disk, and large areas of
the pipe cross section and vibration diaphragm are all
required to obtain the optimized conditions, which are
unfavorable to the system miniaturization. Therefore,
there is a trade-off between the performance and the
miniaturization of the system.

FIG. 6. Electroacoustic transfer efficiency �solid line� and acoustic output
power �dotted line� versus radius of resonance pipe: �a� C�=10−5 m/N; �b�
C�=10−6 m/N; �c� C�=10−7 m/N; and �d� C�=10−8 m/N.
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This paper presents an experimental analysis performed on a simplified brake apparatus. In past
years a common approach for squeal prediction was the complex eigenvalues analysis. The squeal
phenomenon is treated like a dynamic instability: when two modes of the brake system couple at the
same frequency, one of them becomes unstable, leading to increasing vibration. The presented
experimental analysis is focused on correlating squeal characteristics with the dynamic behavior of
the system. The experimental modal identification of the setup is performed and different squeal
conditions and frequencies are reproduced and analyzed. Squeal events are correlated with the
modal behavior of the system as a function of the main parameters. A clear distinction between
squeal events involving the dynamics of the pad and squeal events involving the dynamics of the
caliper is performed. The effect of the adding of damping is also investigated on the squeal
phenomenon. Two opposite roles of the modal damping are described: a large modal damping can
either prevent the rise of squeal instabilities or enlarge the squeal propensity of the brake apparatus.
The robustness of the obtained squeal events permits a further analysis on the triggering mechanism
of the squeal instability during braking. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2228745�
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I. INTRODUCTION

Disk brake noise continues to be an object of investiga-
tion for automotive manufacturers and researchers.1 Because
of the complexity of the problem and the need for estimating
the squeal tendency during brake design, many analytical
and numerical2,3 approaches have been proposed. Mills4 and
Fosberry and Holubecki5,6 tried to correlate the occurrence of
squeal with a negative slope of the friction coefficient-
relative velocity curve, while Spurr7 proposed his sprag-slip
theory, followed later by Earles et al.8,9 and Jarvis and
Mills.10 In 1972, North11,12 published the first experimental
work on a real brake apparatus. Akay et al.,13 Tuchinda
et al.,14,15 Allgaier et al.,16,17 and Tarter18 conducted exten-
sive analyses of the beam-on disk setup. Nowadays, the
modal coupling11–13 �mode lock-in� between two system
modes is one of the most accepted theories. The complex
eigenvalues analysis is a popular numerical tool for squeal
instability prediction.19,20 This paper presents an experimen-
tal analysis aimed at verifying if this approach can predict
efficiently the squeal occurrence in a brake. Brake squeal is a
nonlinear phenomenon, characterized by friction material
and contact nonlinearities. Thus, the modal approach can
only predict the onset of the squeal instability, when it is still
in linear conditions.

The experimental analysis is performed on a simplified
setup, named TriboBrake COLRIS �COllaboration Lyon-
Rome for Investigation on Squeal�, that has three main
advantages.

�1� it can generate squeal noise easily;
�2� it has a dynamic behavior that can be easily mea-

sured; and
�3� it has a dynamic behavior that can be easily adjusted.

The third point is particularly important to correlate the dy-
namics of the system and the squeal in a “what-if” analysis.

The modal behavior of the setup is first presented. The
dynamics of the system is studied by considering three main
substructures of the brake �the caliper, the rotor, and the
pad�. Different approaches, studied to shift the natural fre-
quencies of the system, are used to find different instability
conditions, and the squeal conditions are related to a specific
dynamic configuration of the system with specific values of
the parameters, so that they are easily reproducible.

The experimental analysis shows that squeal occurrence
in the experiments is always correlated to a modal coupling
between one of the modes of the rotor and a mode of either
the pad or the caliper. Therefore, to find an instability condi-
tion it is necessary to shift a mode of the system so that it
falls close to another. In the paper the coincidence between
two modes is called “modal tuning.”a�Electronic mail: francesco.massi@uniromal.it
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A further analysis on the effect of the modal damping on
the squeal propensity is performed. Some comments and
concluding remarks are made.

II. EXPERIMENTAL SETUP

Since a real brake apparatus is characterized by geom-
etry and dynamics that can be hardly controlled or under-
stood, an experimental and theoretical study of a simplified
experimental setup is preferred. The setup consists of a
rotating-disk �the disk brake rotor� and a small friction pad
pushed against the disk by weighs positioned on a rigid sup-
port �Fig. 1�. The disk is made of steel �internal diameter
100 mm, external diameter 240 mm, thickness 10 mm� and
is assembled with the shaft by two hubs of large thickness
that assure a rigid behavior of the connection in the fre-
quency range of interest. The velocity of the motor can be
adjusted to have a disk velocity between 5 and 100 rpm. The
brake pad is made of commercial brake friction material,
obtained by machining standard brake pads. Reduced pad
dimensions are adopted to simplify and control easily its
dynamics. The support may host pads with different dimen-
sions; when not otherwise specified the dimensions are 10
�10�10 mm3.

The support �the central cylindrical body in the figure� is
also made of steel and its shape is chosen to simplify its
dynamic behavior. The normal force between pad and disk
�braking load� can be adjusted by adding weights on the top
of the support, between 25 �the weight of the support� and
250 N. Two thin plates hold the pad support in the tangential
direction while allowing a negligible stiffness in the normal
direction. Adjusting the normal load with weights �Fig. 1�
allows the pad surface to follow the disk oscillations, due to
the possible not-perfect planarity of the disk, and assures a
constant value of the contact normal force. A triaxial force
transducer is placed between the pad and the support. The
transducer allows the time history of the normal and friction
forces to be measured. It is important to note that these
forces are not measured on the real contact surface, but
above the brake pad. Thus, the pad dynamics influences the
measured forces.

III. SETUP DYNAMICS

The main objective of this paper is to show how the
dynamics of a brake system influences squeal occurrence and
squeal frequencies. Therefore, the investigation of the setup
dynamics is the first step of the work. Particular attention is
focused on the bending modes of the disk �in the normal
direction� and the bending modes of the support and the pad
�in the tangential direction�. It was shown in previous
experiments21 that these are the modes involved in squeal
phenomena. Moreover, both a finite-element mode, �FEM�
analysis and measured frequency response function �FRFs�
in the plane direction show that, in this simplified setup, the
in plane modes of the disk are not involved in the squeal
phenomenon.

Three different substructures are considered in the
analysis: the disk, the support, and the pad. In the dynamics
of the assembled system it is possible to recognize the com-
bination of the dynamics of the disk and of the support �be-
cause of the reduced contact surface between the two sub-
structures and the consequent low coupling between them�.
Therefore, “disk modes” refers to the modes involving bend-
ing vibration of the disk, being the largest part of the energy
concentrated in the disk. As well, “support modes” refers to
the modes involving tangential vibration of the support. A
further analysis allows one to recognize the influence of the
pad dynamics on the dynamics of the assembled system.

The disk modes are characterized by nodal diameters
and nodal circumferences: the �n ,m� mode of the disk is
characterized by n nodal circumferences and m nodal diam-
eters. The disk is characterized by an axial symmetry: there-
fore, the modes of the disk are generally double modes. Due
to the contact with the pads, the disk loses its axial symmetry
and the double modes of the disk split at two different fre-
quencies �Fig. 2�:

�i� mode �n ,m− �, a nodal diameter falls in the contact
area �sine mode�; and

�ii� mode �n ,m+ �, an antinode falls in the contact area
�cosine mode�.

The support modes are analyzed by an SIMO �single-input–
multi-output� analysis, exciting the support in the tangential
direction, close to the contact area. In the frequency range of
interest two rigid and three bending tangential modes of the
support are recognized. This analysis is performed with the
coupled system, when the disk does not rotate. However, the
same peaks in frequency and same deformed shapes are
found during brake simulations.22 Table I lists the natural
frequencies of the system obtained by experimental modal
analysis �EMA�, with a contact load equal to 25 N, and a
friction pad with 10�10 mm contact surface is mounted.

The third substructure investigated is the friction pad. Its
dynamics is easily recognized in the assembled dynamics.
Figure 3 shows the PSD �power spectral density� of the pad
acceleration in the tangential direction during brake simula-
tion �gray line�. The first three peaks in frequency correspond
to three support modes. The others two peaks at 4 and
11.1 kHz correspond to modes of the pad. A second test was
made by dragging the pad, disassembled from the disk and

FIG. 1. �Color online� Experimental setup.

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Massi et al.: Experimental analysis of squeal instability 1389



the support, on a rigid surface. The black line in Fig. 3 shows
the acceleration PSD during this test. Only the two peaks
related to the pad modes appear. An FE modal analysis al-
lows us to identify two pad modes characterized by the pad

deformation in the tangential direction and large tangential
oscillations at the contact surface, at the same frequencies
obtained experimentally.

The proposed design allows us to control the dynamics
of the setup by changing only a few parameters. The varia-
tion of the normal load applied on the top of the support
shifts the natural frequencies of the system. In particular, the
double modes of the disk split at two different frequencies,
and the split increases when the normal contact load in-
creases. The dimension of the pad influences mostly its natu-
ral frequencies. The stiffness of the thin plates affects the
natural frequencies of the support. The insertion of damping
material between the thin plates and the support introduces
modal damping and affects the natural frequencies of the
pad.

FIG. 2. FRF of the setup measured on the disk periphery when the pad is in contact with the disk �coupled system� and samples of the disk deformed shapes
�0,3� and �0,3+ �.

TABLE I. System natural frequencies and modal damping of the setup with
normal load equal to 25 N.

Mode Frequency �Hz�
Hysterical

damping %

I support 489 7,27
�0,1+ � 925 5,36
�0,2− � 1 425 1,67
�0,2+ � 1 625 3,69

II support 2 091 0,72
�0,3− � 2 317 1,18
�0,3+ � 2 458 2,02

III support 2 912 3,99
�1,0� 3 058 2,11

�0,4− � 3 750 1,31
�0,4+ � 3 808 0,67

IV support 5 146 2,09
�0,5− � 5 575 0,49
�0,5+ � 5 589 0,32
�1,1� 7 217 2,35

V support 7 717 0,75
�0,6� 7 725 0,26
�1,2� 8 025 3,06

�0,7+ � 10 088 0,37
�0,7− � 10 141 0,38
�1,4� 12 367 1,07

�0,8+ � 12 725 0,27
�0,8− � 12 825 0,17
�1,5� 15 283 0,58

�0,9+ � 15 517 0,54
�0,9− � 15 708 0,13

FIG. 3. PSD of the pad acceleration during brake simulation �gray�, and in
disassembled condition �black�. Three peaks are due to the modes of the
support and two peaks are due to the modes of the pad.
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Because of the aim of this paper, it is useful to reproduce
many different squeal events. The proposed experimental
setup achieves this goal: in fact, by controlling the driving
parameters,23 it allows different squeal conditions and repro-
duces them easily.

IV. SQUEAL PHENOMENA

This section presents the results of an extensive experi-
mental investigation aimed to find as many squeal frequen-
cies as possible by changing the operational parameters of
the setup. During this investigation the dynamics of the sys-
tem was monitored to relate its variation to the rising of
instabilities.24 Five different squeal frequencies are found:
1566, 2467, 3767, 7850, and 10 150 Hz. These squeal con-
ditions are obtained for defined values of the driving param-
eters, and all of them are easily reproducible.

Both the pad and the support present modes character-
ized by tangential vibrations along the contact surface; ex-
periments show that the disk dynamics can couple either
with the dynamics of the pad or with the dynamics of the
support, bringing in both cases squeal instabilities.

The experimental acquisitions are performed by laying
the support over the rotating disk. The disk velocity is main-
tained at 10 rpm. The global normal and tangential forces are
acquired between the pad and support. The tangential accel-
eration on one side of the pad is measured. A microphone
placed at 200 mm from the contact point measures the
sound-pressure level. The squeal events are recognized by
the increase of vibrations of the system and by the harmonic
sound emission that may reach 100 dB.

A. Pad-disk squeal coupling

Each braking phase starts by laying the support over the
disk. The normal and friction forces show a starting ramp
due to the initial contact between pad and disk.25 After, the
system vibrations and the sound pressure start to increase.
The PSD of the pad acceleration and the sound-pressure
level reveal the harmonic nature of the system vibrations.
After a small time �less than a second� the system reaches its
limit cycle.

Figure 4 presents a dynamic characterization of the pad
when squeal occurs at 3767 Hz: the gray lines are the PSD of
the pad acceleration in the tangential direction for different
values of the normal load from 250 to 45 N, while the
dashed line is the measured FRF of the disk, obtained with
normal load equal to 45 N. The amplitude of the peak related
to the pad mode decreases with the decrease of normal load
because the pad excitation in the tangential direction, due to
the friction force, decreases proportionally to the normal
load. By lowering the normal load, the first mode of the pad
moves to lower frequencies and it gets close to the �0,4+ �
mode of the disk. This is caused by the lower contact stiff-
ness between the pad and the disk.

It is important to notice that only when the natural fre-
quency of the pad is close enough to the one of the disk,
squeal happens.26

In Fig. 4 only the black line �PSD for 45 N of normal
load� presents the frequency spectrum characteristic of the

squeal phenomenon. Similar plots can be obtained by vary-
ing other parameters. This means that squeal instability can
occur only when a coincidence of two system modes is ob-
tained, as predicted by the complex modal analysis and by
the lock-in theory. Two other squeal events due to the coin-
cidence between a natural frequency of the pad and a natural
frequency of the disk are obtained at 7850 Hz when the fre-
quency second mode of the pad tunes with the frequency of
the �0,6+ � mode, and at 10 150 Hz when the frequency of
the second mode of the pad tunes with the frequency of the
�0,7+ � mode. The former is obtained when the normal load
is equal to 25 N, the dimensions of the pad is equal to 8
�8, and the thickness of the thin plates is equal to 0.5 mm;
the second is obtained with a normal load equal to 45 N
when introducing a thin layer of rubber between the support
and the thin plates. With this expedient the tangential stiff-
ness of the pad mode decreases and its natural frequency
shifts to a lower frequency, becoming close to the �0,6+ �
mode.

B. Support-disk squeal coupling

Other squeal frequencies are obtained by the coupling of
modes of the support characterized by tangential deformation
and modes of the disk characterized by bending vibrations in
the normal direction. Like in the previous cases, squeal arises
only with the tuning between the two natural frequencies.
The modes of the support involved in squeal events are the
second and the third mode. In fact, these modes are charac-
terized by the largest vibration at the contact end, where
coupling between the tangential vibrations of the pad surface
and the normal vibrations of the disk happens. Figure 5�a�
shows the PSD of the tangential acceleration of the pad when
squeal at 1566 Hz occurs. The normal load is fixed at 200 N;
the dimensions of the contact surface is 10�10 mm2. In
these conditions the natural frequency of the second mode of
the support tunes with the natural frequency of the �0,2+ �
mode of the disk, while there is no tuning between the third
mode of the support and the �0,3+ � mode of the disk. There-

FIG. 4. PSD of pad acceleration in function of the normal load, and FRF at
the disk surface. By decreasing the load the natural frequency of the pad
mode decreases up to the tuning with the natural frequency of the disk mode
�squeal frequency�.
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fore squeal occurs at the frequency of coincidence between
the former modes �the dotted vertical line in the graphics�.

Notice that squeal at 2467 Hz �Fig. 5�b�� occurs when
the normal load is equal to 250 N. Increasing the load from
200 to 250 N, the natural frequencies of the support decrease
and tune with the �0,3+ � mode of the disk. Consequently,
these two modes couple together and cause squeal, while the
second mode of the support and the �0,2+ � of the disk can-
not couple together anymore because they are not close
enough in frequency.

Squeal events involving the support disk coupling occur
only when an exact tuning between the disk and the support
natural frequencies occurs. In fact, just by changing the
weight configuration slightly �e.g., positioning them just a
little off the support axis� it is possible to obtain the results
shown in Fig. 6. The third natural frequency of the support
moves slightly �about 40 Hz� away from the �0,3+ � mode of
the disk, and squeal does not occur.

Figure 7 shows the disk modes involved in squeal events
during experiments, along with the frequency ranges covered
by the support and pad modes when changing the driving

parameters. The bending modes of the disk in the range of
frequencies covered by the support and pad modes may be
involved in instability, and they become unstable when their
frequencies tune with the corresponding support or pad natu-
ral frequencies. The �0,5+ � mode frequency of the disk does
not fall in any range covered by the tangential modes of the
pad or support and, consequently, squeal does not occur.

V. MODAL DAMPING EFFECTS ON SQUEAL
INSTABILITY

This section describes two different, almost opposite,
roles that the modal damping plays on squeal phenomenon.
Experiments show that a higher modal damping can either
facilitate the rise of squeal or reduce the instability amplitude
and suppress it completely.

Moreover, a further proof that squeal is a dynamic insta-
bility, related to the dynamics of the mechanism, is brought
by triggering its rise with an external impulse.

A. Squeal suppression with damping

In order to stop or prevent squeal events thin layers of
rubber are introduced between the support and the thin
plates. The rubber introduces a high modal damping to the
third mode of the support �2.7 kHz� that is characterized by
its bending deformation. Figure 8�a� shows the PSD of the
acceleration of the pad24 when the values of the parameters
are chosen to avoid squeal. As mentioned, the frequency
peak at 2.7 kHz is extremely reduced by introducing rubber
layers �from 28 to 8 dB�. Figure 8�b� suggests that the intro-
duction of modal damping prevents the unstable coupling. In
fact, once the damping layer is introduced, it is not possible
to obtain this squeal condition by any change in the
parameters.

On the contrary, when the values of the parameters are
set to have coupling between the first mode of the pad and
the �0,4+ � mode of the disk, the introduction of the rubber
layers does not affect the rise of squeal, that occurs as easily

FIG. 5. �a� PSD of the pad acceleration during squeal at 1566 Hz and FRF
of the disk �tuning between the second mode of the support and the �0,2
+ � mode of the disk�; �b� PSD of the pad acceleration during squeal at
2467 Hz and FRF of the disk �tuning between the third mode of the support
and the �0,3+ � mode of the disk�.

FIG. 6. �Color online� PSDs of the acceleration of the pad with three dif-
ferent weight dispositions and FRF measured on the disk. Squeal appears
only for precise tuning between the natural frequencies. For differences
above 40 Hz squeal does not occur.
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as without rubber �Fig. 8�c��. This behavior of the setup is a
demonstration of the fact that the disk modes can couple
with modes of either the pad or the caliper. Introducing so-
lutions to avoid squeal caused by the coupling between
modes of two substructures �support and disk in this case�
can be useless to prevent squeal that can arise by the cou-
pling between modes of two other substructures �pad and
disk�. Thus, brake design should take into account the dy-
namics of both the caliper and the pad. The introduction of
thin plates between the back plate of the pad and the piston,
adopted on commercial brakes to prevent squeal, can intro-
duce high contact damping27 in the tangential direction that
avoids the modes of the caliper to couple with the modes of
the disk, but cannot affect the role of the dynamics of the
pad.

A different effect of the introduction of the rubber layer
is the shift of the mode of the pad toward lower frequencies,
due to the decrease of the tangential stiffness at the connec-
tion between the pad and the support. This effect is used to
shift the natural frequency of the second mode of the pad
from the coupling frequency with the �0,7+ � mode of the
disk �squeal at 10 150 Hz� into the coupling frequency with
the �0,6+ � mode of the disk �squeal at 8850 Hz�, as shown
in Fig. 8�d�.

B. Increase of squeal probability with modal damping

The previous section shows how an increase of modal
damping can prevent the damped mode to participate in the
squeal coupling. The following experiments will demonstrate
also that a mode characterized by a large modal damping can
be more easily involved in squeal than a mode characterized
by a small modal damping.

The modes of the support are characterized by a smaller
modal damping than the modal damping of the pad. This is
due to the large damping coefficient of the friction materials
and appears on the PSDs of the pad acceleration showing
two highly damped peaks ��4 and 11.1 kHz�, corresponding
to the two tangential modes of the pad �Fig. 3�.

As reported in Sec. IV B, when squeal occurs by cou-
pling a mode of the support with a mode of the disk, the
instability rises only if there is an exact tuning between the
two natural frequencies �Fig. 6�. On the contrary, when a
mode of the pad is involved in squeal �coupled with a mode
of the disk� the behavior of the instability is different and it
can occur still when there is not exact tuning.

When there is exact tuning between the two modes,24

squeal occurs as soon as the disk starts to rotate; however, if
the two modes are not perfectly tuned, squeal can still occur.
First, the parameters of the setup are set to have exact tuning
between the �0,4+ � mode of the disk and the first mode of
the pad �squeal at 3767 Hz�. Then, the normal load is
changed from the tune-in value �45 N� and the brake simu-
lation starts in “silent conditions,” i.e., without squeal
emission.

In “silent conditions” a hammer impulse is provided to
the disk in the normal direction. Depending on the tuning
level between the two modes �i.e., the distance between the
two natural frequencies�, three behaviors, described below,
are found.

When the normal load increases from 45 to 48 N �the
two modes are off-tuning of about 40 Hz�, squeal starts only
after the impulse is applied to the disk, as shown in Fig. 9
and, after the impulse, the squeal does not stop. This means
that with a highly damped mode �i.e., the mode of the pad�,

FIG. 7. �Color online� Modes in-
volved in squeal instabilities. All the
modes �0,m+ � of the disk that fall in
the ranges of frequencies covered by
the tangential modes of the pad and
support are involved in squeal.
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the tune-in range of the mode is wide and squeal can still
occur even if the two natural frequencies do not coincide
exactly.

The impulse is given in the opposite side of the contact
with the pad, in order to excite all the modes with an antin-
ode at the contact point. Figure 9 shows that, after the im-
pact, the squeal starts and goes on until the disk stopped.

Figure 10 shows these results and three different key
steps are identified: the gray band on the time history under-
lines the time range of the acceleration where the FFT of the
tangential acceleration of the pad is calculated.

�i� Phase �1� before the impulse: a wideband noise
with only two peaks related to the support modes
and two highly damped peaks due to the pad
modes is present �Fig. 10�a��;

�ii� Phase �2� during the impulse: the FFT shows all
the peaks due to the bending modes of the disk
with an antinode at the contact surface �Fig. 10�b��;

�iii� Phase �3� after the impact: only the frequency peak
�squeal at 3767 Hz�, coincident with the �0,4+ �
bending mode of the disk tuned with the first mode

FIG. 8. PSD of the pad acceleration with and without rubber layers, respectively, when �a� parameters are set to not have squeal; �b� parameters are set to have
coupling between the third mode of the support and the �0,3+ � mode of the disk �squeal at 2467 Hz�; �c� parameters are set to have coupling between the first
mode of the pad and the �0,4+ � mode of the disk �squeal at 3767 Hz�; �d� PSD of the pad velocity when parameters are set to have coupling between the
second mode of the pad and the �0,6+ � mode of the disk �squeal at 7850 Hz, black�, with rubber; and when parameters are set to have coupling between the
second mode of the pad and the �0,7+ � mode of the disk �squeal at 10 150 Hz, gray�, without rubber.

FIG. 9. Squeal vibration starts after an impulse normal to the disk surface:
�a� hammer impulse; �b� tangential acceleration of the pad; �c� friction force;
�d� normal force.
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of the pad, and its harmonics are observed �Fig.
10�c��.

A different response of the system to the hammer impulse is

obtained by increasing the normal load to 70 N and the first
mode of the pad shifts about 300 Hz away from the �0,4
+ � disk mode. After every hammer impulse, squeal starts,
and stops after few seconds.

If the normal load is equal to 120 N, so that the first
mode of the pad shifts more than 400 Hz away from the
�0,4+ � disk mode, the hammer impulse does not trigger the
squeal anymore. Same results can be obtained by exciting
the pad in the tangential direction by touching the disk sur-
face in a point of the contact circumference with a humid
wad. In this way it is possible to obtain an impulse in the
friction force �Fig. 11� when the humid point passes under
the pad. Using this kind of excitation, phases 1 and 3, previ-
ously described, remain unchanged �Figs. 10�a� and 10�c��,
while in phase 2 only the frequency peak related to the disk
mode, which is close to the pad mode, increases. Thus, the
cause of instability is the excitation of one of the two modes
that couple together. The impulse on the friction force excites
the mode of the pad that couples with the �0,4+ � bending
mode of the disk. The hammer impulse on the disk surface
excites the �0,4+ � mode that couples with the mode of the
pad.

C. Phase of the squeal vibrations

The major effect of a large modal damping is the slow
ramp of the phase response of the system around the natural
frequency. Larger is the modal damping and more gradual is
the shift of the phase of the system response at its natural
frequency. The authors believe that the dynamic instability is
due to a phase relationship between the exciting force �fric-
tion force� and the response of the system �vibration of the
pad surface in the tangential direction and vibration of the
disk in the normal direction� that causes a self-excitation
mechanism and brings squeal. A correlation between the
squeal and the phase differences between the vibrations of
the system was already presented by the authors.21 Figure 12
shows the phase difference28 between the measured normal
and tangential forces in the different cases analyzed.

FIG. 10. FFT of the pad acceleration during the hammer impulse test: �a�
before the impulse a stable behavior is measured; �b� the impulse excites all
the bending modes of the disk; �c� after the impulse squeal occurs at the
“tuning” frequency.

FIG. 11. Squeal vibration starts after an impulse in the friction force pro-
vided by a perturbation in the friction coefficient.

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Massi et al.: Experimental analysis of squeal instability 1395



At the contact surface the normal and friction forces are
in phase and proportional. The measured tangential force
presents a difference of phase with the normal load because
it is measured between the pad and the support. Thus, the
dynamics of the pad is in between the contact point and the
measured force. When the pad is excited in the tangential
direction by the friction force, at a frequency close to its
natural frequency, the pad vibrates with a maximum phase
difference between these vibrations and the friction force.

When normal load is equal to 45 N and there is tuning
between the two natural frequencies of the disk and pad, as
soon as the pad gets in contact with the disk, squeal occurs
and a constant phase difference of 240° is measured �Fig.
12�a��.

Changing the normal load from 45 to 48 N, a continuous
squeal can still occur but an external excitation is necessary
to trigger the squeal. Once excited, the squeal vibrations of
the setup show a constant phase difference equal to 240°
�Fig. 12�b��.

When the normal load is equal to 70 N it is not possible
to have continuous squeal, but only temporary squeal occurs
once the system is excited with an impulse; in these condi-
tions, a phase difference equal to 230° is measured during
the squeal emission �Fig. 12�c��. With this value of normal
load the two natural frequencies do not coincide and the
squeal occurs at the natural frequency of the mode �0,4+ �.

When the normal load is equal to 120 N �Fig. 12�d�� the
two natural frequencies are well separated, so that when the
system is excited with an impulse, squeal does not start and
the phase difference is equal to 215°.

Note that when there is not exact coincidence between
the two natural frequencies, squeal happens at the frequency
of the disk mode because of its lower modal damping.

These experiments show that a large modal damping can
increase the possibility of coupling between two modes of
the system because it enlarges the tune-in range of the mode.
Therefore, while it is useful to add damping material to re-
duce the modal response of the system, attention should be
paid to the extended range of frequencies where the damped
mode can couple with other modes. This explains why the
disk-pad instability is characterized by a wider tune-in
range between the modes with respect to the disk support
instability.

VI. CONCLUSIONS

The proposed experimental setup simplifies the geom-
etry of a real brake extremely so that it is possible to have
repeatable and consistent measurements. However, as a con-
sequence, the squeal events occurring during the experiments
can only reflect a subset of squeal instabilities that may occur
in real brakes.

FIG. 12. Behavior of the phase difference between normal and friction forces calculated at the squeal frequencies �3767� over time, when the normal load is,
respectively, equal to �a� 45 N with constant squeal; �b� 48 N with constant squeal after the impulse; �c� 70 N with momentary squeal after the impulses; �d�
120 N without squeal.
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More precisely:

�i� because of the reduced dimension of the pad, the
disk-pad interaction is closer to that occurring in
low-frequency squeal, characterized by a wave-
length of the disk deformed shape longer than the
pad length; and

�ii� because of the geometry of the disk, it is not pos-
sible to study squeal events characterized by
modes of the disk with a consistent in-plane
deformation.

Nevertheless, the setup is able to reproduce, “at will,” squeal
events that are qualitatively analogous to some real brake
squeals, and therefore can provide a reliable experimental
insight into the squeal physics.

The simplified geometry of the TriboBrake allows also
for an easy modeling by FE to predict and reproduce squeal
events.29

The measurements presented in this paper confirm the
squeal phenomenon as a dynamic instability of the brake
system. The dynamic analysis, together with the analysis of
the squeal characteristics, relates the squeal phenomenon to a
modal instability. In particular, squeal happens when a mode,
characterized by large tangential vibrations of the pad sur-
face, couples with a mode characterized by large bending
vibration of the disk at the contact point.

These results agree with the mode lock-in theory and
provide an experimental basis supporting the complex eigen-
values analysis as a tool for squeal prediction. The presented
analysis shows also that squeal can be easily triggered when
the system dynamics is favorable, i.e., when there is tuning
between two appropriate modes of the system. It is important
to note that a brake apparatus is subjected to several circum-
stances that can trigger the instability.

An important distinction between dynamics of the pad
and the support should be highlighted, because the experi-
ments show that squeal can be obtained from the modal cou-
pling between disk and either the pad or the support. During
brake design for squeal suppression, this aspect should be
taken in account.

Two different roles of the modal damping are described:
a large modal damping can reduce the response of the
damped mode and consequently prevent its participation in
squeal coupling; however, a high damped mode has more
probability to couple with others modes that fall close to its
natural frequencies because its tune-in range is larger. This
suggests careful use of the addition of damping in order to
reduce squeal.

To conclude, it is important to note that the experiments
do not show any direct dependence between squeal occur-
rence and the variation of a single parameter. In fact, since
the squeal depends on the tuning between two modes of the
brake apparatus, it is the modal distribution of the whole
brake system that may or may not induce the squeal instabil-
ity. Moreover, the modal distribution depends on several glo-
bal and local characteristics of the system in a nonmonotonic
way. Therefore, in order to avoid squeal occurrence, the ef-
fectiveness of the changing of a single parameter must be

evaluated in relation to the actual modal distribution, with
the aim of eliminating a possible tuning without causing an-
other one at a different frequency.

APPENDIX: NATURAL FREQUENCIES MODULATION
FOR “MODAL TUNING”

In order to tune the dynamics of the setup to have
squeal, different driving parameters are chosen to shift the
natural frequencies of the system: the load applied on the top
of the support, the friction pad dimensions, the stiffness of
the thin plates, insertion of damping material between the
thin plates and the support �Fig. 1�.

Figure 13 shows the split values of the disk modes when
a mass of 20 Kg is placed on the top of the support �225 N
of normal load�. The split is defined as positive when the
�n ,m+ � mode is at higher frequency than the �n ,m− � mode.
The FRF of the disk presents a single peak when there is no
contact with the pad; the separation of the double peaks in-
creases by increasing the normal load. It is interesting to
notice that the modal split is positive for low-frequency
modes, almost zero for the mode with six nodal diameters,
and negative for high-frequency modes. This behavior is due
to the mass and stiffness effects introduced by the contact
with the pad. The �n ,m− � mode has the contact area belong-
ing to the nodal diameter so that it is not influenced by the
contact and its frequency remains almost constant. The
�n ,m+ � mode has the contact area in the antinode of the
disk. For low-frequency modes the addition of stiffness due
to the contact stiffness with the pad and support has more
influence than the addition of mass, and the natural fre-
quency increases. The influence of the mass effect increases
by increasing the frequency, and for high-frequency modes
the natural frequency decreases with the increase of the load.

Adding weights on the top of the support changes the
support natural frequencies. Moreover, because of the depen-
dence of the properties of the friction material on the stress
state of the material itself, and because of the increase of the
contact stiffness with the load, the natural frequencies of the
pad increase with the applied load. Table II shows the fre-
quency ranges where the modes of the support and pad fall,

FIG. 13. Split of the disk modes with 225 N of normal load.
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the normal load varied from 25 to 225 N. The contact sur-
face of the pad is equal to 10�10 mm, and the thickness of
the thin plates is equal to 0.5 mm.

Table II shows only the second and third modes of the
support, because only these two modes, which have a large
vibration at the bottom end where the support is in contact
with the disk, are involved in the squeal phenomena. Since
the dynamic instability is due to the coupling between one
normal mode of the disk and one tangential mode of the
support or pad, these modes are those characterized by high-
est coupling with the bending dynamics of the disk.

The thickness of the thin plates does not affect the fre-
quencies of the disk and pad modes. By using different di-
mensions for the pad �8�8, 10�10, 10�15, 10�20 mm2�,
the frequencies of the pad modes can be varied between 3700
and 5000 Hz for the first mode and between 10 000 and
14 000 for the second one.
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Historically, two equations have been used for predicting reverberation times, Sabine and Eyring. A
precise means is presented for determining Eyring absorption coefficients �eyring when the Sabine
coefficients �sabine are known, and vice versa. Thus, either formula can be used provided the
absorption coefficients for the Sabine formula are allowed to exceed 1.0. The Sabine formula is not
an approximation to the Eyring equation and is not a shortcoming. Given low reverberation times,
the ratio of �sabine to �eyring may become greater than 2.0. It is vital that, for correct prediction of
reverberation times, the absorption coefficients used in either formula must have been determined in
spaces similar in size and shape, with similar locations of high absorption �audience� areas, and with
similar reverberation times. For concert halls, it is found that, when the audience area �fully
occupied� and midfrequency reverberation time are postulated, the hall volume is directly
proportional to the audience absorption coefficient. Approximately 6% greater room volumes are
needed when choosing nonrectangular versus classical-rectangular shaped halls and approximately
10% greater volumes when choosing heavily upholstered versus medium upholstered chairs.
Determinations of audience sound absorption coefficients are presented, based on published
acoustical and architectural data for 20 halls. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2221392�

PACS number�s�: 43.55.Br, 43.55.Dt, 43.55.Ev, 43.55.Fw, 43.55.Gx �NX� Pages: 1399–1410

I. INTRODUCTION

The prediction of reverberation times in concert halls
began with the researches of Sabine �1900�. His simple for-
mula for relating reverberation time directly to the volume of
a room and inversely to the absorbing power of the audience
and other surfaces and objects in the room has found wide-
spread use. With it, zero reverberation time in a room fully
covered with the material requires an absorption coefficient
of infinity, a fact that Sabine appeared to disregard when he
stated �1900, 1906, 1915� that the absorbing power of an
open window, meaning a surface with no reflected sound, is
1.000. By contrast, in a 1912 paper, he shows an absorption
coefficient of 1.26 at 1024 Hz for a felt material and, in a
1915 paper, an absorption coefficient of 1.10 at 512 Hz for
“upholstered settees” and 1.12 at 512 Hz for wood sheathing,
2 cm thick.

Eyring �1930�, presented an alternate equation that cal-
culates zero reverberation time for a room fully lined with a
material having an absorption coefficient of 1.0. Both au-
thors assumed in their derivation that the absorbing power is
nearly uniformly distributed over all the surfaces in the
room, and that the sound field is nearly diffuse so that the
results are almost independent of a room’s shape. For rooms
where the sound field is not perfectly diffuse, a controversy
has existed over which of the two reverberation equations is
more accurate even for the case where the absorbing power
is evenly distributed over the surfaces and the average sound
absorption coefficient does not exceed 0.5.

Audience absorption has received attention in recent
years �Bradley, 1992, 1996; Davis et al., 1994; Kirdegaard,
1996; Beranek and Hidaka, 1998; Hidaka et al., 2001; Bar-
ron and Coleman, 2001; Beranek, 1962, 1969, 1996, 2004�.
Two goals of this paper are to investigate where and how to
use the Sabine/Eyring equations �particularly in concert
halls� and to determine audience and chair absorption coef-
ficients. The following topics are treated. �1� The Sabine and
Eyring equations and a precise means for deriving Eyring
audience absorption coefficients from Sabine coefficients. �2�
Under what conditions will either equation calculate accurate
reverberation times. �3� Choice of unit-area versus per-
person method for specifying the sound absorption of the
audience in a concert hall. �4� Residual �nonaudience� ab-
sorption coefficients in halls for music. �5� Audience absorp-
tion coefficients for 20 concert halls. 7. Chair absorption
coefficients for 20 halls. �6� Effect of room shape and degree
of upholstering on audience and chair absorptions. �7� Hall
volume related to room shape and chair upholstering.

II. THE SABINE EQUATION

The Sabine equation at normal room temperature,
22 °C, is

T60 = 0.161V/�A + 4mV� s, �1�

A = �totStot m2, �2�

�tot = ��TST + �RSR + ��iSi�/Stot, �3�

anda�Electronic mail: beranekleo@ieee.org
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Stot = ST + SR + �Si m2. �4�

The audience absorption coefficient is

�T = ��totStot − �RSR − ��iSi�/ST, �5�

where V is the room volume in cubic meters; A is the total
sound absorption in the room in square meters; ST is the
acoustical audience area �i.e., area beneath chairs plus areas
of strips 0.5 m wide around audience blocks except for
sides at balcony rails or walls, and measured on the slope�
plus the area the orchestra sits over �for the orchestra no
sloping and limited to a maximum of 180 m2�; Si’s are any
areas of highly absorbing surfaces in the hall �sometimes
introduced for echo control�; and SR �called “residual ab-
sorption” area� is the area of all other surfaces in the hall,
including under-balcony areas. The �’s are the Sabine
sound absorption coefficients associated with their corre-
sponding areas; and m is the energy attenuation constant
for sound traveling through air in units of m−1.

In this study, the absorption by objects, lighting fixtures,
ventilating openings, cracks around doors in the room, thin
carpeting in some of the aisles, etc., are included in the re-
sidual absorption. The absorption by the air itself is assumed
here to be of importance only for the frequency bands of
2000 Hz and higher �4 m in this paper is taken to be
0.0089 m−1 at 2000 Hz and 0.0262 at 4000 Hz�. In only
three halls of this study, New York Carnegie, Sapporo Kitara,
and Amsterdam Concertgebouw are there significant areas of
high absorptivity besides the audience and they are ac-
counted for in the calculations that follow.

III. THE EYRING EQUATION1

The Eyring equation, with the same assumptions as
above, is

T60 = 0.161V/�A� + 4mV� s, �6�

A� = Stot�− 2.30 log10�1 − �ey�� m2, �7�

where

�ey = ��́TST + �́RSR + ��́iSi�/Stot, �8�

and the �́’s are the Eyring sound absorption coefficients as-
sociated with their corresponding areas.

IV. DERIVING EYRING COEFFICIENTS FROM SABINE
COEFFICIENTS

A simple and precise means for transfer from the Sabine
sound absorbing coefficients to the Eyring ones is possible
because the same procedure for obtaining the average ab-
sorption coefficients in a room is followed in both Eqs. �5�
and �8�. Thus

��ey/�tot� = ��́TST + �́RSR + ��́iSi�/��TST + �RSR + ��iSi�

�9�

and

��́TST + �́RSR + ��́iSi� = ��ey/�tot���TST + �RSR + ��iSi� ,

hence,

�́T = ��ey/�tot��T, �10a�

�́R = ��ey/�tot��R, �10b�

��́ = ��ey/�tot���i. �10c�

V. ABOUT THE EQUATIONS—INTERRELATIONS AND
ACCURACY

The Sabine and Eyring equations were derived under
different assumptions. The Sabine equation assumes that as a
sound wave travels around a room it encounters surfaces
“one after another.” The Eyring equation assumes that all the
surfaces are simultaneously impacted by the initial sound
wave, and that successive simultaneous impacts, each dimin-
ished by the average room absorption coefficient, are sepa-
rated by mean free paths. Cremer and Mueller �1982� call the
former “one-after-another” and the other “side-by-side.” In a
real room, neither condition is met. Schroeder �1973� as-
sumed a special distribution of free paths and he got Sabine’s
values exactly.

Joyce �1978, 1980� has developed an exact equation for
the geometrical-acoustics �ray-tracing� value of reverberation
time �RT� in a room of arbitrary shape and arbitrary distri-
bution of angular and spatial absorptivity and arbitrary sur-
face irregularities. This RT formula can be solved numeri-
cally using available Fredholm solvers �Joyce, 1980�.
Unfortunately, the calculations are exceedingly difficult, ex-
cept for the cases where the geometry is easy to express
mathematically, such as a two wall “enclosure” or a spherical
or rectangular enclosure. In the two-wall case, half the sur-
face area can be made sound absorbent and the other half
perfectly reflecting. But, even in the case of mathematically
simple enclosures, e.g., sphere or rectangular in shape, the
calculations are simple only if all surfaces have the same
absorption coefficients and irregularities.

As an illustration of how the reverberation time RT var-
ies as a function of a wide range of surface absorptivities and
surface irregularities, Joyce presents the exact solution for a
spherical enclosure with �a� the same absorptivity and rough-
ness over the entire inner surface, �b� variation of absorptiv-
ity from 0 to 1.0, and �c� variation of reflectivity �measure of
roughness� from specular to random, i.e., s=1 for specular
and s=0 for random. Joyce then defines a reference sound
absorption coefficient �ref to be used in the reverberation
equations.

The Sabine equation for the spherical example becomes

T60 = constant � V/�S�ref� . �11�

The Eyring equation for the spherical example is

T60 = constant � V/�S�K�, where, �12�

�K = − 2.3 log�1 − �ref� . �13�

The results are given in Fig. 1 for a range of �ref from 0.05
to 0.5.
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Kuttruff �1973� derived a modification of the Eyring for-
mula that assumed that the reflectivity of the surface was
everywhere isotropically absorptive and also maximally dif-
fusive

�kut = �− 2.3 log�1 − �ref���1 + �2.3/16�log�1 − �ref�� . �14�

Otherwise, he made no assumption about the diffusivity of
the sound field itself. Carrol and Chen �1977� obtained an
analytic solution to the equation for a sphere with a spatially
uniform absorptivity, i.e., Joyce’s derivation with s=0. Kut-
truff’s equation is plotted in Fig. 1.

The effective absorption quotient from the Joyce theory
for random reflection, s=0 is almost equal to the Eyring
coefficient. Kuttruff’s method gives a slightly lower absorp-
tion coefficient. Inspection of the Joyce curves for s=0.78
and 1.0, show that they lie closer to the Sabine curve than to
the Eyring or Kuttruff curves. But surface considerations are
not alone of importance. Joyce is careful to point out that
“randomnizing” of the sound field is a function of the enclo-
sure shape as well as the absorptivity/roughness characteris-
tics of the material on its surfaces, and unless the sound field
is nearly completely random there is a chance that the Sabine
formula is even more correct than the Eyring or Kuttruff
formulas. This statement is limited to values of �ref that are
less than about 0.4 �Joyce suggests 0.58, where the two bot-
tom curves of Fig. 1 intersect�.

There is another reason why one must beware of think-
ing that the sound field in a room is truly random. Joyce
points out, and it is logical, that sound intensity tends to be
greater for paths in the enclosure that mainly involve sur-
faces with low absorption coefficients. Or, as Joyce puts it,
“there is a tendency of sound to accumulate on paths of
longer life.”

Hodgson �1993� in his Fig. 2 clearly shows that in actual
room measurements, Eq. �10� is correct, but he incorrectly
concludes, “At high frequencies the Sabine formula gives
coefficients which are greater than 1.0—an apparently physi-
cally impossible result, indicating a short-coming of the Sab-
ine theory,” and Mange �2005� incorrectly states, “The stan-
dard Sabine equation was used¼absorption coefficients
greater than one are often measured. This is theoretically

impossible.” When using the Sabine theory, one must accept
coefficients greater than one, which is neither theoretically
impossible nor a shortcoming in the theory. If coefficients
less than 1.0 are always desired, the Eyring alternate must be
used. Hodgson gives measurements of the absorption coeffi-
cients in a test room with low reverberation time. At
8000 Hz he obtained an Eyring coefficient of 0.85 and a
Sabine absorption coefficient of 1.90 and, i.e., ��ey/�tot�
=0.45, a legitimate result, not a shortcoming in the Sabine
theory.

VI. PREMISE OF THIS PAPER

The question must be asked, “What is the measure of
correctness?” Obviously, the answer ought to be that the cho-
sen equation should predict the correct reverberation time for
a room regardless of how much or where the principal ab-
sorbing material �with a constant absorption coefficient� is
placed. But, is this possible? Look backwards at the problem.
Start with the reverberation time and the complete physical
characteristics of a rectangular enclosure. Using Joyce’s ex-
act theory, calculate the average sound absorption coefficient
of the material for a particular area and location in the room.
But, if this transfer function �RT to �� is now held constant,
it well known that the absorption coefficient of a material
will take on different values depending on where and how
much of the material exists on the walls �Andre �1932��.

The premise of this paper is that if a particular rever-
beration equation �transfer function� is used and the rever-
beration time is held constant, the calculated absorption co-
efficient for the absorbing material will vary as it is moved
around or made larger or smaller. Alternatively, if one re-
quires that the absorption coefficient must remain the same
regardless of its position or size, there is no single equation
�transfer function� that will calculate the correct reverbera-
tion times. To explore this premise, this paper concentrates
on the absorption of sound by a seated audience in concert
halls.

Using an appropriate CAD program, a computer model
of a room can be used to determine the reverberation time
from a given audience absorption coefficient. The transfer

FIG. 1. Comparison of reverberation theories. Joyce la-
bels the ordinate “Normalized decay rate.” Here, it is
called “Effective absorption coefficient.” Joyce labels
the abscissa “Surface absorptivity.” Here, it is called
“Reference absorption coefficient.” From Joyce �1978�.
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function ��T to RT� will be different for every room shape
and absorption configuration and may be near to or differ
greatly from the Sabine or Eyring equation. Hidaka �2006�
found that ta change in the mean-free-path length would en-
able the use of the Sabine equation for calculation of the
RT’s for non-shoebox type concert halls. The �T’s used
therein were determined in shoebox type concert hall where
he found MFP�4V/Stot.

As will be demonstrated, the sound absorption by an
audience depends on the shape of the enclosure, on the loca-
tion of the audience in the enclosure, and on the nature of the
sound field in the enclosure. Hence, for calculation of room
reverberation times using a particular formula the audience
absorption coefficients should have been determined from
measurements in approximately the same shapes and sizes of
enclosure, on the same position of the audience area in the
enclosure, and with approximately the same enclosure rever-
beration times.

From studies made in classrooms, Bistafa and Bradley
�2000� write, “The Sabine/Eyring formula is concluded to be
a reasonable choice among the analytical expressions com-
pared here.” They found computer simulations of that year to
give no better results. They also conclude, as does the above
premise, that the absorption coefficients used in predicting
reverberation times in classrooms should be determined in
rooms that simulate the actual classroom sizes and shapes
and locations of acoustical materials.

VII. CHOICE OF UNIT-AREA OR PER-PERSON
AUDIENCE ABSORPTION IN CONCERT HALLS

Beranek �1960, 1962, 1969� has demonstrated that in
concert halls the audience absorption is proportional to the
area �with edge corrections—see ST in Sec. II� over which
the audience sits and not to the number of seats. The impetus
for that series of studies followed the failure of preconstruc-
tion computations of reverberation times to predict those ac-
tually measured. Notable were the differences in Boston
Symphony Hall �calculated 2.3 s, measured 1.9 s�, Royal
Festival Hall �1.8 s vs 1.5 s�, Mann Auditorium �1.9 s vs
1.5 s�; and Edmonton Jubilee Auditorium �1.8 s vs 1.4 s�. In
those four cases, the audience absorption used in the design
stage was proportional to the seat count and the value chosen
was nearly the same as Sabine’s original value of 0.44 m2

per person �Sabine, 1900�, a number that is at least 20% too
low for modern seat and row-to-row spacing �Nishihara et
al., 2001�. Sabine published audience absorptions at 512 Hz
both on “per person” �0.44� and “per unit area” �0.96� bases.
If Sabine had used the unit-area number instead of 0.44 per
person in calculating the reverberation time of Boston Sym-
phony Hall, his calculated RTs would have been much closer
to those measured. �The number of seats per 100 square
meters varies from 244 �Amsterdam, Concertgebouw� to 172
�Munich, Philharmonie�.�

Barron and Coleman �2001� have reinforced the “audi-
ence area” concept, reporting on measured data in seven
British concert halls, saying “there is a very good correlation
coefficient �r=0.98� with the �occupied� seating area, and a
non-significant �very low� correlation with the number of

seats¼ . This¼supports Beranek’s proposition that seat ab-
sorption should be treated by area.” It must be noted, that in
a reverberation chamber where the average room sound ab-
sorption coefficient is very low and the sample size is small,
the absorption coefficient for an audience usually measures
somewhere in-between the per person and the unit area val-
ues.

Clearly, which method is used would make no difference
if all halls had the same row-to-row and seat-to-seat spacing,
i.e., the same area per person. But, another consideration
forces the choice of the unit-area method. The sound absorp-
tion is greater for an audience seating area that is steeply
sloped �raked� because more of the human body is directly
exposed to the sound �Nishihara et al., 2001�. If the per
person assumption is made, the predicted total absorption in
a room will not change with audience sloping. The sloped
areas in a hall may be as much as 15% greater than the
projected areas.

In the basic data for concert halls that follow, the per-
area method is used. It must be noted that the acoustic audi-
ence areas ST given here may differ significantly from the
ST’s in Beranek �2004� for the same halls because the areas
here are measured on the slopes, that is, they are not pro-
jected areas.

VIII. REMARKS ON THE PREMISE OF SECTION VI

Some believe that if the sound absorption by the seats in
a hall is very large, the reverberation times will be indepen-
dent of whether or not they are occupied. But, as is investi-
gated here, even when the seats are occupied, the audience
sound absorption is dependent on the seat design and on
different degrees of upholstering. Furthermore, the sound ab-
sorption of an audience depends on whether a hall has upper
areas where reverberation can develop, which is usual in
older rectangular halls, or on whether the seats extend up-
ward in front of one or more walls thus largely preventing
the development of overhead reverberation.

In summary, the audience absorption coefficients shown
in this paper for use in the Sabine or Eyring equations are
probably only meaningful for halls with reverberation times
in the range of 1.6–2.0 s, cubic volumes in the range of
10 000–30 000 m3, and one of two shapes, i.e., �1� rectangu-
lar with large open wall areas above the highest balconies
and �2� nonrectangular or near-rectangular with audience ar-
eas so steep that they mask or cover one or more side or end
walls.

Following the belief that sound tends to accumulate on
paths of longer life, investigation of the 85 concert halls
presented in Beranek �2004�, revealed that of the many rect-
angular halls in the book, a sample of nine would be an
adequate representation. They evidenced upper interiors
where the sound could reverberate without fully involving
the audience below. Of the nonrectangular halls, a group of
11 halls was selected in all of which the seating sloped up-
ward so steep that the rear or one or more side walls or both
were masked �In Beranek �2004�, more were not possible
because all of the data needed were not available�. For all 20
halls, available were �1� the architectural plans, �2� a descrip-
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tion of the interior surfaces, �3� the type of audience chair,
and �4� measured reverberation times of sufficient accuracy.

No halls were selected that have steeply, inwardly
sloped upper side walls in which an unusually high percent-
age of the early sound energy is directed to the audience
areas �e.g., Christchurch Town Hall�. This style should be
studied separately, but for the three in Beranek �2004�, the
necessary accurate basic data are available on only one.

The chosen nine rectangular halls and eleven nonrectan-
gular halls are listed in Table I along with basic information
on each. They have midfrequency reverberation times in the
range of 1.6–2.0 s. Comparative data on all 20 halls, with
seats fully occupied, using the Sabine equation are presented
in Table II.

IX. RESIDUAL ABSORPTION COEFFICIENTS

Necessary to this study are residual absorption coeffi-
cients �R’s, that is, the average of the sound absorption co-
efficients of the surfaces in a hall other than those covered by
the audience, orchestra, and heavily absorbing materials.
Measurements have been reported of �R’s in ten fully com-
pleted halls with no seats present �Beranek and Hidaka,

1998�. Of those, Boston Symphony Hall and Tokyo Opera
City �TOC� Concert Hall are included here. For 15 of the
halls the values for �R has been estimated from the data for
similar halls in the 1998 paper. Even if the assumed residual
coefficients for the 16 halls are different by small amounts
�as indicated by comparison with the residual coefficients for
the Boston, Tokyo, and Berlin Konzerthaus Halls, at the bot-
tom of Table I� the effect on the computed reverberation
times will not be great because 60%–80% of the total room
absorption comes from �occupied� audience areas. All re-
sidual absorptions are shown at the bottom of Table I.

For two of the halls, where the walls have unusual con-
struction details, New York Avery Fisher and Berlin Philhar-
monie, the values of �R were determined by assuming that
the audience absorption coefficients were the same as the
average of those in the Baltimore, Manchester, and Tokyo-
Suntory Halls and calculating backwards. The residual val-
ues derived this way are plotted in Fig. 2. In the New York
Avery Fisher Hall the walls are wooden and the seats are
mounted on a wooden floor with airspace beneath. As ex-
pected, the wooden surfaces absorb more sound in the lowest
two frequency bands than that for “most halls.” In the Berlin

TABLE I. Basic data for the halls of this study. The residual absorption coefficients used throughout this study are shown for use in the Sabine equation.
Eyring residual absorption coefficients=Sabine coefficients times ��ey/�tot�.

Volume

Occupied
areas

ST

Residual
areas

SR

Combined
areas

Stot

RT occupied halls
�sec�

frequency �Hz�

Nonrectangular halls �m3� �m2� �m2� �m2� 125 250 500 1000 2000 4000

Sapporo, Kitara Concert Hall 28800 1786 6582 8368 2.05 1.95 1.90 1.90 1.75 1.50
Munich, Philharmonie am Gasteig 29700 2000 6134 8134 1.95 2.00 1.90 1.95 1.75 1.50
Rotterdam, DeDoelen Concert Hall 24070 1730 4098 5828 2.30 2.00 1.90 1.90 1.85 1.65
Berlin, Philharmonie 21000 1620 3784 5404 2.10 1.85 1.85 1.95 1.80 1.60
New York, Avery Fisher Hall 20400 1660 3936 5596 1.60 1.76 1.78 1.74 1.55 1.46
Cleveland, Severance Hall 16290 1486 3502 4988 1.75 1.70 1.65 1.55 1.45 1.30
Baltimore, Meyerhoff Hall 21530 1700 4154 5854 2.30 2.10 2.00 2.00 1.65 1.35
Manchester, Bridgewater Hall 25000 1850 5126 6976 2.30 2.12 2.00 2.00 1.80 1.65
New York, Carnegie 24270 1874 4553 6427 2.12 2.00 1.83 1.75 1.57 1.40
Tokyo, Suntory 21000 1578 4548 6126 2.14 2.08 1.95 2.00 1.90 1.75
Buffalo, Kleinhans 18280 2200 3626 5826 2.15 1.65 1.60 1.40 1.27 1.23

Rectangular halls

Boston Symphony Hall 18750 1522 4150 5672 1.95 1.90 1.90 1.90 1.59 1.43
Berlin, Konzerthaus 15000 1101 3717 4818 2.20 2.10 2.00 2.00 1.80 1.60
Vienna, Musikvereinssaal 15000 1118 3147 4265 2.25 2.18 2.04 1.96 1.80 1.62
Lenox, Ozawa Hall 11610 919 2978 3897 2.00 1.90 1.80 1.75 1.70 1.40
Seattle, Benaroya Hall 19263 1668 4335 6003 2.15 1.90 1.80 1.75 1.65 1.55
Kyoto, Concert Hall 17800 1342 4571 5913 2.16 2.06 1.99 1.98 1.82 1.59
Amsterdam, Concertgebouw 18780 1285 3706 4991 2.20 2.15 2.05 1.95 1.80 1.55
Lucerne, Concert Hall 17823 1465 4018 5483 2.10 2.00 1.90 1.80 1.65 1.50
Tokyo, Tokyo Opera City Concert Hall 15300 1220 4791 6011 2.07 2.03 1.99 1.93 1.84 1.66

Sabine equation: Residual absorption coefficients used in calculations, all halls 0.14 0.12 0.10 0.09 0.08 0.07
Except: Boston 0.17 0.14 0.11 0.09 0.09 0.08

Tokyo, TOC 0.14 0.115 0.089 0.079 0.075 0.059
Berlin, Konzerthaus 0.15 0.12 0.10 0.09 0.08 0.07
New York, Avery Fisher 0.28 0.18 0.13 0.11 0.10 0.10
Berlin, Philharmonie 0.19 0.20 0.15 0.10 0.09 0.08

Eyring equation: Residual absorption coefficients must be determined from Sabine coefficients times ��ey/�tot�.
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Philharmonie Hall the ceiling is partly covered with, “136
pyramidal-shaped, combination sound-diffusing, low-
frequency Helmholtz-resonator-type absorbing boxes” �Be-
ranek, 2004�. Because the absorption of the Helmholtz reso-
nators is mainly at low frequencies, the residual absorption
coefficients in the 125–1000 Hz bands are also high, as ex-
pected.

X. AUDIENCE ABSORPTION COEFFICIENTS IN NINE
RECTANGULAR HALLS

Using the Sabine equation and the basic data from Table
I, the audience absorption coefficients for nine rectangular
�shoebox� halls are given in Table III and are plotted in Fig.
3. Curve A is the average for the Kyoto and Amsterdam
Halls which have heavily upholstered chairs. Curve B shows

TABLE II. Comparative reverberation, physical, and audience absorption data for all halls in this study. Sabine equation used in calculating absorption
coefficients.

Nonrectangular
halls

Reverberation
times
�sec�

Total hall
absorption coefficient

�0.161V /T60Stot�-4mV /Stot

V /ST

�m�
Audience absorption

coefficient

% of absorption
in

occupied areas

Resid.
over
other

SR /ST

Area
per
Seat

Sa /N

125 500 2000 125 500 2000 125 500 2000 125 500 2000 – �m2�

Sapporo, Kitara 2.05 1.90 1.75 0.27 0.29 0.29 16.1 0.70 0.93 0.97 57 72 77 3.7 0.54
Munich, Philharmonie 1.95 1.90 1.75 0.30 0.31 0.33 14.9 0.80 0.95 0.99 65 76 80 3.1 0.58
Rotterdam, DeDoelen 2.30 1.90 1.85 0.29 0.35 0.35 13.9 0.64 0.94 0.90 66 80 83 2.4 0.55
Berlin, Philharmonie 2.10 1.85 1.80 0.30 0.34 0.34 13.0 a a a 56 69 80 2.3 0.50
New York, Avery Fisher 1.60 1.78 1.55 0.37 0.33 0.37 12.3 a a a 46 72 79 2.4 0.43
Cleveland, Severance 1.75 1.65 1.45 0.30 0.32 0.36 11.0 0.68 0.83 0.93 67 78 83 2.4 0.47
Baltimore, Meyerhoff 2.30 2.00 1.65 0.26 0.30 0.35 12.7 0.54 0.78 0.93 61 76 83 2.4 0.49
Manchester, Bridgewater 2.30 2.00 1.80 0.25 0.29 0.32 13.5 0.56 0.81 0.87 59 75 80 2.8 0.60
New York, Carnegie 2.12 1.83 1.57 0.29 0.33 0.38 13.0 0.63 0.86 0.93 65 78 83 2.4 0.43
Tokyo, Suntory 2.14 1.95 1.90 0.26 0.28 0.29 13.3 0.60 0.81 0.78 65 77 80 2.9 0.54
Buffalo, Kleinhans 2.15 1.60 1.27 0.24 32 0.39 8.3 0.39 0.67 0.85 63 80 87 1.6 0.58

Avg 61 77 82 2.6 0.52
Rectangular halls

Boston Symphony Hall 1.95 1.90 1.59 0.27 0.28 0.31 12.3 0.55 0.74 0.89 56 72 79 2.7 0.40
Berlin, Konzerthaus 2.20 2.00 1.80 0.23 0.25 0.25 13.6 0.49 0.76 0.83 50 70 76 3.4 0.50
Vienna, Musikvereinssaal 2.25 2.04 1.80 0.25 0.28 0.28 13.4 0.59 0.78 0.86 57 72 78 2.8 0.41
Lenox, Ozawa Hall 2.00 1.80 1.70 0.24 0.27 0.26 12.6 0.56 0.81 0.82 56 72 77 3.2 0.42
Seattle, Benaroya Hall 2.15 1.80 1.65 0.24 0.29 0.28 11.5 0.50 0.77 0.82 58 75 80 2.6 0.47
Kyoto, Concert Hall 2.20 2.00 1.80 0.25 0.27 0.27 14.9 0.63 0.86 0.91 59 74 79 3.4 0.48
Amsterdam, Concert Hall 2.20 2.05 1.80 0.28 0.30 0.30 14.6 0.64 0.82 0.90 62 74 80 2.9 0.41
Lucerne, Concert Hall 2.10 1.90 1.65 0.25 0.28 0.29 12.2 0.55 0.76 0.86 59 73 80 2.7 0.46
Tokyo, Tokyo Opera City 2.07 1.99 1.84 0.20 0.21 0.20 12.5 0.43 0.67 0.69 44 66 70 3.9 0.48

Avg 56 72 78 3.1 0.45

aAssumed about same as average Baltimore & Manchester.

FIG. 2. Residual absorption coefficients using Sabine
equation for Berlin Philharmonie and New York Avery
Fisher Halls, shown along with the residual coefficients
assigned to most of the halls.
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the average of the coefficients for the Boston, Berlin Konzer-
thaus, Vienna, Lenox, Seattle, and Lucerne Halls, which
have light to medium upholstered chairs �Beranek, 2004�.
Curve C is for the TOC Hall. The average Sabine coefficients
for all rectangular halls are given in the middle of Table III.

The audience absorption coefficients for TOC �curve C�
are lower at all frequencies than those for the six halls of
curve B. Three reasons probably account for this difference.
First, the sound waves will involve the larger area of the
residual surfaces more of the time than in other rectangular

halls, because, from Table II, it is seen that for TOC SR /ST is
the highest, 3.9, compared to 3.0 for the others. Second, it is
possible that the unique pyramidal ceiling creates a some-
what different sound field at the surface of the audience area.
Third, as will be shown later, the unoccupied chair absorp-
tion for TOC is lower.

Using the Eyring equation, the ratios �ey/�tot are plotted
in the lower half of Table III, to show the range. This ratio
only varies in these halls from 0.87 to 0.90—averaging
0.875. The Eyring coefficients can be found from the prod-

TABLE III. Audience absorption coefficients for the rectangular halls in this study. The Sabine equation was
used to determine the coefficients in the upper table. Eyring coefficients can be determined by multiplying the
Sabine coefficients by the ratios in the lower table.

Octave-band midfrequencies �Hz�
Sabine equation 125 250 500 1000 2000 4000

Kyoto, Concert Hall 0.63 0.76 0.87 0.91 0.91 0.88
Amsterdam, Concertgebouw 0.64 0.71 0.82 0.90 0.90 0.89
Boston Symphony Hall 0.55 0.66 0.74 0.80 0.89 0.85
Berlin, Konzerthaus 0.49 0.64 0.76 0.79 0.83 0.78
Vienna, Musikvereinssaal 0.57 0.65 0.78 0.85 0.86 0.78
Lenox, Ozawa Hall 0.56 0.68 0.81 0.87 0.82 0.90
Seattle, Benaroya Hall 0.50 0.67 0.77 0.83 0.82 0.72
Lucerne, Concert Hall 0.55 0.65 0.76 0.84 0.86 0.80
Tokyo, Tokyo Opera City Hall 0.43 0.54 0.67 0.74 0.69 0.66

Average Sabine Audience Abs. Coef. 0.56 0.68 0.79 0.85 0.86 0.82

The Erying audience absorption coefficients are equal to the
above coefficients multiplied by the ratio “�ey/�tot” below

Eyring equation Ratio “�ey/�tot”

Kyoto, Concert Hall 0.88 0.88 0.88 0.88 0.88 0.88
Amsterdam, Concertgebouw 0.88 0.87 0.87 0.86 0.86 0.87
Boston Symphony Hall 0.88 0.80 0.87 0.87 0.86 0.87
Berlin, Konzerthaus 0.90 0.89 0.89 0.89 0.89 0.89
Vienna, Musikvereinssaal 0.89 0.88 0.88 0.87 0.87 0.88
Lenox, Ozawa Hall 0.89 0.88 0.88 0.88 0.88 0.88
Seattle, Benaroya Hall 0.89 0.88 0.87 0.87 0.87 0.89
Lucerne, Concert Hall 0.89 0.88 0.87 0.87 0.87 0.88
Tokyo, Tokyo Opera City Concert Hall 0.91 0.90 0.90 0.89 0.90 0.92

Ratio Average 0.89 0.87 0.88 0.88 0.88 0.89
Average Eyring Audience Abs. Coef. 0.50 0.59 0.69 0.74 0.75 0.72

FIG. 3. Audience absorption coefficients for rectangu-
lar halls using Sabine equation. �A� Average of Kyoto
and Amsterdam Halls. �B� Average of Boston, Berlin
Konzerthaus, Vienna, Lenox, Seattle, and Lucerne
Halls. �C� Tokyo Opera City Hall.
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ucts of the Sabine coefficients by these ratios. The average
Eyring coefficients for the rectangular halls are given in the
bottom line of Table III.

XI. AUDIENCE ABSORPTION COEFFICIENTS IN
NONRECTANGULAR HALLS

The audience absorption coefficients for nonrectangular
halls were calculated using the parameters in Table I. The
results, for both formulas, are presented in Table IV and are

plotted in Fig. 4. Curve A is for three halls, Sapporo, Mu-
nich, and Rotterdam, which have chairs with thicker uphol-
stery than for the other halls. Curve B is for Carnegie and
Cleveland Halls. Curve C is for the Baltimore, Manchester,
and Tokyo-Suntory Halls. Curve D is for the Buffalo Hall
which has chairs with minimum upholstering. In a section
following, it will be seen that the unoccupied chairs in Car-
negie Hall absorb more sound than the chairs in Baltimore
and Manchester Halls.

TABLE IV. Audience absorption coefficients for the nonrectangular halls in this study. Sabine coefficients are
shown in the upper table and Eyring coefficients in the lower.

Octave-band midfrequencies �Hz�

Sabine equation 125 250 500 1000 2000 4000

Sapporo, Kitara Concert Hall 0.696 0.825 0.926 0.958 0.966 0.972
Munich, Philharmonie am Gasteig 0.797 0.827 0.952 0.950 0.989 0.990
Rotterdam, DeDoelen Concert Hall 0.642 0.836 0.942 0.966 0.898 0.827
New York, Carnegie 0.634 0.729 0.857 0.910 0.932 0.893
Cleveland, Severance Hall 0.679 0.755 0.834 0.927 0.931 0.905
Baltimore, Meyerhoff Hall 0.544 0.678 0.775 0.800 0.928 1.008
Manchester, Bridgewater Hall 0.558 0.694 0.811 0.838 0.867 0.771
Tokyo, Suntory 0.598 0.684 0.811 0.812 0.779 0.674
Buffalo, Kleinhans 0.391 0.613 0.671 0.807 0.848 0.755
Berlin, Philharmonie �see note� 0.557 0.673 0.775 0.827 0.801 0.778
New York, Avery Fisher Hall �note� 0.573 0.700 0.801 0.869 0.923 0.796

Av. Sabine Audience Absorp. Coef. 0.628 0.740 0.848 0.886 0.901 0.861
Octave-band midfrequencies �Hz�

Eyring equation 125 250 500 1000 2000 4000
Sapporo, Kitara Concert Hall 0.610 0.720 0.806 0.834 0.841 0.849
Munich, Philharmonie am Gasteig 0.687 0.718 0.818 0.819 0.854 0.856
Rotterdam, DeDoelen Concert Hall 0.558 0.711 0.797 0.817 0.768 0.718
New York, Carnegie 0.553 0.628 0.730 0.770 0.785 0.759
Cleveland, Severance Hall 0.587 0.650 0.717 0.787 0.810 0.792
Baltimore, Meyerhoff Hall 0.480 0.591 0.670 0.691 0.791 0.854
Manchester, Bridgewater Hall 0.494 0.607 0.703 0.727 0.754 0.681
Tokyo, Suntory 0.529 0.601 0.708 0.712 0.686 0.604
Buffalo, Kleinhans 0.350 0.529 0.576 0.678 0.710 0.643
Berlin, Philharmonie 0.482 0.571 0.658 0.709 0.689 0.675
New York, Avery Fisher Hall 0.481 0.596 0.683 0.737 0.781 0.686

Av. Eyring Audience Absorp. Coef. 0.546 0.639 0.729 0.760 0.776 0.747

FIG. 4. Audience absorption coefficients for nonrectan-
gular halls using Sabine equation. �A� Average of Sap-
poro, Munich, and Rotterdam halls. �B� New York, Car-
negie, and Cleveland Halls. �C� Average of Baltimore,
Manchester, and Tokyo Suntory Halls. �D� Buffalo
Hall.
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XII. CHAIR ABSORPTION COEFFICIENTS IN
RECTANGULAR HALLS

The absorption coefficients for unoccupied chairs in
rectangular halls are given in Fig. 5. Six curves appear here
as compared to three for Fig. 3 because A1-Kyoto and
A2-Amsterdam have nearly the same absorptions when oc-
cupied, and B1-BerlinK, Lenox, Seattle, and Lucerne,
B2-Boston, and B3-Vienna are nearly alike when occupied.
The only explanation as to why A2 here is much lower than
A1, and B2 and B3 are much lower than B1 is that those halls
have the lowest areas per seat, 0.41 compared to 0.48 for
A1-Kyoto and 0.47 for B1-Berlin, Lenox, Seattle and Luc-
erne �see Table II�. If valid, this means that crowded people
better shield the chairs, making the audience absorption less
dependent on the kind of chairs on which they are seated.

For B2-Boston the high absorptions at low frequencies
are explained as follows: The seats are mounted on a layer of
plywood with large airspace beneath. The high unoccupied
chair absorption at 125 Hz is caused by the undamped ply-
wood, but when occupied, it is significantly damped and as-
sumes a greater mass due to peoples weight. Also, the seats
are upholstered with leather over a 2 cm layer of felt so that

there is no porosity, which means low absorption at higher
frequencies. In Vienna, the rear balcony seats are bare wood,
and all seats are very lightly upholstered.

The lowest curve of Fig. 5, C, is the chair absorption for
the TOC. The rapid decrease in sound absorption at high
frequencies for TOC and several of the other halls needs
explanation. In an upholstered seat, the sound waves must
penetrate the upholstery covering to get to the layer of foam
or other material beneath. Several constructions can inhibit
this penetration: �1� A thin plastic sheet that exists between
the upholstery covering and the cushion, thus preventing the
free flow of air. Such a sheet has a mass, which usually is
light enough to vibrate freely for the lowest two bands, but
that vibrates less and less freely as the frequency gets higher.
�2� The upholstery covering has high flow resistance. This
means that the sound wave is reflected off of the upholstery
covering. But upholstering covering is a mass, and may vi-
brate freely at low frequencies. �3� The upholstery covering
may have been back sprayed, which means it is nonporous—
equivalent to very high flow resistance. �4� Upholstery cov-
ering is nonporous and heavy.

FIG. 5. Chair absorption coefficients for rectangular
halls using Sabine equation. �A1� Kyoto Hall. �A2� Am-
sterdam Hall. �B1� Average of Berlin Konzerthaus, Le-
nox, Seattle, and Lucerne Halls. �B2� Boston Hall. �B3�
Vienna Hall. �C� Tokyo Opera City Hall.

FIG. 6. Chair absorption coefficients for nonrectangular
halls using Sabine equation. �A� Average of Sapporo,
Munich, and Rotterdam Halls. �B� New York Carnegie
Hall. �C� Average of Baltimore and Manchester Halls.
�D� Buffalo Hall.
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Curve B2 of Fig. 5 is for Boston Symphony Hall where
the covering is leather, i.e., nonporous and heavy. For the
TOC Hall, my notes as acoustical consultant say that there is
a vinyl sheet underneath the upholstery covering �not
planned�. The chairs of Vienna and TOC were tested in a
reverberation chamber and their unoccupied absorptions
were alike at 500–4000 Hz, but the TOC chairs in that test
did not have a vinyl sheet. The difference at low frequencies
between the chair absorptions shown by curve B3-Vienna
and curve C-TOC is caused by the larger ratio SR/ST �See
Table II�. The chairs in the Kyoto Hall are upholstered on the
rear of the seat back, which is not true for any of the other
nineteen halls in this study and from curve A1 of Fig. 5 the
chair absorption for Kyoto is the highest of all halls.

XIII. CHAIR ABSORPTION COEFFICIENTS IN
NONRECTANGULAR HALLS

The absorption coefficients for unoccupied chairs in
nonrectangular halls are given in Fig. 6. Curve A is the av-
erage of coefficients for the Sapporo, Munich, and Rotter-
dam Halls, all of which have heavy upholstering �but not on
rear of seatback�. Curve B is for New York Carnegie Hall.
Curve C is the average for Baltimore and Manchester Halls.
Curve D is for Buffalo Hall where the chair upholstering is
minimum. Except for variability at the high frequencies, the
shapes of the curves resemble those of Fig. 4. The letterings
for the curves are consistent in Figs. 4 and 6.

XIV. THEORETICAL RELATION OF HALL VOLUME TO
AUDIENCE ABSORPTION

From Table II for nonrectangular halls it is seen that the
percentage of absorption in the seating areas ST to that in the
residual areas SR, �TST / ��TST+�RSR�, is 77%. Assuming this
percentage, on average, Eq. �1� becomes

V � 8.1�T60ST��T �nonrectangular halls,500 Hz� .

�15�

For rectangular halls where the percentage average is 72%

V � 8.5�T60ST��T �rectangular halls,500 Hz� . �16�

Thus, for both types, the volume is directly related to the
audience absorption coefficient.

XV. HALL VOLUME RELATED TO ROOM SHAPE AND
SEAT UPHOLSTERING

A. Room shape

Audience absorption coefficients for the nonrectangular-
shaped halls are greater than those for the other halls as seen
in the plots of Fig. 7, taken from Tables III and IV. At
500 Hz, the ratio of the Sabine coefficients is 0.84/0.79
=1.06, and at 1000 Hz 0.9/0.85=1.06. From this ratio and
Eqs. �15� and �16�, the cubic volume of a nonrectangular hall
must be about 6% greater than that for a rectangular one,
assuming the same audience size, reverberation time, and
type of upholstering.

TABLE V. Audience absorption coefficients, Sabine equation, related to the degree of chair upholstering.

Audience absorption coefficients

Rectangular halls 125 250 500 1000 2000 4000
Heavily upholstered seats 0.63 0.75 0.85 0.91 0.91 0.88
Medium upholstered seats 0.55 0.67 0.79 0.84 0.85 0.83

Nonrectangular halls
Heavily upholstered seats 0.73 0.82 0.90 0.95 0.95 0.92
Medium upholstered seats 0.63 0.75 0.84 0.90 0.90 0.88

FIG. 7. Audience absorption coefficients: Average of
all halls. Upper curves: Sabine equation; Lower curves;
Eyring equation. Dashed lines: Nonrectangular halls.
Solid lines: Rectangular halls. Data are from Tables III
and IV.
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B. Seat upholstering

A primary consideration in design of a concert hall is
how much will the cubic volume be affected by the amount
of seat upholstering if the reverberation time T60 and the
audience size ST are chosen. For rectangular halls, Fig. 3, the
ratio between the �T’s at 500 Hz, curves A and B, is 1.1, and
at 1000 Hz, 1.09 indicating a need for 10% greater cubic
volume when the seats are heavily upholstered. For nonrect-
angular halls, Fig. 4, from curves A and B/C, the ratio of the
�T’s at 500 Hz, is 1.13 and at 100 Hz, 1.05, indicating a 9%
greater cubic volume. Thus, a 9%–10% increase in cubic
volume is needed for a hall in which the seats are planned to
be heavily upholstered as compared to light to medium up-
holstering.

In both rectangular and nonrectangular halls the percent
increase of audience absorption with the amount of uphol-
stering is highest in the lowest frequencies, but the increase
even occurs at the highest frequencies where one might ex-
pect that the listeners’ bodies would cover the absorbing sur-
faces �Table V�. Higher audience absorption means lower
sound levels in the room. At 63 Hz, the loudness halves for
5 dB drop in sound level. At 125 Hz, the loudness halves for
8 dB drop in sound level, while at higher frequencies the
loudness halves for 10 dB drop. This means that the loudness
in sones at low frequencies will decrease more rapidly with a
change in absorption than at high frequencies, i.e., at 63 Hz a
10 dB drop will decrease the loudness by a factor of 4, while
at 500 Hz and above a drop of 10 dB decreases the loudness
by a factor of 2. Sounds in the 67–125 Hz bands frequency
range are produced by the lower-pitched instruments in an
orchestra.

Several years ago a questionnaire survey was sent to
managers of concert halls asking them to describe the seats
in their halls. The responses revealed that seats today are
generally of shaped plywood, with no upholstering on the
rear of the seat back or on the bottom of the seat. But, dif-
ferent degrees of upholstering were reported on other sur-
faces as given in Table VI.

XVI. CONCLUSIONS

The Sabine equation can be used for calculating rever-
beration times for a room if the Sabine sound absorption
coefficients that are employed were previously determined in
a site similar to the room in consideration. Sabine absorption
coefficients must be allowed to take on all values from zero
to infinity—false is the concept that a Sabine coefficient of

1.0 equates to complete sound absorption by a surface �as
stated by Sabine, but contradicted by his own data�. The
Sabine absorption coefficients are easily derived and the Ey-
ring absorption coefficients can be directly derived from
Sabine coefficients because they are rigidly linked together
by the logarithm. In concert halls the ratio of Eyring to Sab-
ine coefficients is about 0.85, but in rooms with short rever-
beration times, the ratio may even go lower than 0.5.

Sound absorption by a seated audience is found to be
higher at all frequencies if the sound absorption of the chairs
on which they are seated is higher. The volume of a concert
hall must be increased by approximately 10% if heavily up-
holstered seats are employed instead of light to medium up-
holstered seats. The sound absorption by an audience in halls
where clear upper spaces for reverberation do not exist �usu-
ally in nonrectangular halls� is higher than that in halls were
unimpeded surfaces above the top balcony are present �usu-
ally in rectangular halls�. The volume of a concert hall must
be about six percent greater if a design is selected that does
not embody a large reverberant space above the top balcony.
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Multiple-driver dodecahedron loudspeakers are commonly used in room acoustics measurements as
omnidirectional sources of sound. Yet they and other regular polyhedron loudspeakers become
“multidirectional” above their omnidirectional cutoff frequencies �often near 1 kHz�. Because these
cutoff frequencies normally fall within common measurement bandwidths, one might question
whether anything is really extraordinary about the dodecahedron loudspeaker or whether another
regular polyhedron geometry would actually produce better average omnidirectionality over these
bandwidths. This paper explores these questions through measured data, analysis, and comparison
of frequency-dependent directivities of several regular polyhedron loudspeaker prototypes. It
provides insights into their radiation properties and introduces an alternative method of quantifying
omnidirectionality: the area-weighted spatial standard deviation of radiated levels over a free-field
measurement sphere. It compares this method to the ISO 3382:1997�E� standard method, revealing
certain discrepancies between the two approaches. A dodecahedron loudspeaker is shown to produce
a relatively high cutoff frequency and reasonable radiation uniformity over measurement
bandwidths. However, it does not necessarily excel as a better omnidirectional source than other
regular polyhedron loudspeakers. A tetrahedron loudspeaker with an equal midradius provides the
best average radiation uniformity over a 4 kHz bandwidth, even though it exhibits the lowest cutoff
frequency. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2221552�

PACS number�s�: 43.55.Mc, 43.38.Ja, 43.38.Hz, 43.20.Rz �NX� Pages: 1411–1422

I. INTRODUCTION

In an effort to employ consistent omnidirectional
sources in room acoustics measurements, acousticians have
long resorted to multiple-driver loudspeakers based on regu-
lar polyhedra or platonic solid enclosure geometries. Regular
polyhedron loudspeakers �RPLs� typically incorporate small
in-phase direct-radiator drivers of consistent manufacture,
mounted centrally in the faces of their sealed enclosures. One
international standard suggests that their acceptance, particu-
larly that of the dodecahedron loudspeaker, has become
nearly universal.1

Despite the predominance of the dodecahedron loud-
speaker, several important questions should be addressed.
First, is anything really extraordinary about the dodecahe-
dron loudspeaker—especially when its radiation is consid-
ered over entire measurement bandwidths? Second, how do
directional characteristics of loudspeakers based on other
platonic solid geometries compare to those based on the
dodecahedron geometry over these same bandwidths? Third,
is it possible that other platonic solid geometries actually
provide better omnidirectional radiation when averaged over
the bandwidths? This paper will respond to these questions
to enhance understanding and implementation of the sources
as measurement tools.

A regular polyhedron is a convex polyhedron composed
of identical regular polygonal faces �equal side lengths and
vertex angles�. The five regular polyhedra are the tetrahedron

�4 faces�, hexahedron or cube �6 faces�, octahedron �8 faces�,
dodecahedron �12 faces�, and icosahedron �20 faces�.2 If an
RPL is geometrically centered at the origin of the spherical
coordinate system, its normal facial axes are distributed uni-
formly throughout the combined angular coordinates. How-
ever, despite their geometric uniformities and symmetries,
RPLs are known to exhibit undesirable directional behaviors
�i.e., nonspherical radiation patterns� above frequencies that
may be termed omnidirectional “cutoff frequencies.” Several
factors contribute to the frequency-dependent departure from
the omnidirectional ideal. They include interference between
radiation from discrete drivers, inherent directivities of indi-
vidual drivers, and diffraction effects.

An omnidirectional acoustic source is ideal for many
applications because it radiates sound equally in all direc-
tions. A unidirectional source radiates sound predominantly
in only one direction. A multidirectional source may be de-
fined as one radiating sound predominantly in several direc-
tions, between the extremes of an omnidirectional source and
a unidirectional source. Over large portions of common mea-
surement bandwidths, RPLs are typically multidirectional
sources.

In a previous study of RPLs, Tarnow used spherical har-
monic expansions, group representation theory, and several
source idealizations to computationally characterize low- to
mid-frequency radiation and omnidirectional cutoff
frequencies.3,4 In his work, he found that cutoff frequencies
should progressively increase for higher-order polyhedra
with fixed effective enclosure radii. Close inspection of his
work also suggests another important point: if an enclosure isa�Electronic mail: tim�leishman@byu.edu
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reasonably sized to accommodate drivers with adequate low-
frequency response and sound power output, the omnidirec-
tional cutoff frequencies regularly fall within bandwidths of
common room acoustics measurements. For example, his re-
sults suggest that a dodecahedron loudspeaker with an effec-
tive radius a begins to exhibit significant directivity above
ka=3, where k is the acoustic wave number. For a common
dodecahedron loudspeaker designed to balance omnidirec-
tionality with desired sound power output, the effective ra-
dius typically places the omnidirectional cutoff frequency in
the vicinity of 1 kHz. While this cutoff frequency can be
increased by using smaller loudspeaker drivers and enclo-
sures, low-frequency response and sound power output will
generally suffer as a result. In a recent development, Witew
and Behler employed multiple sources in a multiway con-
figuration to maintain sufficient broadband omnidirectional-
ity and sound power output for room acoustic parameter
measurements.5

Recognition of undesirable directional behavior of RPLs
is also apparent in established standards for room acoustics
measurements.1,6 They allow qualification of presumably
omnidirectional sources through spatial averaging of free-
field radiation over measurement arcs in a single plane and
spectral averaging over proportional frequency bands. They
also relax omnidirectional requirements at higher frequencies
and ignore directional behavior above 5.6 kHz. One standard
requires source rotations through three angular positions and
averaging of subsequent measurement results when source
directivity is found to significantly affect measured room
acoustic parameters.6 Nevertheless, none of these conces-
sions changes the fact that presumably omnidirectional
sources exhibit unprescribed and undesirable directivities at
many frequencies of interest.

The authors have undertaken a research effort to further
characterize RPL radiation through analysis and comparison
of the frequency-dependent directivities of several RPLs
over common measurement bandwidths. This paper focuses
on key experimental findings of that effort. Two sets of RPLs
were constructed with specific geometric properties to enable
equitable comparisons. The first consisted of RPLs with
equal midradii �EM�. �The midradius of a regular polyhedron
is the distance from its geometrical center to the midpoint of
any edge �facial side�.� The second consisted of RPLs with
equal volume �EV� allocation per loudspeaker driver, result-
ing in progressively larger total enclosure volumes for
higher-order polyhedra. While sources with other dimensions
or geometries might also have been studied �including those
of various RPLs with consistent spacing between adjacent
loudspeaker drivers�, the results presented here reveal several
important trends. Special measurement and data processing
tools were developed specifically for the effort. An alterna-
tive method of quantifying source omnidirectionlity was de-
veloped and compared to the current standard method found
in ISO 3382:1997�E�.6 It involved an area-weighted spatial
standard deviation of radiated levels evaluated over a free-
field measurement sphere.

The following section discusses the experimental proce-
dures. The subsequent sections present results and analysis,

then compare the two methods of quantifying source omni-
directionality. The final section presents conclusions from the
study and several suggestions for further work.

II. EXPERIMENTAL PROCEDURES

Geometric properties of regular polyhedra, including
their midradii and volumes, are often expressed in terms of
edge or facial side lengths.7,8 Established relationships were
used to design and construct the eight RPLs shown in Fig. 1
with the properties listed in Table I. The loudspeakers con-
sisted of one EM and one EV RPL for each polyhedron type,
except the tetrahedron and icosahedron. A single tetrahedron
loudspeaker was constructed to simultaneously satisfy both
the EM and EV criteria. Only one EV icosahedron loud-
speaker was constructed because the Aura NS3-194-8D driv-
ers selected for the RPLs �with nominal 80 mm diameters�
would not fit within a compact icosahedron satisfying the
EM criterion. As indicated in Table I, the EM value was
chosen to be 11.0 cm while the EV value �external enclosure
volume per driver� was chosen to be 887.4 cm3. The sealed
enclosures were constructed of 1.9-cm-thick birch plywood.
Approximately half of their sealed air volumes were filled
with acoustically absorptive fibrous material. All RPLs were
wired for equal in-phase signal to each driver and an overall
nominal impedance between 4 and 8 �.

As suggested in Fig. 2, the radiated fields were measured
by mounting each RPL on a narrow stand in an anechoic

FIG. 1. Equal midradii �EM� and equal volume per driver �EV� RPLs. �a�
EM dodecahedron. �b� EV icosahedron. �c� EV hexahedron. �d� EM octahe-
dron. �e� EV dodecahedron. �f� EM/EV tetrahedron. �g� EM hexahedron. �h�
EV octahedron.

TABLE I. External geometric properties for the eight experimental RPLs.
The equal midradius �EM� value was chosen to be 11.0 cm while the equal
volume per driver �EV� value was chosen to be 887.4 cm3.

RPL
Edge length

�cm�
Midradius

�cm�
Volume per
driver �cm3�

Total volume
�cm3�

EM/EV tetrahedron 31.1 11.0 887.4 3 549
EM hexahedron 15.6 11.0 627.4 3 764
EM octahedron 22.0 11.0 627.4 5 020
EM dodecahedron 8.4 11.0 378.9 4 547
EV hexahedron 17.5 12.3 887.4 5 325
EV octahedron 24.7 12.3 887.4 7 099
EV dodecahedron 11.2 14.6 887.4 10 648
EV icosahedron 20.1 16.3 887.4 17 748
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chamber, then rotating it under a quarter-circle microphone
array with a computer-controlled turntable. Thick absorptive
wedges were positioned on top of the turntable to reduce its
reflection and scattering. The turntable was controlled to ro-
tate in ��=5°steps, producing measurement dependence in
the azimuthal angle �. Nineteen Larson Davis 2551 micro-
phones �type 1 free-field electrets� were connected to The
Modal Shop TMS426C01 preamplifiers and radially oriented
in the 90° measurement arc. The arc had a 2.1 m radius and
was positioned in the first quadrant of the vertical plane
above the RPL. The axis of the top microphone ��=0° � was
directed along a vertical line running through the RPL center.
The axis of the bottom microphone ��=90° � was directed
along a horizontal line running through the center. The
curved array incorporated uniform ��=5° angular incre-
ments between adjacent microphones, enabling the same
sampling in the polar angle as in the azimuthal angle. To
obtain a full sphere of measured data, it was necessary to
measure the top radiation hemisphere, turn the RPL upside
down, align it, then measure the bottom hemisphere.

The microphones were individually calibrated at 1 kHz
and connected to a multichannel dynamic signal analyzer
based on Hewlett-Packard E1432A VXI cards. Their sensi-
tivities were entered into the Data Physics DP620 control
software and periodically checked for drift. The analyzer
also provided a broadband pseudorandom excitation signal to
drive the RPLs through a power amplifier. Frequency re-
sponse and coherence functions between the excitation signal
and the microphone outputs were generated between 0 and
20 kHz with 1600 uniform frequency bins �12.5 Hz band-
widths�. The analyzer was configured to take 30 stable aver-
ages for each measurement. Frequency response functions
were considered a good choice for the directivity measure-
ments because they provided smooth frequency dependence
in the measured data and many postprocessing options.

For each source rotation position in �, the 19 frequency
response functions in � were automatically exported for post-
processing. The measurement set was repeated with each 5°
turntable increment until the RPL had been rotated through a

full 360°. Once both hemispheres were measured, a compos-
ite 2664-point set of complex frequency response functions
was compiled to enable thorough characterization of the RPL
radiation.

Observation of the frequency response and coherence
data suggested that the low-frequency roll off of the RPLs
was approximately 100 Hz. The anechoic cutoff frequency
of the chamber was somewhat lower than 100 Hz. Neverthe-
less, those low-frequency limitations were inconsequential
for the directivity measurements because all RPLs displayed
consistent omnidirectional radiation near this spectral region.

III. MEASUREMENT RESULTS

To produce graphical representation of the RPL directiv-
ity patterns, normalized frequency response function levels
were first determined using the formula

Lm,n�f� = 20 log� �Hm,n�f��
�Hm,n�f��max

� , �1�

where �Hm,n�f�� is the modulus of the complex frequency
response function at the point m ,n on the measurement
sphere and �Hm,n�f��max is the maximum of all �Hm,n�f�� for
the given frequency f . The indices m and n are integer
multipliers of the 5° increments in � and �, respectively.
Thus, �m=m��, where m=0,1 ,2 , . . . ,M −1, and M =37 is
the number of measurement positions in �. Similarly, �n

=n��, where n=0,1 ,2 , . . . ,N−1, and N=72 is the number
of measurement positions in �. The levels were plotted for
all RPLs at several frequencies to produce narrowband
�12.5 Hz bandwidth� directivity balloons.

Animations of the balloons over frequency provided in-
teresting insights into their frequency-dependent evolutions.
As anticipated, the RPLs all produced nearly omnidirectional
fields �spherical balloon plots� below about 1 kHz. However,
their directivity patterns differed dramatically above this fre-
quency. Figures 3 and 4 show the narrowband plots for the
eight RPLs at 2 and 4 kHz, respectively, revealing several
distinct lobe patterns and symmetries. Several factors con-
tributed to the directivity patterns. For any given RPL and
frequency, an individual loudspeaker driver has a radiation
pattern that depends upon its cone diameter, other geometric
features, and specific vibrational characteristics. It also de-
pends upon the surrounding enclosure and diffraction effects.
When all drivers are in simultaneous operation, the complex
pressure produced by each and every driver superposes to
generate the composite field and associated directivity pat-
tern. Constructive and destructive interference is affected by
the individual driver directivities, spacings, and angular ori-
entations. Since the drivers are not perfectly matched, the
pattern symmetries may not be ideally related to the associ-
ated polyhedron symmetries.

The presence of the lobes, which do not necessarily cor-
respond to driver axes at these frequencies, demonstrate sig-
nificant departure from the omnidirectional ideal. At 2 kHz,
the larger EV RPLs appear to be more advanced in their
multidirectional behaviors than their smaller EM RPL coun-

FIG. 2. Diagram of the experimental setup in an anechoic chamber. A
dodecahedron is shown mounted on the turntable stand. The turntable is
covered with wedges to maintain anechoic conditions. A 90° arc array of
microphones senses the radiated field.
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terparts. Interestingly, the tetrahedron loudspeaker appears to
show greater omnidirectionality at both frequencies than sev-
eral of the higher-order RPLs.

When considered over full-octave and third-octave pro-
portional bands, the directivity balloons had patterns similar
to the narrowband balloons, but with expected smoothing

that increased substantially for larger bandwidths. From this
observation alone, it is clear that one should exercise caution
in using broad proportional-band measurements to character-
ize source directivity at higher frequencies.

IV. ANALYSIS

To consolidate the measurement results and improve un-
derstanding of the frequency-dependent RPL directivities,

FIG. 3. Narrowband directivity balloon plots for all eight RPLs operating at
2 kHz. �a� EM/EV tetrahedron. �b� EM hexahedron. �c� EV hexahedron. �d�
EM octahedron. �e� EV octahedron. �f� EM dodecahedron. �g� EV dodeca-
hedron. �h� EV icosahedron. As shown in the plots, lobes become apparent
above 1 kHz, providing clear evidence of departure from omnidirectional
radiation. The surfaces of the superposed mesh spheres represent uniform
normalized values of 0 dB. The origin represents a value of −20 dB, mean-
ing that the mesh sphere radii are 20 dB.

FIG. 4. Narrowband directivity balloon plots for all eight RPLs operating at
4 kHz. �a� EM/EV tetrahedron. �b� EM hexahedron. �c� EV hexahedron. �d�
EM octahedron. �e� EV octahedron. �f� EM dodecahedron. �g� EV dodeca-
hedron. �h� EV icosahedron. The distinct lobes at this frequency generally
demonstrate further departure from omnidirectional radiation. The radii of
the superposed mesh spheres again represent 20 dB.
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the data was further analyzed using two methods: the ISO
3382 source qualification method, and an area-weighted spa-
tial standard deviation method. Additional statistical analyses
also provided insights for establishing RPL omnidirectional-
ity.

A. ISO 3382

To regulate the impact of source directivity on room
acoustics measurements, standards often state that excitation
sources should be as omnidirectional as possible—with de-
viations from perfect omnidirectionality arising only within
prescribed limits.1,6 The source qualification procedure out-
lined in ISO 3382 is representative of those found in other
standards. It requires that a source be driven with octave
bands of pink noise to produce radiated free-field sound pres-
sures. The pressure for each band is measured at a minimum
radial distance of 1.5 m and averaged over 30° measurement
arcs. These 30° “gliding” averages are then referenced to a
360° energetic average in the measurement plane to compute
a “directional deviation” in decibels. The directional devia-
tion must remain within maximum allowable limits to satisfy
the qualification criteria. Because the standard specifically
allows 5° field measurement increments to compute the av-
erages, it is well suited to the data measured in this work.

Two types of filters were applied to the measured fre-
quency response functions as postprocessing options. One
was designed to equalize the RPLs for flat sound power re-
sponse. The other was designed to weight either the equal-
ized or unequalized responses as though the RPLs were
driven by a pink noise signal. Since the standard suggests
pink noise excitation and octave-band sound pressure level
measurements without mention of equalization, the squared
moduli of the weighted narrowband frequency response
functions were first summed into base-2 octave bands9 with-
out sound power equalization. The directional deviation in
each octave band was then calculated as the worst-case dif-
ference between various energetic gliding averages �six
neighboring values in 30° arcs� of the equatorial measure-
ment plane ��18=90° � and the energetic average of all values
in a full 360° circle of the same plane. Sound power equal-
ization and pink-noise weighting were subsequently found to
produce only small changes to the frequency-dependent
curves.

The directional deviations for the EM and EV RPLs are
plotted in Figs. 5 and 6, along with the maximum ISO 3382
deviation limits. The two lines shown for each RPL represent
the largest positive and negative 30° arc deviations from the
360° energetic average. Such figures are commonly pub-
lished by omnidirectional source manufacturers to demon-
strate compliance with ISO standards and allow potential
users to draw conclusions about their source directivities.

According to Fig. 5, all EM RPLs demonstrated nearly
ideal omnidirectional radiation characteristics through the
500 Hz octave band. The tetrahedron loudspeaker was the
first to depart from minimal deviation values beginning in
the 1 kHz octave band. All other sources departed in the
2 kHz octave band. In that band, the hexahedron appears to
be the most omnidirectional source, followed by the dodeca-

hedron, the tetrahedron, then the octahedron. In the 4 kHz
octave band, the octahedron appears to be the most omnidi-
rectional source, followed by the tetrahedron, the hexahe-
dron, then the dodecahedron. In the 8 kHz octave band, the
hexahedron and octahedron appear to perform best, while the
tetrahedron and dodecahedron appear to perform worst.
These rankings are summarized in Table II, along with com-
parative rankings to be discussed later. Based on these re-
sults, the hexahedron appears to be the most omnidirectional
EM RPL over the measurement bandwidth.

For the EV RPL results presented in Fig. 6, we again
find the tetrahedron to be the first to depart from minimal
deviation values in the 1 kHz octave band. Rankings for
higher octave bands are summarized in Table II. From these
results, the icosahedron appears to be the most omnidirec-
tional EV RPL over the measurement bandwidth.

Given such comparative assertions, one may be justified
in asking whether the data represented in the graphs is truly
sufficient to establish omnidirectionality or to form a solid
basis for rankings. A better approach would involve a more
comprehensive understanding of the radiated fields and a
pertinent summary of their characteristics.

FIG. 5. Octave-band directional deviations for the EM RPLs based on an
implementation of the ISO 3382 source qualification procedure. The ex-
treme positive and negative deviation curves are plotted along with the
maximum ISO 3382 deviation limits.

FIG. 6. Octave-band directional deviations for the EV RPLs based on an
implementation of the ISO 3382 source qualification procedure. The ex-
treme positive and negative deviation curves are plotted along with the
maximum ISO 3382 deviation limits.
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B. Area-weighted spatial standard deviation of levels

In the search for other means to characterize RPL direc-
tivity, an area-weighted spatial standard deviation was calcu-
lated from each complete set of 2664 narrowband measure-
ments. Several standard deviation formulas �e.g., energetic,
arithmetic level, unweighted, area-weighted, etc.� were ex-
plored to determine which provided results corresponding
best to observed directional behaviors. Because the standard
deviation should be zero for perfect omnidirectional radia-
tion, it should be consistently small for all measured RPLs
below 1 kHz to agree with observations. At any frequency
above 1 kHz, it should agree �from a qualitative standpoint�
with visualizations of the RPL balloon plots.

While an energetic standard deviation formulation was
found to be useful and physically appropriate, another for-
mulation was also found to favorably characterize the obser-
vations. It was the area-weighted spatial standard deviation
of either normalized or unnormalized frequency response
function levels,
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The factor Sm,n in these equations is the area weighting factor
�i.e., the effective sampling area per microphone on the mea-
surement sphere of radius r=2.1 m�, determined by surface
integration over appropriate sections of the measurement
sphere:
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These definitions are consistent for all values of n �see Fig.
7�. The sampling areas of the two poles have been segmented
into N equal pie slices for convenience in the summations.
As formulated, the standard deviation is an asymptotically
unbiased estimator, but for a finite number of samples, it has
a small downward bias. No assumption is made about a nor-
mal distribution of the levels.

Interestingly, this approach is similar to approaches
mentioned by Schroeder,10 D’Antonio,11 Cox,12 and Har-
greaves et al.13,14 for evaluating the effectiveness of diffusing
surfaces. The primary difference here is that radiated pres-
sures are being measured rather than scattered pressures. Cox
and Hargreaves et al. argued in favor of using levels in such
formulas because they form a better “linear perceptual scale”
for listeners and those visually evaluating decibel plots. They
also suggested that an energetic spatially averaged level
could be used in place of Eq. �3�. However, this modification
only produced a maximum positive correction of around
0.2 dB in the narrowband standard deviations well above the
omnidirectional cutoff frequencies. Since the RPLs radiated
fields with “moderate to good” uniformity at all frequencies
of interest, the arithmetic spatial average in Eq. �3� was con-
sidered adequate to rank their performances.

TABLE II. Approximate EM and EV RPL performance rankings for the 2, 4, and 8 kHz octave bands,
according to results from the ISO 3382 and spatial standard deviation methods. Overall rankings are also given
as composite rankings from the three octave bands.

RPL

ISO 3382 method Standard deviation method

2 kHz 4 kHz 8 kHz Overall 2 kHz 4 kHz 8 kHz Overall

EM/EV tetrahedron 3 2 3–4 3 2 1 4 2
EM hexahedron 1 3 1–2 1 3 3 3 3
EM octahedron 4 1 1–2 2 4 4 2 4
EM dodecahedron 2 4 3–4 4 1 2 1 1

EM/EV tetrahedron 4 3 5 5 3 1 5 3–4
EM hexahedron 3 4 1–3 2 4 2 3 3–4
EV octahedron 5 1–2 1–3 3 5 4 4 5
EV dodecahedron 2 5 4 4 1 5 1–2 2
EV icosahedron 1 1–2 1–3 1 2 3 1–2 1
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The resulting narrowband standard deviation plots are
given in Figs. 8 and 9. They confirm that the RPLs did depart
from omnidirectional behavior at cutoff frequencies in the
vicinity of 1 kHz, then exhibited varying degrees of directiv-
ity above those frequencies. �Rising standard deviation val-
ues below 150 Hz are caused by poor measurement coher-
ence and may be ignored.� Table III shows the cutoff
frequencies for the RPLs, determined as the frequencies
above which the standard deviations consistently exceeded
an arbitrary threshold of 0.5 dB �shown by the dotted hori-
zontal lines in Figs. 8 and 9�. These frequencies are consis-
tently but not dramatically higher than the conservative esti-
mates given by Tarnow.3,4 To compensate for the prediction
offset and to better address expected cutoff orders, the next
two columns of the table show ratios of measured cutoff
frequencies for each RPL to the EM/EV tetrahedron cutoff

frequency, and similar approximate cutoff frequency ratios
based on Tarnow’s work. �The latter assume that a con-
structed RPL midradius can be substituted directly for Tar-
now’s “mean radius” a.� In the next two columns, the table
provides the applicable EM/EV cutoff frequency ratios for
each RPL shape and a comparative radius ratio with respect
to the EM/EV tetrahedron midradius �which is equivalent to
all EM RPL midradii�. This radius ratio is used in the last
column to adjust the measured cutoff frequency ratios from
the second column and thus enable rough evaluation of rela-
tive EV RPL cutoff frequencies caused more by their shapes
than their midradii. The EV and EM values for similar
shapes in this column are generally closer than those in the
second column. Of course, since the loudspeaker drivers
were not scaled for the larger EV RPLs, one would not ex-
pect ideal agreement. Other properties may also come into
play.

From low frequency to high frequency, the cutoff order
for the four EM RPLs was �1� tetrahedron, �2� octahedron,
�3� hexahedron, and �4� dodecahedron, almost agreeing with
Tarnow’s order. Because the cutoff frequency of the octahe-
dron comes before its polyhedron order would suggest, one
might initially surmise that its geometry is somehow less
desirable than expected. However, comparison of the mea-
sured and Tarnow cutoff frequency ratios in Table III sug-
gests that the hexahedron geometry is actually more desir-
able than expected. Of course, other factors must also be
considered. The dodecahedron loudspeaker produced a rela-
tive cutoff frequency that was lower than expected. While
the tetrahedron loudspeaker produced the lowest of all cutoff
frequencies �as expected�, many of its higher-frequency stan-
dard deviation values were notably lower than those of the
other RPLs. In fact, as shown in Fig. 8, it clearly produced
the most omnidirectional characteristics in a range extending
from approximately 3 to 6 kHz, agreeing with the balloon
plot observations mentioned in Sec. III.

The cutoff order for the five EV RPLs was �1� tetrahe-
dron, �2� octahedron, �3� icosahedron, �4� hexahedron, and
�5� dodecahedron. In this case, the cutoff orders of both the
octahedron and icosahedron came before their polyhedron
orders would suggest. However, for this set, the higher-order

FIG. 7. A representation of sampling points �microphone positions� on the
measurement sphere. The effective sampling area for each point differs, as
suggested by the sampling areas NS0,6, S9,6, and S15,6. The sampling areas of
the two poles are segmented into N equal pie slices of areas S0,n and S36,n for
convenience in the summations. The total polar sampling areas are then
NS0,n and NS36,n.

FIG. 8. Narrowband area-weighed spatial standard deviations for the EM
RPLs. The omnidirectional cutoff frequency for each RPL is determined as
the frequency above which the standard deviation consistently exceeds an
arbitrary threshold of 0.5 dB �shown by the horizontal dotted line�.

FIG. 9. Narrowband area-weighted spatial standard deviations for the EV
RPLs. The omnidirectional cutoff frequency for each RPL is determined as
the frequency above which the standard deviation consistently exceeds an
arbitrary threshold of 0.5 dB �shown by the horizontal dotted line�.
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polyhedra had progressively larger midradii that could have
impacted the sequence. Figures 8 and 9 clearly show that the
larger EV hexahedron, octahedron, and dodecahedron loud-
speakers had consistently lower cutoff frequencies than their
smaller EM counterparts. Nevertheless, even after the cutoff
frequency ratios were adjusted by radius ratios in the last
column of Table III, other geometric features seemed to per-
sist as significant determinants of the order. In fact, with the
exception of the newly introduced icosahedron, the adjusted
cutoff order was identical to that found for the EM RPLs.
Comparison of the measured and Tarnow cutoff frequency
ratios in Table III again reveals that the EV hexahedron ratio
is higher than expected, while those of the EV dodecahedron
and EV icosahedron are lower than expected.

The standard deviation formulation was also applied to
the octave-band levels calculated from the pink-noise-
weighted frequency response functions discussed in Sec.
IV A �without prior sound power equalization�. This enabled
observation of broad standard deviation trends and a more
equitable comparison to the results of the ISO 3382 qualifi-
cation method. Progressively increasing octave bandwidths
again produced sufficient spectral averaging to effectively
decrease the spatial variation of the radiated fields at higher
frequencies and therefore decrease the standard deviation
values. Sound power equalization and pink-noise weighting
were again found to produce only small changes to standard
deviation curves derived from unfiltered octave-band data.

A careful comparison of the octave-band standard devia-
tion curves revealed both agreement and disagreement with
the results of the ISO 3382 method given in Figs. 5 and 6.
For the EM RPLs, the tetrahedron was the first to depart
from nearly ideal omnidirectional behavior in the 1 kHz oc-
tave band. In the 2 kHz octave band, the dodecahedron pro-
duced the most uniform radiation, followed by the tetrahe-
dron and hexahedron, then finally the octahedron. In the
4 kHz octave band, the tetrahedron performed best, followed
by the dodecahedron, the hexahedron, then the octahedron.
In the 8 kHz octave band, the dodecahedron performed best,
followed by the octahedron, the hexahedron, then the tetra-
hedron. These rankings are summarized in Table II for com-

parison with the rankings from the ISO 3382 method. Over-
all, the octave-band standard deviation curves suggested that
the dodecahedron maintained the most uniform radiation
while the octahedron maintained the worst. This observation
agrees with the mean standard deviation results discussed in
Sec. IV C 1 and given in Table IV.

For the EV RPLs, the tetrahedron was again the first to
depart from its omnidirectional behavior. Rankings for
higher octave bands are summarized in Table II. Overall, it
appeared that the icosahedron maintained the best radiation
uniformity over the octave bands while the octahedron main-
tained the worst. However, the performance ranking for the
icosahedron does not agree well with the mean standard de-
viation ranking given in Table IV.

Some of the most prominent points of disagreement be-
tween the ISO curves in Figs. 5 and 6, and the octave-band
standard deviation curves can be found through inspection of

TABLE III. Measured cutoff frequencies and related values for the eight RPLs. The cutoff frequencies fc were
defined as those above which the narrowband spatial standard deviations consistently exceeded a threshold of
0.5 dB. Ratios of the various frequencies to that of the EM/EV tetrahedron �fc,t� are given, along with similar
approximate ratios derived from Tarnow’s work �Refs. 3 and 4�. Ratios of cutoff frequencies for similar EM and
EV RPL shapes are also given as fc,EM/ fc,EV, followed by comparative radius ratios a /at and radius-adjusted
cutoff frequency ratios fc / fc,t�a /at.

RPL

Measured
cutoff

frequency fc �Hz�

Measured
cutoff
ratio
fc / fc,t

Tarnow
cutoff
ratio
fc / fc,t

EM/EV
cutoff
ratio

fc,EM/ fc,EV

Radius
Ratio
a /at

Adjusted
measured

cutoff ratio
fc / fc,t�a /at

EM/EV tetrahedron 975 1.00 1.0 1.00 1.00 1.00
EM hexahedron 1562.5 1.60 1.2 1.11 1.00 1.60
EM octahedron 1437.5 1.47 1.4 1.14 1.00 1.47
EM dodecahedron 1712.5 1.76 2.2 1.17 1.00 1.76
EV hexahedron 1412.5 1.49 1.0 1.11 1.12 1.67
EV octahedron 1262.5 1.29 1.3 1.14 1.12 1.44
EV dodecahedron 1462.5 1.50 1.6 1.17 1.33 2.00
EV icosahedron 1300 1.33 1.5 N/A 1.48 1.97

TABLE IV. Frequency-averaged standard deviation for the eight RPLs. This
figure of merit was calculated by taking the arithmetic average of the nar-
rowband spatial standard deviation values through the 4 and 8 kHz octave
bands. Rankings for the lowest average values are given separately for the
EM and EV RPLs in each range.

RPL

100 Hz to 5.6 kHz
�through 4 kHz octave�

100 Hz to 11.2 kHz
�through 8 kHz octave�


��f�� f �dB� Rank 
��f�� f �dB� Rank

EM/EV tetrahedron 1.48 1 2.17 2
EM hexahedron 1.75 3 2.27 3
EM octahedron 1.89 4 2.37 4
EM dodecahedron 1.59 2 2.16 1

EM average 1.68 N/A 2.24 N/A

EM/EV tetrahedron 1.48 1 2.17 1
EM hexahedron 1.88 2 2.34 3
EV octahedron 2.12 5 2.53 5
EV dodecahedron 1.95 3 2.32 2
EV icosahedron 1.98 4 2.35 4

EV average 1.88 N/A 2.34 N/A
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Table II. They include dramatically different orders of omni-
directional performance rankings for the two octahedrons in
the 4 kHz octave band and the two dodecahedrons in the
8 kHz octave band. They also include opposite overall per-
formance rankings for the EM dodecahedron. Furthermore,
only the standard deviation method confirms the visual ob-
servation that the tetrahedron displays the greatest uniformity
in the 4 kHz octave band. Other less significant discrepan-
cies become apparent through closer inspection of the table
and figures.

C. Additional statistical properties

Even with the useful data reduction provided by
frequency-dependent line graphs and octave-band analysis,
additional reduction was desirable to more readily compare
the omnidirectionality of the sources. While no assumption
was made about normal distributions, basic statistical prop-
erties of the frequency-dependent spatial standard deviation
functions could be useful for this purpose. These properties
might even be used to produce single-number figures of
merit.

1. Mean value

The frequency-averaged standard deviation 
��f�� f was
the first property considered as a figure of merit. As shown in
Table IV, it was calculated for each RPL as an average of the
frequency-dependent standard deviation functions given by
Eq. �2� for all narrowband frequencies within two averaging
bandwidths. The first bandwidth was from 100 Hz to
5.6 kHz �i.e., through the 4 kHz octave band� and the second
was from 100 Hz to 11.2 kHz �i.e., through the 8 kHz oc-
tave band�. Lower values were expected to correspond more
closely �on average� to ideal omnidirectional radiation pat-
terns over the bandwidths. According to this approach, the
EM/EV tetrahedron was found to be the most omnidirec-
tional source over the 4 kHz bandwidth—even though it had
the lowest cutoff frequency. The EM dodecahedron loud-
speaker ran a close second in this bandwidth and performed
best over the 8 kHz bandwidth. The EM/EV tetrahedron per-
formed second best over the 8 kHz bandwidth and was con-
sistently better than any EV RPL over either bandwidth. The
EM hexahedron, octahedron, and dodecahedron loudspeak-
ers performed consistently better than their larger EV coun-
terparts. Unfortunately, it was found �as suggested by Cox in
relationship to diffusing surfaces15� that a simple average of
the standard deviations over a measurement bandwidth al-
lowed good omnidirectional spectral regions to unduly com-
pensate for poor spectral regions. A simple average also
failed to represent other undesirable swings in directional
behavior.

2. Notched box-whisker diagrams

A more thorough approach to the problem involves the
creation and observation of notched box-whisker diagrams.
These provide an excellent overview of directional behavior
over frequency, without necessarily producing a single-
number figure of merit. Such diagrams are typically used to
summarize several statistical properties of data sets, enabling

an observer to assess whether their distributions are skewed,
or if outliers or irregular data values are present. In this case,
they are used to summarize the distribution and grouping of
the frequency-dependent spatial standard deviation values.
Figures 10 and 11 show the diagrams for each EM RPL
through the 4 and 8 kHz octave bands, respectively.

For a given RPL and measurement bandwidth, an indi-
vidual notched box-whisker diagram is interpreted as fol-
lows. The median, or 50th percentile, is represented by a
solid horizontal line at the narrowest point of the notched
region. This line divides the diagram into upper and lower
portions. The 25th and 75th percentiles are marked by dotted
horizontal lines at the bottom and top extremes of the
notched regions, respectively, thus completing trapezoidal ar-
eas. The rectangular areas below and above these lines rep-
resent the data between the 10th and 25th percentile, and the
75th and 90th percentile, respectively. The lower “whisker,”
below the lower rectangular area, represents the data be-
tween the 5th percentile and 10th percentile. Data samples
shown by dots below the whisker represent the outlying 5%,
including the minimum. The upper whisker, above the upper

FIG. 10. Notched box-whisker diagrams showing the distribution and
grouping of frequency-dependent spatial standard deviation values for the
EM RPLs from 100 Hz to 5.6 kHz �through the 4 kHz octave band�.

FIG. 11. Notched box-whisker diagrams showing the distribution and
grouping of frequency-dependent spatial standard deviation values for the
EM RPLs from 100 Hz to 11.2 kHz �through the 8 kHz octave band�.
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rectangular area, represents the data between the 90th per-
centile and 95th percentile. Data samples beyond this whis-
ker represent the outlying 5%, including the maximum. The
mean value from Table IV is indicated in the diagram by a
closed black diamond.

As a general rule, lower values of the diagram indicators
suggest superior omnidirectional behavior. For example,
lower maximum, minimum, first quartile, third quartile, me-
dian, and mean values all suggest better performance, but in
different ways. A lower maximum value indicates lower
maximum directivity at any frequency. As discussed earlier,
a lower mean value may suggest that a RPL is more omni-
directional, but one must still observe the spread in data val-
ues and other statistical properties to form an adequate judg-
ment of its actual omnidirectional performance. A lower
mean with a large box or whisker spread could clearly be
less desirable than a slightly higher mean with a very small
spread. A smaller notched box indicates greater uniformity in
directivity over much of the bandwidth, but does not neces-
sarily suggest acceptable omnidirectionality. A source that is
perfectly omnidirectional at all frequencies would consis-
tently show zero box and whisker spread, no outliers, and
zero median and mean values.

By comparing the box-whisker diagrams in Fig. 10, one
would likely conclude that the EM/EV tetrahedron is the
most omnidirectional EM RPL over the 4 kHz bandwidth,
since it produces the lowest maximum, median, and mean
values, as well as the smallest box spread. However, one also
finds that its first quartile is higher than that of any other EM
RPL. The EM dodecahedron would likely be chosen as the
second-best performing RPL. Depending upon the selection
criteria, either the EM hexahedron or EM octahedron would
probably be ranked as the worst performing over the band-
width. The octahedron produces the highest median and
mean values, but the hexahedron produces the highest maxi-
mum value and largest upper whisker spread.

Figure 11 demonstrates that the EM dodecahedron pro-
duces the lowest mean, upper quartile, and maximum values
over the 8 kHz bandwidth, but the EM/EV tetrahedron again
produces the lowest median and smallest box spread. Never-
theless, because the 10th and 75th percentile values of the
tetrahedron are relatively high, one would likely choose the
dodecahedron as the best source over this bandwidth and the
tetrahedron as the second best. Once again, either the EM
hexahedron or octahedron would likely be chosen as the
worst-performing RPL, depending upon the selection crite-
ria.

Using a similar approach for the EV RPLs, the EM/EV
tetrahedron would be chosen as the best-performing EV RPL
over both the 4 and 8 kHz bandwidths. Over the 4 kHz band-
width, one would likely choose the EV hexahedron as the
second-best performer and either the EV octahedron or EV
dodecahedron as the worst performer. The EV icosahedron
would probably be chosen as the third-best performer. Over
the 8 kHz bandwidth, either the hexahedron or icosahedron
could be chosen as the second-best performer, most likely
followed by the dodecahedron, then the octahedron.

3. Additional metrics

Other approaches to the data reduction problem might
involve the computation of “omnidirectionality coefficients.”
While such work is beyond the scope of the present paper, a
few possibilities are worth mentioning.

A frequency-dependent spatial autocorrelation of radi-
ated energy is one intriguing example that stems from recent
analysis of diffusing surfaces13,14,16,17 and the analogy al-
ready mentioned between these surfaces and omnidirectional
sources. A single-number figure of merit might also be de-
rived for RPLs in a fashion similar to that suggested by
D’Antonio and Cox15,18 �also see Ref. 13�. This would in-
volve computation of the spectral standard deviation of the
frequency-dependent spatial standard deviation to show the
degree of variation about the spatial standard deviation
mean. This single-number standard deviation would then be
added to the mean to form the figure of merit.

As in other areas of acoustics, one must exercise caution
in producing or using single-number or multiple-number fig-
ures of merit if the data reduction robs the data of its inter-
pretive value. A compromise between excessive detail and
excessive reduction must be made to ensure that necessary
detail is not sacrificed for the sake of simplicity alone.

V. SUMMARY AND CONCLUSIONS

While dodecahedron loudspeakers are currently the most
widely used “omnidirectional” sources for room acoustics
measurements, they should not necessarily be viewed as
more omnidirectional than other RPLs. This is especially
true when their directivities are considered over complete
measurement bandwidths. The omnidirectional cutoff fre-
quency of a dodecahedron loudspeaker may be higher than
that of another RPL with an equal midradius, but all RPLs
should be recognized as “multidirectional” sources with
varying degrees of directivity above their cutoff frequencies.
Since these frequencies often occur near 1 kHz �well within
common measurement bandwidths�, understanding and com-
parison of higher-frequency directional behaviors becomes
crucial.

Area-weighted spatial standard deviations of 2664 fre-
quency response function levels over a free-field measure-
ment sphere provided more information about omnidirec-
tional performance than gliding-average directional
deviations that are implemented using single-plane measure-
ment arcs. The standard deviation method is supported by
visual balloon plot observations. It provides an effective glo-
bal view of source radiation using either narrowband or
proportional-band analysis.

This method revealed that a constructed tetrahedron
loudspeaker produced better average radiation uniformity
than a dodecahedron loudspeaker �or any other constructed
RPL� over specified measurement bandwidths. This was true
even though its omnidirectional cutoff frequency was the
lowest. While no RPL stood out as being consistently excep-
tional above its cutoff frequency, the tetrahedron was found
to produce the most uniform radiation in the 4 kHz octave
band. The dodecahedron was also a good choice over the
measurement bandwidths, but not simply because it pro-
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duced the highest omnidirectional cutoff frequency. The
hexahedron produced a cutoff frequency above that of the
octahedron, suggesting that its cutoff frequency was better
than expected �based on its polyhedron order�. The standard
deviation method also confirmed that RPLs with smaller
midradii consistently produced higher cutoff frequencies
than similarly shaped RPLs with larger midradii and vol-
umes. However, attempts to decrease cutoff frequencies
through smaller enclosure volumes should be carefully
weighed so as to avoid degradation of sound power output,
low-frequency output, and spectral uniformity.

Because it was difficult to rank overall omnidirectional
performance from the fluctuating frequency-dependent stan-
dard deviation curves, notched box-whisker diagrams were
introduced as a means of summarizing the directivity infor-
mation they contained. Octave-band standard deviation
curves were also assessed for data reduction and compared to
curves from the ISO 3382 source qualification method. The
two approaches agreed on some omnidirectional characteris-
tics and rankings, but significantly disagreed on others.

The findings of this paper are based on a limited number
of source embodiments. One should therefore use caution in
generalizing them to other source geometries, dimensions,
loudspeaker driver diameters, etc. Additional theoretical, nu-
merical, and experimental work is needed to further general-
ize the results and develop needed predictive tools. In par-
ticular, greater clarification is required to establish the
interconnected roles of individual driver directivities, driver
spacings, driver orientations, enclosure diffraction effects,
and multiple-driver interference effects in the production of
composite RPL directivity patterns. Nevertheless, the find-
ings of this work do provide an experimental basis for future
work, while enhancing understanding of RPLs as measure-
ment tools for room acoustics and other applications. They
emphasize that the omnidirectional quality of a source
should not be judged exclusively by its omnidirectional cut-
off frequency or by the satisfaction of relaxed omnidirec-
tional requirements at higher frequencies of interest. They
motivate the possibility of using lower-order polyhedra than
the dodecahedron with fewer drivers and lower cost as
equally viable sources for current standards. While the sound
power output of these sources would be smaller for a given
type of loudspeaker driver, alternate drivers could be selected
as a means of compensation.

The work has demonstrated a viable alternative for as-
sessing source omnidirectionality that is complementary or
preferable to current methods. As a result, standardized om-
nidirectional source qualification methods may benefit from
pertinent review and modification. In the future, we recom-
mend that they be approached in a fashion that encourages
omnidirectional source designers to significantly improve
source omnidirectionality at higher frequencies of interest,
rather than merely satisfy the status quo of relaxed require-
ments. One aim for designers would be to decrease the spa-
tial standard deviation of radiated fields above cutoff fre-
quencies. However, a further-reaching aim would be to
significantly increase omnidirectional cutoff frequencies so

that sources maintain nearly ideal omnidirectional radiation
�as opposed to multidirectional radiation� throughout com-
mon measurement bandwidths.

An improvement to the measurement methods described
in this paper would involve an increase in the spatial resolu-
tion of frequency response measurements over an entire mea-
surement sphere, so that lobing structures at frequencies
within the 8 kHz octave band �or higher bands� can be better
resolved. While manufacturers should be willing and able to
provide such comprehensive high-resolution testing of omni-
directional sources, they and others may also be interested in
simplified measurement schemes for occasional rapid testing.
To this end, we recommend that the effectiveness of the stan-
dard deviation method be investigated for single-plane mea-
surement arcs in addition to complete measurement spheres.

An intriguing aspect of the standard deviation method is
its close parallel to established methods of assessing scatter-
ing uniformity from diffusing surfaces. The analogies should
be further investigated. Related metrics such as “omnidirec-
tionality coefficients” could be developed to better character-
ize omnidirectional sources for comparative purposes. We
encourage research in these areas to improve the evaluation
and development of better omnidirectional sources for use in
acoustical applications.
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In shallow water, geoacoustic properties of the seabed can be inferred from knowledge of acoustic
normal modes propagating in the waveguide. For range-varying waveguides, modal content varies
locally in response to changes in the environment. The problem becomes estimating the local modal
content of a propagating field. For acoustic fields measured on horizontal arrays, resolution of
closely spaced modal eigenvalues depends on the data aperture length. Therefore, range variability
in a waveguide can only be detected for range scales of order of the resolvability of the individual
modes. When only short data apertures are available for modal estimation, high-resolution methods
must be used. In this paper, a high-resolution autoregressive �AR� spectral estimation method for
extracting the modal information from measurements of a continuous wave acoustic field made on
a horizontal array is evaluated. Performance is discussed for estimation accuracy and resolution in
the presence of noise. Results are compared to previous work characterizing high-resolution wave
number estimators. The AR estimator performance is comparable to other high-resolution methods
and does not require prior information about the number of propagating modes. In addition, range/
wave number plots obtained using a sliding window technique yield a robust method for identifying
propagating modes and any changes with range.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2221540�

PACS number�s�: 43.60.Gk, 43.30.Bp, 43.20.Mv �WMC� Pages: 1423–1434

I. INTRODUCTION

Acoustic propagation in shallow water is greatly influ-
enced by the interaction of the sound field with the bottom.
At ranges greater than a few wavelengths, the field generated
by a point source can be modeled as a discrete sum of normal
modes propagating in the waveguide. For a horizontally
stratified medium, the modes are the eigenvalues and eigen-
functions that satisfy the boundary conditions for a depth-
dependent Helmholtz equation. Assuming the air-sea inter-
face is pressure release, and that properties of the water
column are sufficiently well known, the modes are primarily
a function of the bottom boundary conditions. Thus, esti-
mates of the modal wave number content in shallow water
can be used as input data to inversion schemes for inferring
geoacoustic properties of the seabed.1,2 Wave numbers can
be estimated from continuous wave point-source acoustic
pressure field data measured on a synthetic aperture horizon-
tal array created by relative motion between the source and
receiver.3,4 For a single hydrophone at a fixed depth in the
water column, this configuration yields measurements of
complex pressure as a function of range and is equivalent to
using a large horizontal array of receivers. The problem ad-
dressed in this paper is that of estimating individual modal
eigenvalues from acoustic pressure field data as required for
the geoacoustic inverse problem.

For range-independent, axisymmetric shallow water
waveguides, a Hankel transform pair governs the forward
and inverse acoustic problems5

p�r;zs,z� = �
0

�

g�kr;zs,z�J0�krr�krdkr,

g�kr;zs,z� = �
0

�

p�r;zs,z�J0�krr�rdr , �1�

where p�r ;zs ,z� is the complex pressure field measured over
range, r, and g�kr ;zs ,z� is the depth-dependent Green’s func-
tion for horizontal wave numbers kr. In Eq. �1�, the source
and receiver depths, zs and z, are treated as parameters in the
problem and J0 is the zeroth-order Bessel function. In shal-
low water, the Green’s function is characterized by a finite
number of sharp peaks occurring at horizontal wave number
values corresponding to the eigenvalues of the propagating
modes. Thus, to obtain estimates of modal eigenvalues for
the geoacoustic inverse problem, the Green’s function is es-
timated by a Hankel transform of the measured acoustic
field. The locations of the peaks in the Green’s function yield
the modal eigenvalue estimates.

In practice, for increased computational efficiency, the
Hankel transform is often evaluated by converting to a two-
sided integral representation and using a large-argumenta�Electronic mail: kmbecker@psu.edu
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approximation.5,6 The Green’s function is then approximated
by the horizontal wave-number spectrum resulting from an
inverse Fourier transform

g�kr� �
ei�/4

�2�kr
�

−�

�

p�r��re−ikrrdr, krr � 1, kr � 0,

�2�

where the depth parameters have been suppressed. Using this
form, the horizontal wave-number spectrum, which approxi-
mates the Green’s function, can be obtained using standard
spectral estimation techniques applied to the product
p�r���r. As done in previous work,6 the terms “Green’s
function” and “horizontal wave-number spectrum” are
considered to be synonymous in the remainder of this pa-
per.

Based on Eq. �2�, computationally efficient spectral es-
timates can be obtained using classical methods employing
the fast Fourier transform �FFT�. However, the use of FFT-
based methods to determine wave number content is often
limited due to windowing and/or finite aperture length con-
siderations. The ability to resolve individual wave numbers
is inversely proportional to aperture size, i.e., resolution of
closely spaced wave numbers requires larger apertures. Also,
the use of window functions to truncate data sequences de-
grades wave number estimates through contamination of
weak spectral components by sidelobes of strong spectral
peaks. These limitations become more restrictive as fre-
quency and/or waveguide depth increase which cause the
lower order modal eigenvalues to group closer together.
These problems are compounded when waveguide properties
are range dependent, or only a limited data aperture is avail-
able for analysis.

Over the years, a number of methods have been devel-
oped to extract modal content for range-dependent environ-
ments. Kessel7 used bandpass filtering in the wave number
domain to separate out individual modes and applied a phase
demodulation technique to examine changes in wave number
values as a function of range. Ohta and Frisk2 developed a
technique analogous to short-time Fourier transform methods
for extracting modal content with range. Both methods were
developed as a means to extract modal eigenvalues at inter-
vals along a waveguide in order to perform local geoacoustic
inversions. The methods both require that there be sufficient
separation between modes in the wave-number domain or,
equivalently, that large range-independent regions of the
waveguide exist, to resolve individual modes with range. In
this work, the interest was to apply the sliding-window Han-
kel transform approach employed by Ohta and Frisk,2 based
on Eq. �2�, that assumes the waveguide can be segmented
into locally range-independent regions. Therefore, in order to
obtain the best possible localized wave number estimates, it
is desirable to minimize the required data aperture length.
One way to achieve this is through the application of high-
resolution frequency estimation methods.

The evaluation of high-resolution frequency estimators
for wave number estimation has been considered in the past.
An approach based on the energy spectral density function
computed from a deterministic exponential model fit to mea-

surement data, or Prony’s method, was evaluated by Diemer
and found to perform poorly on real data.8 The signal sub-
space algorithms, multiple signal classification �MUSIC� and
estimation of signal parameters via rotational invariance �ES-

PRIT� were evaluated by Rajan and Bhatta.9 In their work, a
priori knowledge of the number of wave numbers in the
signal was assumed in the evaluation. However, application
of these methods to real data is limited in that the number of
propagating modes may not be known.

In this paper a high-resolution autoregressive �AR� spec-
tral estimator is evaluated for use in wave number estima-
tion. The AR estimator does not require a priori information
and is applied to both time series and range data for extract-
ing frequency and wave number content. Resolution of
closely spaced frequencies/wave numbers is investigated for
various combinations of frequency separations, signal-to-
noise ratios �SNR�, and aperture lengths. For the various
combinations of parameters and apertures considered, results
are presented as a function of the dimensionless product of
parameter separation and data aperture length referred to
here as estimation length �Les�. The use of estimation length
allows a more direct comparison of estimator performance
whether applied to frequency or wave number estimation.
For frequency estimation Les=�fT, where �f is the mini-
mum frequency separation between tones of a multitone sig-
nal, and T=N / fs is the total time aperture determined by the
number of data samples, N, and the sampling frequency fs.
For wave number estimation Les=�krR, where �kr is the
separation between the first two horizontal wave numbers
corresponding to modes 1 and 2, and R=N�r is the total
range aperture of the data determined by the number of
samples and the range sampling interval �r.

The remainder of the paper is organized as follows. A
description of wave number estimation based on an autore-
gressive spectral estimator is provided in Sec. II. In Sec. III,
statistical properties of the estimator are determined numeri-
cally for the estimation of individual frequencies and wave
numbers. Performance of the estimator is determined by its
ability to both resolve and accurately determine individual
values of closely spaced frequencies/wave numbers. Param-
eter values are extracted from signals having various
frequency/wave number separations, increasing amounts of
additive noise, and for varying estimation lengths. Compari-
sons are made with the Cramér-Rao Bound �CRB� as well as
estimates from the signal subspace algorithms MUSIC and
ESPRIT applied to the same input signals. In Sec. IV, the AR
estimator is applied to range-dependent acoustic field data. A
summary of estimator performance is given along with some
criteria for application in Sec. V.

II. FREQUENCY AND WAVE NUMBER ESTIMATION

The spectral representation of a point source acoustic
field in shallow water has a finite number of sharp peaks.
These peaks occur at horizontal wave numbers correspond-
ing to the trapped modes in the waveguide. As such, the
wave number estimation problem described is intimately re-
lated to the problem of frequency estimation from a finite
number of noisy discrete-time signal measurements. Conse-
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quently, for this work, a spectral estimator approach, typi-
cally associated with estimating functions of frequency, is
adopted for use as a parameter estimator, where the param-
eters are the horizontal wave numbers. In this context, an
estimator is desired for identifying and localizing peaks in
the depth-dependent Green’s function using short-aperture
data. Based on these criteria, an AR spectral estimator was
chosen for its high-resolution frequency estimation
property.10

In this paper, the work of Rajan and Bhatta9 is expanded
to examine AR estimator performance. Estimates obtained
using the AR method are compared with those obtained us-
ing both MUSIC and ESPRIT. The MUSIC and ESPRIT ap-
proaches are well documented in the literature. In addition to
the overview in the paper of Rajan and Bhatta,9 ESPRIT is
described by Roy et al.,11 and the algorithms adapted for use
in this work are discussed in Stoica,12 where the rootMUSIC

form was implemented.
For consistency with the previous work, in the numerical

studies that follow, estimator performance is evaluated by
using the same signal models as Rajan and Bhatta.9 How-
ever, results are presented with respect to the estimation
length defined previously rather than by number of samples
and/or frequency separation. This work examines estimator
performance over a greater range of estimation lengths than
the reference paper. The MUSIC and ESPRIT results presented
are from simulations run by the authors together with the AR
algorithm. Results using the MUSIC and ESPRIT algorithms
implemented for this work are consistent with the reference
paper over the range of common estimation lengths.

Finally, in contrast to the rootMUSIC and ESPRIT estima-
tors, which return discrete values for frequency or wave
number estimates, the AR algorithm returns a spectral func-
tion from which frequencies/wave numbers are estimated by
determining the peak locations of the spectrum. In the case
of very short apertures and/or very noisy signals, picking the
peak locations from the spectrum becomes more difficult due
to spurious peaks and/or peak broadening and overlap. Con-
sequently, determining the peak locations for the AR estima-
tor can be highly dependent on the peak picking algorithm
used. In this work, an automated procedure was implemented
for peak picking based on finding values above a threshold
30 dB above the mean normalized spectrum level. Because
of the very narrow peaks of the high-resolution spectral es-
timates, the threshold was effectively 30 dB above the spec-
trum noise floor. The resulting peak locations were then
sorted lowest to highest in order to yield the frequency or
wave number estimates. This approach was greater than 85%
effective at determining the proper peak locations. Failure
occurred at very short apertures when only one peak was
detected, or for high SNR when more peaks than frequencies
were detected and the correct frequencies were in the incor-
rect bin after being sorted. In the second case, incorrect fre-
quency estimates were classified as spurious and eliminated
from the statistical analysis of estimator performance. Justi-
fication for doing so is provided later in the paper.

Before proceeding, it should be noted that for this work
emphasis was placed on extracting the locations of the modal
peaks and not on estimating their amplitudes. This distinc-

tion was made in recognition that variances in peak levels for
AR spectral estimates can be large.13 Thus, in comparing
spectral estimates made using the AR estimator with esti-
mates made using other methods, such as classical methods,
observed differences in spectral amplitudes for resolved
modal eigenvalues were ignored. Further, this property of the
AR estimator makes it unsuitable for estimating compres-
sional wave attenuation from modal amplitude estimates.14

Autoregressive spectral estimators

Autoregressive spectral estimators are based on approxi-
mating a discrete-time process by a rational transfer function
model for the data. They are based on an all-pole model for
a linear system where the data are modeled as the output of
the system driven by white noise.10 The all-pole nature of the
model is appropriate for describing spectra of signals having
large peaks at particular frequencies, or at particular wave
numbers, as in the case of the depth-dependent Green’s func-
tion for shallow water.

For an autoregressive process, the output sequence
�x�n�	 is a linear regression on itself along with a random
input or driving process �w�n�	. Using the notation of
Marple10

x�n� = − 

m=1

p

a�m�x�n − m� + w�n� , �3�

where p is the model order of the AR process used to repre-
sent the data. Assuming the input driving process is a zero-
mean white noise sequence with variance �2, the power
spectral density PAR is expressed in terms of the AR model
coefficients a�k� as

PAR�f� =
�2

�1 + �m=1
p a�m�exp�− i2�fm��2

, �4�

where f is frequency and a unity sampling interval has been
assumed. Equivalently, PAR can be expressed by the dis-
crete Fourier transform

PAR�f� = 

m=−�

�

rxx�m�exp�− i2�fm� , �5�

where rxx�m� is the autocorrelation sequence

rxx�m� = E�x�n�x*�n − m�	 . �6�

PAR is obtained by first estimating the coefficients
a�1� , . . . ,a�p� and �2. The spectrum is then obtained by
evaluating the denominator of �4� by applying a FFT to the
estimated AR coefficients, where the frequency sampling in-
terval is determined by the number of FFT points specified.
Zero padding the signal by increasing the number of FFT
points does not affect the resolution of the estimator, but can
impact its performance. In order to get meaningful perfor-
mance statistics, the number of points must be selected such
that the resulting frequency bin widths are less than the in-
herent resolution of the estimator.

There are several ways of estimating the AR parameters
presented in the literature, including the Yule-Walker
method, the Burg method, the covariance method, and the
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modified covariance method. Each of these is discussed in
some detail in the review article by Kay and Marple,15 as
well as in the respective texts by the individual authors.10,16

Of these methods, the modified covariance approach was se-
lected based on its potential for yielding high-resolution es-
timates with the least amount of bias and no spectral line
splitting.10

III. EVALUATION OF THE AR ESTIMATOR

In order to judge the performance characteristics of the
AR algorithm to estimate modal wave numbers, several tests
were first performed on time series data for a signal plus
noise. These tests were adopted from the paper of Rajan and
Bhatta9 for comparison with their results. The time domain
signals were chosen with frequency and time-sampling inter-
vals yielding estimation lengths that are typical of wave
number differences and range-sampling intervals for acoustic
measurements made in shallow-water waveguides. The sig-
nal data for the numerical studies were generated using

y�n� = 

i=1

L

Ai exp�i2�f in/fs� + w�n�, n = 0, . . . ,N − 1,

�7�

where the Ai are amplitudes, f i are frequencies, fs is the
sampling rate in samples/second, and w�n� is complex white
Gaussian noise. For all studies, the amplitudes were equal
with a value of 1, and the sample rate was fs=1 sample/s.

Using this signal model, estimator performance was
evaluated with respect to the resolution of closely space fre-
quencies or wave numbers along with the variance of the
estimates for signals with additive noise. Resolution of single
frequencies was compared with the theoretical resolution of
AR based frequency estimators given by10

	f =
1.03

Tp�SNRlin�p + 1��0.31 , �8�

where 	f is the frequency resolution, T is the data time ap-
erture, p is AR model order, and SNRlin is the signal-to-
noise ratio in linear units.

Algorithm performance was evaluated by determining
the mean square error �mse� for individual frequency or
wave number estimates10

mse�
̃� = E��
 − 
̃�2	 = var�
̃� + �B�
̃��2, �9�

where 
 is the true parameter value, 
̃ is the estimate, E��	 is
the expected value operator, and B is the bias.

A. Frequency estimation for multitone signals

1. Frequency estimation error

Estimation errors for estimating both single and
multiple-tone components in noisy signals were treated by
Rife and Boorstyn17,18 where they derived the Cramér-Rao
bound. For an unbiased estimator, the CRB is the best esti-
mate that can be obtained for a particular parameter given the
available data. In other words, the CRB gives an estimate of
the minimum variance obtainable for estimating a parameter

from noisy data. For their work, and the discussion that fol-
lows, the noise was assumed to be independent Gaussian
white noise with zero mean and variance �2.

Using the signal model of Eq. �7� with L=1, the CRB
for estimating a single frequency is17

mse� f̃� � var� f̃� =
1.5�2fs

2

A2N�N − 1��2N − 1�
, �10�

where N is the number of samples and the initial sample
index starts at zero. The bounds for parameter estimates of
multitone signals are more complicated. When multiple fre-
quencies are present, in addition to SNR, the CRB depends
on the difference frequencies. For difference frequencies less
than 2fs /N, constructive and destructive interference occurs
and the CRB increases relative to the single-tone case. For
difference frequencies greater than 2fs /N, Eq. �10� holds.

In this work, the CRB was determined numerically for
the signal model given by Eq. �7�, which can be expressed as

Y = X + W , �11�

where X is the signal sample vector and W the noise sample
vector, each of length N. Assuming independent noise
samples with variance �2, the noise correlation matrix is
given by Rw=�−2I, with I an L by L identity matrix, where L
is the number of frequencies. The probability density func-
tion, �, of Y given X is

��Y/X� =
�Rw�1/2

�2�
exp�1

2
�Y − X�TRw�Y − X�
 . �12�

Referring to �7�, X, and, hence, Y, is a function of the pa-
rameters Ai and f i. The CRB for each parameter is deter-
mined from the diagonal elements of the inverse of the
Fisher information matrix, J. For the parameter pairs 
a and

b, the elements of J are given by,

Jab = − E� �2

�
a�
b
log �� . �13�

Inverting J gives the bounds as

var�
̃a − 
a� � Jaa, �14�

where Jaa is the ath diagonal element of J−1.
It can be shown that the bounds are the same for indi-

vidual frequency estimates obtained from signals comprised
of equal amplitude complex tones with equally spaced
samples and independent noise. For this work, using Eqs.
�33�–�42� in the paper by Rife and Boorstyn,18 J was deter-
mined numerically using �13� and inverted to get the CRB.
Calculated this way, the CRB was used as a basis of com-
parison for estimating single frequencies using the AR esti-
mator as well as the MUSIC and ESPRIT methods.

For the two-frequency case, the two term summation of
�7� yields a spectrum with two peaks. Estimates were made
for various noise levels as indicated by the signal-to-noise
ratio. SNR for this study was defined as 10log10��s

2 /�n
2�,

where �s
2 and �n

2 are the mean-square signal power and noise
power, respectively. For most test cases that follow, 500 re-
alizations of the additive noise were generated to determine
performance statistics. AR model order was determined by
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trial and error at each SNR as the maximum order that gave
only two peaks for all realizations of the signal. Although
there are several methods for determining the appropriate
model order for the AR estimator, selecting a model order
between N /3 and N /2 usually yields acceptable results.10

This empirical result was observed in numerical trials re-
ported by Becker.19 For a 40 sample signal and SNR
�30 dB, a model order of 13 was used which was approxi-
mately equal to N /3. The mean square error of Eq. �9� was
used as a basis for performance and compared to the CRB as
described earlier. Results are given in decibels �dB� calcu-
lated as 10log10�mse�. In addition to the CRB, the AR results
are compared with estimates obtained using MUSIC and ES-

PRIT algorithms.

2. Frequency estimation error with increasing SNR

Frequency estimates were made for individual frequen-
cies f1=2.3/2� Hz and f2=2.5/2� Hz for increasing SNR
from 5 to 50 dB. The number of data samples was 40 for a
constant estimation length Les=1.27. 500 realizations of the

noise were made at each SNR and the AR, MUSIC, and ES-

PRIT estimation algorithms applied to each. The mse for es-
timating the two frequencies are plotted in Fig. 1 with nu-
merical values given in Table I. For this case, where 	f = f2

− f1=0.1/�
2fs /N=2/40, and for most other cases in this
study, the CRB was determined numerically. In addition to
mse, the variance and bias were determined separately in
order to gauge their individual contributions to the error.
Variance and bias estimates for each of the two frequencies
at the different SNRs are given in Tables II and III, where
variance results are presented as 10log10��2� for easy com-
parison with the CRB. From the results, estimator perfor-
mance can be summarized by the following:

�1� For SNR�5 dB and an estimation length of 1.27, ESPRIT

obtained the lowest mse. MUSIC obtained the lowest mse
at a SNR of 5 dB.

�2� For SNR�10 dB and an estimation length of 1.27, the
mse of the AR estimates were lower than that of MUSIC

and ranged within 0.01 to 0.38 dB of ESPRIT.

FIG. 1. �Color online� Frequency esti-
mation error and bias vs SNR for f1

=2.3/2� and f2=2.5/2� and Les

=1.27.

TABLE I. SNR �dB� vs 10 log10�mse� for estimation of frequencies f1=2.3/2� Hz and f2=2.5/2� Hz for
estimation length Les=1.27.

SNR

MUSIC ESPRIT AR

C-Rf1 f2 f1 f2 f1 f2

5 −48.47 −49.26 −48.20 −48.81 −47.51 −48.04 −56.43
10 −55.82 −56.10 −56.35 −56.74 −56.39 −56.51 −61.43
20 −66.68 −66.75 −67.39 −67.63 −67.31 −67.34 −71.43
30 −76.78 −76.81 −77.51 −77.72 −77.31 −77.44 −81.43
40 −86.80 −86.82 −87.53 −87.73 −87.35 −87.46 −91.43
50 −96.80 −96.81 −97.53 −97.73 −97.35 −97.43 −101.43
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�3� The higher mse of the AR estimates at very low SNR can
be attributed to a large variance resulting from an inabil-
ity to resolve individual peaks in the spectra.

�4� The AR bias error is the same order of magnitude as that
of ESPRIT and MUSIC except at very low SNR.

The results presented are consistent with the results for
MUSIC and ESPRIT reported previously.9 Although the estima-
tion results had a slight bias, violating an assumption of the
CRB, the bias was small enough to justify comparison with
the bound. Further, the bias for SNR�10 dB was suffi-
ciently small that mse effectively gives a measure of the
variance of the estimates. The observed AR estimator vari-
ance of around 2�10−8 at 30 dB SNR also compared favor-
ably to the variance estimate given by Sakai20 for an AR
frequency estimator which is proportional to SNRlin

−2 /N or
2.5�10−8 for N=40.

3. Resolution of two close frequencies

Frequency resolution performance of the AR estimator
was determined by identifying two closely spaced frequen-
cies in the presence of noise. This scenario is analogous to
the case of closely spaced wave numbers for a shallow water
waveguide. The signal model of Eq. �7� was used for two
frequencies separated by a 	f that ranged from
0.009 to 0.1 Hz. The signal length was held fixed at 40
samples giving estimation lengths of 0.36
Les
4. Using
Eq. �8�, at 20 dB SNR, a minimum model order of 13 was
required to resolve a 	f =0.009 Hz. The frequencies used to
generate the complex signal were f2= f0=0.4 Hz and f1= f0

−	f Hz. 500 realizations of the noise were generated for
each 	f . Model order was fixed at 13 for SNR�40 dB. At
higher SNR model order was chosen as the maximum order

which only yielded two peaks in the spectrum. Results from
this analysis are presented for a SNR of 20 dB in Fig. 2. The
figures show that as Les increases, the mse approaches the
CRB for all estimators. The CRB is constant for an estima-
tion length greater than 1.6 where the frequency difference is
sufficiently large that the two frequencies do not influence
each other. These results suggest that for a given SNR there
is an optimal value for Les where the minimum estimation
error is achieved. Finally, the performance of the AR estima-
tor for Les�0.7 is better than MUSIC and on par with ESPRIT.

4. Size of data vector and model order selection

For the previous results, AR model order was selected in
an ad hoc manner based on the known number of frequency
components in the signal. However, in addition to being de-
pendent on SNR and aperture, resolution and variance of the
AR estimator are also a function of model order.10,20 Al-
though the all pole model of the AR estimator suggests that
model order be selected equal to the number of complex
sinusoids in the signal, the presence of noise requires an
increase in the number of model parameters used to best fit
the data. AR estimator performance was evaluated for the
resolution of closely spaced frequencies for fixed frequency
content and varying estimation lengths by increasing the data
aperture, i.e., increasing the number of samples. Resolution
and variance were also examined at a fixed estimation length
for increasing model order.

The frequencies, f1=0.39 Hz and f2=0.40 Hz, with
SNR=10 dB were to be resolved for increasing data aper-
tures. Estimation length was increased from 0.4 to 2, and the
probability of success in identifying f1±0.001 Hz and
f2±0.001 Hz were determined for 500 realizations of the
noisy signal. For SNR=10 dB and N=40, an AR model or-

TABLE II. SNR �dB� vs 10 log10��2� of estimates for frequencies f1=2.3/2� Hz and f2=2.5/2� Hz with
Les=1.27.

SNR

MUSIC ESPRIT AR

f1 f2 f1 f2 f1 f2

5 −48.55 −49.31 −48.22 −48.82 −47.61 −48.21
10 −55.84 −56.12 −56.39 −56.78 −56.68 −56.83
20 −66.69 −66.78 −67.40 −67.65 −67.34 −67.35
30 −76.79 −76.84 −77.52 −77.74 −77.30 −77.44
40 −86.80 −86.84 −87.53 −87.75 −87.34 −87.46
50 −96.80 −96.84 −97.54 −97.75 −97.35 −97.43

TABLE III. SNR �dB� vs bias of estimates for frequencies f1=2.3/2� Hz and f2=2.5/2� Hz for Les=1.27.

SNR

MUSIC ESPRIT AR

f1 f2 f1 f2 f1 f2

5 5.25�10−4 −4.01�10−4 3.29�10−4 −2.52�10−4 −6.37�10−4 7.95�10−4

10 1.39�10−4 −1.37�10−4 1.58�10−4 −1.43�10−4 −3.81�10−4 4.06�10−4

20 2.96�10−5 −4.01�10−5 2.99�10−5 −3.46�10−5 −3.78�10−5 2.99�10−5

30 8.25�10−6 −1.25�10−5 7.46�10−6 −9.87�10−6 −1.52�10−6 −1.55�10−6

40 2.51�10−6 −3.94�10−6 2.16�10−6 −3.01�10−6 8.11�10−7 −1.61�10−6

50 7.82�10−7 −1.24�10−6 6.64�10−7 −9.43�10−7 3.48�10−7 −5.78�10−7
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der of 20 was necessary to theoretically resolve the two fre-
quencies. For the shortest estimation length, the AR algo-
rithm was not always able to resolve two individual peaks in
the spectrum. In these instances, the AR estimator was con-
sidered to have failed. Nonetheless, estimator performance
was determined as a percentage of the number of successful
runs. Justification for this methodology is given in the next
paragraph. Figure 3 shows the probability of success for AR,
MUSIC, and ESPRIT as for estimating f1 as Les was increased.
Overall, the three estimators showed about equal perfor-
mance over the different estimation lengths. In particular, for

Les�1.2, a 100% success rate was achieved. These results
are consistent with the results of the previous section where
all estimators performed equally well for Les�1.5 and also
with the results of Rajan and Bhatta.9

The effect of model order selection on resolution and
variance was considered for a signal comprised of 40
samples with two sinusoids at f1=0.4 Hz and f2=0.35 Hz
and a SNR of 20 dB. In addition to shedding light on the
effect of model order on resolution, this test illustrates the
introduction of spurious peaks into the spectrum for high
model orders. This effect is clearly shown in Figs. 4 and 5.

FIG. 2. �Color online� Frequency esti-
mation error and bias vs Les for esti-
mating f1=2.3/2� and f2=2.5/2�.
SNR=20 dB and 0.36
Les
4.

FIG. 3. �Color online� Probability of
success for estimating f1±0.001 for
increasing Les.
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For these two the figures, in the left column are the estimates
of each spectrum for the 100 signal realizations plotted on
top of one another. The right column is a plan view of the
individual spectral estimates plotted by realization number.

In the plan view, spectral peaks below 60 dB down are not
shown. This display gives an indication of both peak width
and location and shows a decrease in peak width with in-
creasing model order. It is interesting to note that for a signal

FIG. 4. Spectral estimates for 100 re-
alizations of two frequency cisoid with
additive noise. SNR=20 dB, f1

=0.35 Hz, f2=0.40 Hz. AR model or-
der is indicated at top of each plot in
parenthesis.

FIG. 5. Spectral estimates for 100 re-
alizations of two frequency cisoid with
additive noise. SNR=20 dB, f1

=0.35 Hz, f2=0.40 Hz. AR model or-
der is indicated at top of each plot in
parenthesis.
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comprised of a known number of sinusoids, the addition of
noise requires that the AR model order be larger than the
number of frequencies to better estimate the spectrum as
given by Eq. �4�. For analysis of acoustic data, this precludes
preselection of model order based on the estimated number
of propagating modes from a priori knowledge of the envi-
ronment. In addition, as model order increases past N /3, it
can be seen that spurious peaks are introduced into the spec-
tra. Extra peaks cause ambiguity in the selection of the peaks
which represent the true signal. However, the plots also in-
dicate that the peaks associated with the two known excited
frequencies are stable over all realizations. This type of be-
havior is typical of AR wave number estimates for range-
independent or slowly varying shallow-water waveguides, as
illustrated by application to a real data set in Fig. 6, and has
been used to identify the prominent propagating modes using
the sliding window transform method.19,21 Figure 6�b� indi-
cates that modes 1 and 2 were strongly excited at all ranges,
and mode 3 was only weakly excited and more variable as a
function of range. These results provide justification for de-
termining successful and unsuccessful AR runs as discussed
previously. After identifying the strong spectral lines that are
stable over realization numbers or ranges, spurious peaks
appearing well outside the stable region for a single realiza-
tion could be classified as outliers. The contributions from
spurious peaks were removed when calculating the probabil-
ity of success for small Les shown in Fig. 3. The earlier
analysis indicates that model order selection for AR spectral
estimates with no a priori knowledge must strike a balance
between resolution and the introduction of spurious peaks.
This topic is covered in detail in Marple.10 Further, the analy-
sis indicates how it is possible to confidently estimate wave
numbers corresponding to propagating modes in a wave-
guide by strong “lines” on the wave number/range plots ob-
tained from a sliding window spectral estimator. For general
analysis, it is recommended that model order be selected as
N /3. If SNR is very high, a lower model order might also be
used with equal success.

B. Application of AR estimator to acoustic data

The AR spectral estimator was applied to determine the
horizontal wave numbers for the normal modes propagating

in a shallow-water waveguide. For a range-independent
shallow-water waveguide, the acoustic pressure field written
in terms of normal modes is5

p�r;zs,z� �
�2�

��zs�
ei�/4


l=1

�

�l�0,zs��l�r,z�
eiklr

�klr
, �15�

where �l�0,zs� is the mode function at the source location,
�l�r ,z� is the mode function in range and depth, l is the
mode number, and ��zs� is density. Correcting for geometric
spreading and adding a noise term, the pressure signal to be
analyzed can be represented for a fixed depth and discrete
range intervals as9

y�n� = �n�rP�n�r� + w�n�r� = 

l=1

L

Al�l + w�n�r� , �16�

where the range interval is sampled by �r, and �l=eikln�r, is
the mode function with horizontal wave number kl and am-
plitude Al which depends on the mode excitation at the
source location. The objective was to estimate the kl from the
data measured along r. To generate synthetic complex-
pressure data the normal-mode acoustic propagation code
KRAKEN �Ref. 22� was used. KRAKEN calculates normal
modes at a given frequency for a given environmental
model. The complex pressure field can then be constructed
from the modes at all ranges for given source and receiver
depths. A Pekeris waveguide environment was used with the
parameters listed in Table IV. The source frequency was
100 Hz, with the source and receivers at depths of 20.5 and
15.5 m, respectively. The field was calculated on a 1 m range
grid. Modal eigenvalues and amplitudes at the source and the
receiver determined by KRAKEN are given in Table V. For
this waveguide and source/receiver geometry modes 1 and 2
had almost equal excitation amplitudes, while mode 3 was
only very weakly excited. At the receiver depth, the ampli-

FIG. 6. Range dependent wave num-
ber estimates vs range using AR esti-
mator with 1000 m aperture stepping
every 25 m. Total data aperture was
4 km and frequency was 50 Hz.

TABLE IV. Pekeris ocean model. Frequency=100 Hz, source depth
=20.5 m, and receiver depth=15.5 m.

Depth �m� cs �m/s� � �g/cm3� 
 �Np/m�

0-40 1515.0 1.0 0.0
40+ 1800.0 1.56 0.001
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tude of mode 2 was about 1 /3 that of mode 1. Based on the
individual mode excitation amplitudes and the relative am-
plitudes at the receiver depth, relative-wave number spec-
trum amplitudes were expected to range from high for mode
1 to very low for mode 3. Thus, mode 3 was expected to be
difficult to detect even at high SNR. For the given field,
wave number estimates were made and mse calculated for
various aperture lengths and SNR levels. For a �kr between
modes 1 and 2 of 0.0172 m−1 the estimation lengths ranged
from 4.1 to 8.2, where N was equal to the aperture length for
�r=1. AR model order was set to be N /3 and determined by
total aperture length. The mse results in Table VI are consis-
tent with the expectations discussed above. Using either the
AR estimator or ESPRIT, the mse for estimating the first mode
was approximately 10 dB better than the estimates for mode
2. Errors for estimating mode 3, when it could be resolved,
were considerably worse than for estimating modes 1 and 2.
For most cases the AR estimator and ESPRIT estimator results
were closely matched. One exception occurred when estimat-
ing the first mode for signals with a 40 dB SNR and using a
240 m aperture. For this case, the AR estimator result was
considerably better than the ESPRIT result. This result was not
expected and is not very well understood. However, it is
beyond the scope of this paper to explore the ESPRIT results
in any greater detail. Overall, and consistent with the previ-
ous study of time series data, the AR estimator performed as
well as or slightly better than the other high-resolution meth-
ods.

IV. APPLICATION TO RANGE-DEPENDENT
ENVIRONMENTS

This work was primarily motivated by the need to esti-
mate wave number content for range-dependent environ-
ments. Some evidence of range dependence can be seen in
the example shown in Fig. 6. There is a slight shift in the
wave numbers for modes 1 and 2 starting around 4.7 km and

there is much variability in the third mode. However, the
data have not been fully assessed to draw any firm conclu-
sions about range dependence. Previous work also consid-
ered the use of high-resolution estimators for environments
known to be range dependent.9 Wave number estimates were
obtained using short aperture transforms for an environment
with range-dependent bathymetry. Synthetic acoustic data
were generated for a waveguide with homogeneous sediment
properties and a bathymetric slope of 1.67 m/km, making an
angle of 0.955° from the horizontal. For this slightly range-
dependent case, the pressure field can be approximated using
adiabatic mode theory as23

p�r;zs,z�

�
�2�

��zs�
ei�/4


l=1

�

�l�0,zs��l�r,z�
ei�0

rkl�r��dr�

��
0

r

kl�r��dr�

.

�17�

Under this assumption, horizontal wave numbers are ex-
pressed as a function of range. Estimates for wave numbers
from the range-dependent synthetic acoustic field fell be-
tween those expected for the minimum and maximum depths
spanned by the aperture. It was concluded that errors associ-
ated with wave number estimates under the assumption of
locally range-independent segments were small. Further, er-
rors associated with this type of slight range dependence
would be indistinguishable in the presence of noise. The be-
havior described above in the reference study9 was observed
for wave number estimates made on an independent data set
provided as part of a recent geoacoustic inversion techniques
�GAIT� workshop.19,24

A. Range dependent sediment properties

Examining Eq. �17� earlier, in addition to range-
dependent bathymetry, wave numbers must satisfy local
boundary conditions and are sensitive to changes in bottom
type with range. Therefore, a more interesting environment
from the GAIT workshop was a waveguide with range-
dependent sediment properties. In contrast to the previous
case where the sediment depth profile was constant with
range and waveguide thickness varied, an environment was

TABLE V. Modal eigenvalues and corresponding amplitudes at source and
receiver for Pekeris ocean model.

Mode No. kl �1/m� �s �r

1 0.409260 0.179 0.204
2 0.392023 0.181 0.074
3 0.361364 −0.003 −0.178

TABLE VI. SNR �dB� vs 10 log10�mse� of eigenvalues for different data aperture lengths.

SNR �dB� Aperture �m� Les Mode No. ESPRIT AR

40 240 4.1 1 −70.94 −75.23
2 −62.44 −63.94
3 −8.80 −30.07

40 360 6.2 1 −87.38 −87.56
2 −77.70 −78.35
3 −51.28 −53.08

20 360 6.2 1 −70.57 −69.80
2 −62.53 −62.29

20 480 8.2 1 −79.09 −79.18
2 −72.41 −72.39
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designed to simulate an uplifted fault by introducing an in-
trusion of basement material into the sediment layer.25 The
waveguide depth was constant and no a priori information
regarding the nature or the location of the intrusion was pro-
vided. Range-dependent geoacoustic parameter estimates
were to be obtained using the given acoustic field data and
accompanying water column data, including depth, sound
speed, and source/receiver locations.

When first attempting to analyze the given data set, a
sliding window approach was used based on a classical FFT
based estimator. The data considered were 50 Hz complex
pressure data on a horizontal receiver array at a depth of
25 m. The total array aperture was 5 km, with elements
spaced every 5 m. Using apertures of 1 and 2 km, the initial
results indicated range dependence of the wave numbers.
However, individual modal peaks could not be well esti-
mated due to aperture length and windowing effects.19 Ex-
perimenting with the data, it was determined that a high-
resolution wave-number estimator would be required to
resolve individual mode numbers and to track any changes
with range.

An AR algorithm was implemented in a sliding window
wave-number estimator and applied to the GAIT workshop
data. Using a 1000 m window stepped every 5 m the loca-
tion of the intrusion was determined by observing changes in
estimated wave numbers as the window was moved in range.
Using this approach, it was found that the intrusion occurred
for ranges between 1100 and 2900 m from the source and
was composed of material with a faster sound speed than the
surrounding area. This result was verified by Chapman et
al.24 with full details of the methodology and results given
by Becker et al.21 It should be emphasized that the location
of the leading edge of the intrusion at 1100 m ultimately
dictated the size of the data aperture that could be used for
this type of analysis. Having identified the location and ex-
tent of the intrusion, best estimates of wave number content
were determined by using the full extent of the range-
independent segments available. The nature of the wave-
guide environment and the resulting wave number estimates

for the given pressure field data are shown in Fig. 7. Wave
number spectral estimates are presented for both the intru-
sion and the surrounding material. The true wave number
values for both regions are included in each subplot to illus-
trate the differences between the two regions.

V. CONCLUSIONS

An autoregressive spectral estimator was applied to es-
timate either the frequency content or wave number content
of noisy signals. The high-resolution frequency estimation
property of the AR estimator gives it an advantage over FFT-
based methods for analyzing acoustic data with closely
spaced wave numbers, and in particular for short aperture or
range-dependent data. Here its performance was shown to be
as good as ESPRIT and MUSIC for estimation lengths typical of
shallow-water waveguide data. In addition, the AR approach
is advantageous in that it does not require that the number of
propagating modes be known a priori. Further, the number
of and values for the individual modes can easily be estab-
lished by strong lines in range/wave number plots. This ap-
proach has been successfully applied to a number of recent
data sets, both synthetic21 and real.19 Its performance, evalu-
ated here and from use on real data, has proven it to be a
useful tool for extracting the modal content of acoustic field
data measured on horizontal arrays.
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To better understand how the auditory system extracts speech signals in the presence of noise,
discrimination thresholds for the second formant frequency were predicted with simulations of
auditory-nerve responses. These predictions employed either average-rate information or combined
rate and timing information, and either populations of model fibers tuned across a wide range of
frequencies or a subset of fibers tuned to a restricted frequency range. In general, combined temporal
and rate information for a small population of model fibers tuned near the formant frequency was
most successful in replicating the trends reported in behavioral data for formant-frequency
discrimination. To explore the nature of the temporal information that contributed to these results,
predictions based on model auditory-nerve responses were compared to predictions based on the
average rates of a population of cross-frequency coincidence detectors. These comparisons
suggested that average response rate �count� of cross-frequency coincidence detectors did not
effectively extract important temporal information from the auditory-nerve population response.
Thus, the relative timing of action potentials across auditory-nerve fibers tuned to different
frequencies was not the aspect of the temporal information that produced the trends in
formant-frequency discrimination thresholds. © 2006 Acoustical Society of America
.�DOI: 10.1121/1.2225858�

PACS number�s�: 43.64.Bt �WPS� Pages: 1435–1445

I. INTRODUCTION

The auditory system has a remarkable ability to extract
speech information in the presence of noise. The study pre-
sented here was intended to improve our understanding of
signal-processing and encoding mechanisms in the periph-
eral auditory system. Formant-frequency discrimination in
background noise was studied using simulations of cat model
auditory-nerve �AN� responses, and predictions of discrimi-
nation performance based on the AN model responses were
compared with behavioral data in cat �Hienz et al., 1998�.
Analyses of the AN model responses were based on either
the information present in the discharge rate alone or on the
combined information in both the rate and timing of AN
discharges. In addition, one simple neural mechanism for
decoding temporal information, coincidence detection, was
investigated to determine whether cross-frequency coinci-
dences of AN discharges contributed to the temporal encod-
ing of formant frequencies.

Human thresholds for frequency discrimination of the
second formant �F2� have been reported in the range of
1%–5% �Flanagan, 1955� to 6.8% �Mermelstein, 1978� in

earlier studies, and as low as 1.9% �Hawks, 1994� and
1%–2% �Kewley-Port and Watson, 1994; Kewley-Port et al.,
1996� in more recent studies. The latter studies included
highly trained listeners in paradigms with low stimulus un-
certainty. These thresholds are roughly an order of magni-
tude higher than pure-tone frequency discrimination thresh-
olds; the pure-tone frequency discrimination threshold for a
tone in the F2 frequency region �e.g., 2000 Hz� is 3.2 Hz
�0.16%� �Wier et al., 1977�. However, formant-frequency
discrimination differs fundamentally from pure-tone fre-
quency discrimination. Changes in the formant frequency are
not associated with changes in the frequencies of the har-
monics, but rather with a pattern of level changes distributed
across the harmonic frequencies in the region of the formant
peak �Fig. 1�. Thus, understanding formant-frequency dis-
crimination presumably requires an understanding of how
the combined changes in the amplitudes of the harmonics
associated with changes of the spectral envelope’s center fre-
quency affect the response patterns of the auditory periphery.

Quantitative tools are available for predicting behavioral
thresholds based on the responses of AN fibers. Siebert
�1965, 1968� developed a strategy for predicting limits of
level discrimination for pure tones based on a very simple
description of the auditory periphery. Heinz et al. �2001a�
extended Siebert’s approach to allow the use of recent com-
putational models for AN responses. Since both approaches
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include analyzing population responses and combining infor-
mation across fibers tuned to different frequencies, they pro-
vide appropriate tools to study formant-frequency encoding.
Furthermore, Heinz �2000� developed a computational strat-
egy for predicting psychophysical performance on tasks that
involve tones in noise maskers. We have applied and ex-
tended his strategies in this study of formant-frequency dis-
crimination of vowels in quiet and in the presence of noise
maskers.

Understanding speech coding in the presence of masking
noise is a real challenge for both physiologists and psycho-
physicists. A central question in this puzzle is what aspects of
AN responses convey information about complex sounds to
the central nervous system. Most studies of speech sounds,
including studies of speech recognition, focus on spectral
energy, and the most straightforward coding strategy for en-
ergy is typically assumed to be average discharge rate. How-
ever, intense noise maskers and the relatively high levels of
harmonics near formant peaks tend to dominate the rates of
AN fibers, reducing the sensitivity of rate to small changes in
the levels of neighboring harmonics. Hienz et al. �1996� con-
cluded that behavioral results in cat for vowel discrimination
in the presence of high-level maskers could not be explained
by the rates of high-spontaneous-rate �HSR� AN fibers,
which are severely degraded in this stimulus condition �Sa-
chs and Young, 1979; Delgutte and Kiang, 1984b; Sachs et
al., 1983�. Although low-spontaneous-rate �LSR� fibers may
provide a wider dynamic range based on rate, it is clear from
our results that there is ample information in the timing of
small populations of HSR fibers to explain the behavioral
results. The importance of the temporal responses of small
populations of fibers tuned near the frequency of interest is
consistent with previous studies �Young and Sachs, 1979;
Sachs et al., 1983; Delgutte and Kiang, 1984a, b; Miller et
al., 1987; Tan and Carney, 2005�.

One concern is that quantitative predictions of psycho-
physical performance based on physiological responses often
require comparisons across species. Most knowledge of AN
responses is based on the cat, whereas most psychophysical
knowledge of vowel discrimination is based on studies with
human listeners. In the case of formant-frequency discrimi-
nation, however, behavioral results in the cat �Hienz et al.,

1998� can be used to directly compare predictions based on
cat model AN responses to psychophysical results for F2
discrimination. Hienz et al. �1998� measured behavioral
formant-frequency discrimination thresholds in cat, for both
vowels in quiet and with noise maskers at various signal-to-
noise ratios. Their results show that formant-frequency-
discrimination thresholds of cat at low and medium noise
levels �signal-to-noise ratios �SNRs� of 23 and 13 dB, re-
spectively� are similar to the threshold measured in quiet
�approximately 2.5% of the F2 frequency�, whereas the
threshold in the presence of a high noise level �SNR of 3 dB�
is significantly elevated �approximately 5.8%�. In human lis-
teners, a similar trend in thresholds is seen as a function of
SNR, with thresholds increasing very gradually for high
SNRs and then increasing more significantly at low SNRs
�Liu and Kewley-Port, 2004�.

In the current study, the Hienz et al. �1998� formant-
frequency discrimination task was simulated using a popula-
tion of cat AN model fibers �Tan and Carney, 2003�. This AN
model was used in a previous study �Tan and Carney, 2005�
of a related but simpler task involving center-frequency dis-
crimination for harmonic complexes �Lyzenga and Horst,
1995�. In the previous study, the prediction methods assumed
that an ideal central processor used detailed knowledge of
the AN population response pattern for each waveform.
However, this assumption is not realistic when a random
noise masker is included in the stimulus, because knowledge
of the details of the noise response allows an ideal processor
to perform at extremely low thresholds �this issue is dis-
cussed further below�. The study presented here represents
an application of the approach of Heinz �2000� and Heinz et
al. �2002�, in which it was assumed that the central processor
only has knowledge of the averaged response patterns to the
stimuli that include noise �i.e., the AN model response was
averaged across an ensemble of stimuli that included differ-
ent tokens of random noise maskers�.

Given the result that temporal information is sufficient
to explain behavioral performance for formant-frequency
discrimination, it is interesting to explore what aspects of the
temporal responses are most important, and what neural
mechanisms might be used to extract them. In this study,
predictions for formant-frequency discrimination thresholds
were also made using a coincidence-detection mechanism,
which has achieved some success in predicting psychophysi-
cal thresholds for tone detection in noise �Carney et al.,
2002�. The best predictions in the current study utilized both
average-rate and timing information of a relatively small
population of model auditory-nerve fibers tuned near the for-
mant frequency. Predictions based on the average rates of
cross-frequency coincidence detectors were not as successful
as predictions based directly on temporal responses of model
AN fibers or as predictions based on the timing of the re-
sponses of coincidence detectors. This comparison suggests
that the relative timing of AN responses tuned to different
frequencies was not the critical temporal aspect in the pe-
ripheral responses for the formant-frequency discrimination
task.

FIG. 1. Examples of spectral envelopes of synthesized vowels, illustrating
the vowel with the standard second formant frequency �1700 Hz, solid� and
with a frequency shift in the second formant frequency �1800 Hz, dashed�.
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II. METHODS1

A. Stimuli

Vowel stimuli were based on those used in Hienz et al.
�1998�: the synthetic vowel /�/ was produced by a cascade
Klatt Speech Synthesizer �Klatt, 1980� with a sampling rate
of 10 kHz. The fundamental frequency of the vowel was
100 Hz. The first, third, fourth, and fifth formant frequencies
of the synthesized speech signals were fixed at 500, 2500,
3300, and 3750 Hz, respectively. The second formant fre-
quency varied between 1700 and 1900 Hz. Figure 1 shows
the spectral envelopes of two sample vowels with different
second-formant frequencies: 1700 Hz �solid line� and
1800 Hz �dashed line�. The discrimination threshold was
computed for changes in the second formant frequency from
the standard frequency of 1700 Hz based on the response
pattern of the AN model fibers, as described below. The vow-
els were 250 ms in duration, with rise/fall times of 20 ms.
Sound pressure levels of the synthetic vowels were com-
puted on the basis of the total power in the first 30 harmonics
�100 Hz to 3 kHz�. Results are presented in two level
ranges; vowel levels were randomly varied �roved� over a
range of 10 dB �±5 dB, in 1-dB increments� around 50 dB
and 70 dB SPL rms. These levels and rove ranges were cho-
sen to match the stimulus conditions used in the Hienz et al.
�1998� behavioral study.

Noise maskers were added to the vowels to create
stimuli with three different signal-to-noise ratios: 23, 13, and
3 dB SNR, selected to match the Hienz et al. �1998� experi-
ments. The masking noise had a flat spectrum; signal-to-
noise ratios for vowels in background noise were computed
based on the total noise power up to 3 kHz, and noise levels
were varied with respect to the vowel level to adjust the
SNR. The overall levels of the noise masker and vowel were
roved while maintaining the SNR at the indicated value for
each condition.

B. AN model

The Tan and Carney �2003� AN model was used for all
simulations presented here. The time-varying rate function of
the AN model response was used for all calculations; indi-
vidual action potentials were not simulated. The time-
varying rate function is proportional to the probability of AN
discharges throughout the timecourse of the stimulus wave-
form. Its name derives from the fact that it represents the
time-varying average arrival rate for a nonhomogenous Pois-
son process that describes the AN response. The units of the
rate function are spikes/s, and it can be thought of as a pre-
diction of the peri-stimulus-time �PST� histogram of an AN
fiber.

Characteristic frequencies �CFs, the frequency to which
a model AN fiber is most sensitive� were evenly distributed
on a log frequency scale. To study second formant frequency
encoding, CFs from 1200 to 2500 Hz were included, repre-
senting 3.1 mm along the cochlear frequency map in cat
�Liberman, 1982�. Based on Keithley and Schreiber’s �1987�
measurement of the frequency map of the spiral ganglion in
cat, this population of CFs comprised approximately
2000 neurons/mm�3.1 mm, for a total of 6200 AN fibers.

Approximately 61% of the total AN population are HSR
fibers �Liberman, 1978�. Because our AN model only applies
to HSR fibers, only 61% of the AN population was included
in our threshold predictions. Therefore, 3782 �0.61�6200�
model AN fibers with CFs logarithmically distributed from
1200 to 2500 Hz were used in these simulations. Fifty CFs
were simulated; therefore, 76 AN fibers represented each CF
channel for a total of 3782 fibers.

C. Threshold predictions based on AN model
responses

Predictions of formant-frequency-discrimination thresh-
olds were computed from AN model responses using tech-
niques introduced to our field by Siebert �1965, 1968, 1970�.
His approach was to determine the threshold of an optimal
detector based on observations �i.e., AN discharge patterns�
that included the randomness associated with a Poisson pro-
cess. The randomness was assumed to describe the variabil-
ity in AN responses. Siebert’s studies focused on frequency
and level discrimination of pure tones in quiet; however,
Heinz �2000� extended this approach to study tone detection
in the presence of a masker noise.

It is not realistic to assume that an ideal central proces-
sor takes advantage of every detail of the response to every
waveform when the stimulus includes random noise. For ex-
ample, a subtle aspect of a vowel-plus-noise waveform might
change when the formant frequency is slightly shifted. An
ideal processor can take advantage of such subtle changes
because it can directly compare the response to the noise plus
a vowel with the standard formant frequency with the re-
sponse to the same noise waveform plus the vowel with the
shifted formant frequency. Realistically, the randomness of
the noise waveforms, and their variation from trial to trial,
precludes the use of subtle details of these waveforms in
behavioral experiments. To better model the experimental
situation, a suboptimal processor can be considered, such
that detailed knowledge of each masker waveform is not
available to the processor. Heinz �2000, see also Heinz et al.,
2002� used this approach to explore psychophysical perfor-
mance limits for detection of tones in the presence of random
noise by assuming that the central processor uses knowledge
of the expected response to a given type of masker, rather
than knowledge of the responses to individual noise wave-
forms on each trial. In other words, the central processor uses
the expected response pattern �the averaged response to an
ensemble of waveforms that include random noises� as the a
priori information for each trial.

In this study, we adopted Heinz’s �2000� approach and
extended it to include the stimulus variations associated with
the roving-level paradigm. Thus, the suboptimal detector
used a priori information that was based on the expected
response to an ensemble of stimuli that included several
noise masker waveforms and a range of vowel and masker
levels. In particular, the suboptimal detector’s decision was
based on the comparison of the model AN response to a
particular vowel-plus-noise stimulus with a priori informa-
tion consisting of averaged model AN responses to 220 dif-
ferent stimuli. Responses to vowels were simulated for 20
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noise masker waveforms at 11 different levels �±5 dB in 1
-dB increments�.

A straightforward decision variable based on observa-
tions of the AN model population response is an equally
weighted combination of the decision variables based on
single AN model responses, i.e.,

Y��� = �
i=1

M

Yi��i� , �1�

where Yi��i� is the decision variable based on the observation
of the set of AN discharge times, �, of the ith fiber’s re-
sponse pattern, and M is equal to 3782, the total number
of fibers in the population. Thus, AN model fibers with
relatively large changes in their responses as formant fre-
quency is varied, and thus large changes in their decision
variables �i.e., large changes in Yi��i��, contribute more to
the changes in the total value of the decision variable
Y���.

In Heinz �2000, Eq. 5.1�, the sensitivity index Q for the
central processor is defined by

Q�f , f + �f� =
�Ew,��Y����f + �f� − Ew,��Y����f��2

Varw,��Y����f�
, �2�

where Ew,��Y��� � f +�f� and Ew,��Y��� � f� are the expected
values of the decision variable used by the central processor
across an ensemble of waveforms, w, and across the set of
AN discharge times, �, with and without the formant-
frequency shift ��f�. The ensemble of waveforms for the
current study includes the set of different vowel plus noise
levels, including all of the different random masker tokens,
that were included to simulate the roving-level paradigm.
Varw,��Y��� � f� is the variance of the decision variable due
to both the random noise of the masker waveform �exter-
nal noise� and the randomness of the AN discharges �in-
ternal noise�, which was assumed to be described by Pois-
son statistics. Note that the metric Q is very similar to the
commonly used measure of sensitivity, d�. �The two mea-
sures are equivalent in the case of Gaussian distributions
with equal variance.� It is convenient to work with the
normalized sensitivity squared, given by

����f��2 =
Q�f , f + �f�

��f�2 . �3�

Combining Eqs. �1�–�3� and using the description of
sensitivity based on a single AN fiber rate function �e.g.,
Siebert �1970�; see Heinz et al. �2001a� for derivation�, the
normalized sensitivity squared for the AN model population
is �Eq. 5.34 in Heinz �2000��

����f��2 =

��i=1

M 	
0

T

�1/ri�t�f���ṙi�t�f��2 dt�2

��i=1

M 	
0

T

�1/ri�t�f���ṙi�t�f��2 dt + Varw��i=1

M 	
0

T

��ṙi�t�f��/ri�t�f��ri�t�f ,w�dt��
, �4�

where M is the total number of fibers in the population;
ri�t � f ,w� is the response of the ith AN model fiber to the
wth vowel-plus-masker with the second formant fre-
quency, f . T is the duration of the stimulus waveform. The
partial derivative of the rate function with respect to sec-
ond formant frequency is indicated by a dot over the sym-
bol, e.g., ṙi�t � f�. The overbar, e.g., ri�t � f�, indicates the
averaged response of the ith model fiber across an en-
semble of different masker waveforms and across a set of
vowel and masker levels �for the roving-level paradigm�,
i.e., ri�t � f�=Ew�ri�t � f ,w��, and ṙi�t / f�=Ew�ṙi�t � f ,w��
=Ew���ri�t � f ,w�� /�f� is the averaged partial derivative of
the response of the ith fiber. The partial derivative was
estimated computationally as the difference between the
rate functions in response to two slightly different second
formant frequencies, divided by the difference between
the formant frequencies. �A formant-frequency difference
of 1 Hz was used in these calculations.� In the simulations
presented here, an ensemble of 220 noise tokens �20 dif-
ferent noises at each of 11 SPLs within the rove range�

was used to estimate the expected responses of the AN
fibers to the vowel plus noise stimuli.

The complete derivation of Eq. �4� is rather extensive
�see Chap. 5 of Heinz, 2000�; however, it is possible to pro-
vide some intuitive explanation for the equation’s form. The
numerator of Eq. �4� is proportional to the change in the AN
fiber’s rate for small changes in formant frequency; thus, a
larger partial derivative of the rate function with respect to
formant frequency leads to higher sensitivity. The final sen-
sitivity, though, depends not only on changes in the decision
variable but also on its variance �see Eq. �2��. The denomi-
nator in Eq. �4� thus represents the total variance of the de-
cision variable; the first term in the denominator of Eq. �4�
corresponds to the variance due to the Poisson randomness
of the AN discharges �internal noise�, and the second term
corresponds to the variance introduced by the random noise
maskers that vary across waveforms �external noise�.

Finally, the relationship between the central processor’s
sensitivity and behaviorally measured thresholds must be es-
tablished to compare model predictions to behavioral results.
The form of the equation for Q �see Eq. �2�� is equivalent to
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that for the square of the commonly used sensitivity index,
d�. A conventional value of the sensitivity index associated
with threshold �e.g., in a two-alternative forced-choice ex-
periment� is d�=1, or equivalently Q=1. By setting Q equal
to 1 in Eq. �3�, the threshold, or just-noticeable difference
�jnd�, for the formant frequency can be identified. The model
threshold corresponding to Q�f , f +�f jnd�=1 is

�fAN =
1

���f�
. �5�

This model threshold can then be directly compared to psy-

chophysical thresholds for discrimination of formant fre-
quency.

The above equations included both the rate and temporal
information from observations of AN responses. Predictions
can also be computed with only the average-rate information
of the AN responses by assuming that the central processor
knows only the number of discharges for each trial. In this
case, the response of the ith fiber was assumed to be a sta-
tionary Poisson process with an average discharge rate of
Ri�f ,w�. The predicted performance based only on the infor-
mation in the average response rate of the AN model fibers is
given by �Eq. 5.36 in Heinz �2000��:

����f��2 =
��i=1

M
��1/Ri�f���Ṙi�f��2� � T�2

��i=1

M
��1/Ri�f���Ṙi�f��2� � T + Varw��i=1

M
��Ṙi�f��/Ri�f�� � Ri�f ,w� � T��

. �6�

The form of Eq. �6� is the same as that of Eq. �4�, except that
the time-varying rate functions have been replaced by aver-
age rates. The model threshold obtained with only average
rate information was computed using Eqs. �5� and �6�, and
this model threshold was then directly compared to psycho-
physical thresholds.

D. Threshold predictions based on coincidence
detection

Cross-frequency coincidence detection has been pro-
posed as a mechanism to detect temporal cues encoded in
sound stimuli �Heinz et al., 2001b; Carney et al., 2002; Col-
burn et al., 2003�. It has been shown that cross-fiber coinci-
dence counts do not successfully predict trends in psycho-
physical thresholds for discriminating the center frequency

of harmonic complexes �Tan, 2003�. However, the
coincidence-detection mechanism has been reported to suc-
cessfully predict psychophysical thresholds for detection of
tones in the presence of background noise �Carney et al.,
2002�. Thus the ability of the coincidence-detection mecha-
nism to discriminate formant frequencies in the presence of a
noise masker was quantitatively evaluated here.

For simplicity, the outputs of the coincidence detectors
were assumed to be independent nonstationary Poisson pro-
cesses. The quantification methods were adapted from those
used for the AN model fiber predictions �Eq. �4��, except that
the total sensitivity was accumulated over the population of
coincidence detectors instead of the population of AN model
fibers:

����f��2 =

��i � j 	
0

T

�1/Cij�t�f���Ċij�t�f��2dt�2

��i � j 	
0

T

�1/Cij�t�f���Ċij�t�f��2 dt + Varw��i � j 	
0

T

�Ċij�t�f�/Cij�t�f��Cij�t�f ,w�dt��
. �7�

Cij�t � f ,w�=�l=1
Ki �m=1

Kj F�tl
i− tm

j ,w� describes the coincidence
detector that receives the responses to waveform w of the ith
and the jth AN model fibers, where F is a brief �e.g.,
20 �s� rectangular coincidence window with unity height.
Ki and Kj are the total number of discharges on the ith and
jth model fibers. As above, the partial derivatives with
respect to the second formant frequency are indicated by
dots in Eq. �7�, and averages across different vowel-plus-

masker waveforms and levels �for the roving-level para-
digm� are indicated by overbars. The time-varying rate
function of each coincidence detector �Cij�t�� was esti-
mated based on the products of the time-varying rate func-
tions of the convergent model AN fibers �Colburn, 1969,
1977; Heinz et al., 2001b�. The product of the rate func-
tion and the time step used in the simulations is equal to
the probability of a discharge within a time step, and the
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probability of a response in the coincidence detector is the
product of the response probabilities of its two inputs,
thus

C�t� = pij�t�/�t = �pi�t�pj�t��/�t = �ri�t��t��rj�t��t�/�t

= ri�t�rj�t�/�t , �8�

where p�t� is the time-varying probability of discharge, C�t�
and r�t� are time-varying rate functions, and �t is the time
step used in the simulation. �Note that these time-varying
functions are actually implemented in discrete time, but are
shown as continuous-time functions for simplicity.�

The population of coincidence detectors consisted of
model cells that received all pairwise combinations of the
range of model AN CFs used in the simulation. In this study,
each AN fiber innervated a single coincidence detector and
the response of each model coincidence detector was simu-
lated using one pair of model AN fibers. Thus the 3782 HSR
AN fibers with CFs in the frequency range of interest inner-
vated 1891 coincidence detectors. As stated above, the re-
sponses of these 3782 AN fibers were simulated by AN mod-
els of 50 different CFs, and these 50 AN models resulted in
�502+50� /2=1275 distinct pairwise CF combinations as the
inputs to the model coincidence detectors. This expression
excludes the redundant pairwise combinations of AN CFs
but retains coincidence detectors with same-CF inputs. Each
of these simulated CF combinations represented about one or
two coincidence detectors �1891/1275=1.5�.

Formant-frequency discrimination thresholds were pre-
dicted by using the rate-plus-timing information in the re-
sponses of coincidence detectors and by using only the rate
information in these responses. For the rate-only predictions,
coincidence-detector counts were analyzed in a manner simi-
lar to that used for the AN responses �see Eq. �6��. The in-
terpretation of the coincidence-detection predictions was as
follows: Coincidence detectors are driven by temporal coin-
cidences across fibers. If this form of the temporal informa-
tion in the AN responses was most important for encoding
formant frequencies, then the counts �or rate� of the model
coincidence-detector cells should be as successful as the AN
rate-plus-timing predictions in explaining the behavioral re-
sults. Thus, if the coincidence-detectors counts are not as
successful as the AN rate-plus-timing predictions, then the
coincidence detectors are not extracting the temporal infor-
mation that is critical for explaining the thresholds. Predic-
tions based on both rate and timing of the coincidence detec-
tors illustrate the extent to which timing information is
preserved �but not “extracted” into response rates� by these
model cells.

III. RESULTS

Figure 2 illustrates model and behavioral thresholds as a
function of SNR. The goal of this work was to model the
trends in performance, not absolute threshold values. Thresh-
olds for optimal detectors are often significantly lower than
empirical thresholds, but if the correct trends across different
stimulus conditions are observed, then straightforward meth-
ods can be used to elevate the thresholds to match the data
�e.g., by making the model less optimal�. However, if a

model predicts thresholds that are either higher than ob-
served thresholds or have incorrect trends across conditions,
then that model can be eliminated.

Cat performance �thick line in Fig. 2, from Hienz et al.,
19982� shows similar thresholds in quiet, in low-level noise,
and in medium-level noise �the curve is almost flat�, and the
threshold in high-level noise is about twice as high as for the
other noise levels. In contrast, the model’s predicted thresh-
olds based on the average response rate of the AN model
fibers �squares� increased progressively as noise level in-
creased across the entire range of noise levels tested. Perfor-
mance based on both average rate and timing information of
the AN model fibers �circles, based on all the model fibers
with CFs between 1200 and 2500 Hz� also showed an in-
creasing trend in thresholds across all noise levels. However,
the predicted thresholds based on a single frequency channel
�diamonds, the set of AN fibers with CF equal to 1720 Hz�
were similar for quiet and for low and medium noise levels,
and then increased for the high noise level, in agreement
with the cat performance. This improved similarity between
performance predicted by the responses of a subset of AN
model fibers and psychophysical data is consistent with pre-
vious studies �Young and Sachs, 1979; Delgutte and Kiang,
1984a, b; Miller et al., 1987; Tan and Carney, 2005�.

The threshold predictions shown in Fig. 2 were made
using the roving-level paradigm used by Hienz et al. �1998�
for the behavioral tests. Model thresholds were also esti-
mated using fixed-level stimuli to investigate the influence of

FIG. 2. Formant-frequency discrimination thresholds at various SNRs.
Stimulus �combination of vowel and noise� levels were randomly varied
�roved� with level uniformly distributed over a ±5-dB range in increments of
1 dB. Average vowel levels were �a� 50 dB SPL rms and �b� 70 dB SPL
rms. Thick lines are cat performances, no lesions ��Hienz et al., 1998�, open
bars of their Fig. 3�. Model threshold predictions were based on rate-only
information for the population of model fibers with CFs between 1200 and
2500 Hz �squares�, on both rate and timing information for the same popu-
lation of model fibers �circles�, and on both rate and timing information of a
small group �N=76� of model fibers all having the same CF of 1720 Hz
�diamonds�.
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the rove on model predictions �not shown�. As expected,
thresholds based on rate were most affected by the rove for
vowels in quiet �thresholds were increased by about 150%
due to the rove�, and the elevation of threshold due to the
rove dropped to about 10% for the lowest SNR studied
�3 dB� for both 50 and 70 dB SPL vowels. Model thresholds
based on both rate and timing were relatively unaffected by
the rove; thresholds were elevated by approximately 1% or
less for all SNRs for predictions based on the AN population,
and by less than 1% for predictions based on the subset of
fibers tuned near the formant frequency for the 50-dB vow-
els. The effect of the rove was slightly larger for the 70-dB
SPL vowels �up to 2% threshold elevation for vowels in
quiet based on rate and timing of the subset of model fibers�.

The sensitivity of each AN model fiber for predictions
made with average-rate information was calculated by evalu-
ating Eq. �6� for individual CF channels �i.e., sensitivity was
computed separately for each of the 50 different AN model
CFs� and examining the results across CF �Figs. 3�a� and
3�b��. �Note that Fig. 3 illustrates how sensitivity varies as a
function of CF, but the actual contributions of the individual
channels to the sensitivity predicted with the population re-

sponse �Fig. 2; Eq. �4�� also depend upon the combined vari-
ance computed from the responses of all the included AN
channels, i.e., the second term in the denominator of Eq. �4�.�
In general, Fig. 3 illustrates that sensitivity decreased quickly
as the noise level increased, although there was a smaller
difference between the sensitivities in quiet and low-level
noise.

The drop in sensitivity for model responses based on
rate at CFs around 1700 Hz �Figs. 3�a� and 3�d�� was due to
the greater sensitivity of AN rates to changes in energy on
the skirts of their tuning curves as compared to the peaks,
where rates begin to saturate at mid to high stimulus levels
�e.g., Whitfield, 1967; Siebert, 1968�. The response rates for
CFs tuned near the formant frequency are relatively high, as
expected �Figs. 4�a� and 4�c��; however, the changes in rate
for fibers tuned near the formant peak as formant frequency
is varied are relatively small �Figs. 4�b� and 4�d��. The larg-
est changes in rate for small changes in formant frequency
occur for fibers tuned 100–200 Hz below or above the for-
mant frequency �Figs. 4�b� and 4�d��; therefore, these fibers
contribute the most average-rate information �Figs. 3�a� and
3�d��. The rates near the formant frequency are not com-

FIG. 3. Sensitivities computed for in-
dividual CF channels �Eqs. �4� and �6�
computed for one CF at a time�. Rov-
ing vowel plus masker levels averaged
50 �left column� and 70 dB SPL �right
column�, with SNRs of 3 dB �dia-
monds�, 13 dB �asterisks�, 23 dB �thin
lines�, and quiet �bold�. Results are
based on the model using average rate
information �a and d�, or using both
rate and timing information ��b� and
�e��. Panels �c� and �f� show the sensi-
tivity metric �rate and timing informa-
tion� normalized by the peak values to
better illustrate changes in the width of
the curves across SNRs.
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pletely saturated �i.e., rates for CFs near the formant fre-
quency are higher in response to the 70-dB SPL vowel than
in response to the 50-dB SPL vowel�; however, the decreas-
ing slope of AN rate-level functions as level increases toward
saturation means that the sensitivity of these fibers decreases
as level increases. In addition to this effect of saturation on
fibers stimulated by the higher levels near formant peaks, the
higher rates of these fibers are associated with higher vari-
ance, which also limits the sensitivity of the average dis-
charge rate �Colburn et al., 2003�.

The sensitivity of each AN model fiber when using both
average rate and timing information at each signal-to-noise
ratio is shown in Figs. 3�b� and 3�e� and is found by com-
puting the sensitivity using Eq. �4� for each CF channel. The
sensitivity of the AN model fibers near F2 �1700 Hz� was
always higher than that of other model fibers at each noise
level. The sensitivity curve was wider in quiet �bold line� or
in low-level noise �thin line� than in high-level noise �dia-
monds�. The change in width of the relative sensitivity plots
is made clearer by showing results normalized to the peak
sensitivity �Figs. 3�c� and 3�f��. The responses of the model
AN fibers with CFs away from F2 were increasingly domi-
nated by the masker noise as noise level increased �see Figs.
4�a� and 4�c��. This result is consistent with the suggestion
that when the whole population of AN model fibers was used
in the predictions, more fibers contributed significantly in
quiet or at low noise levels than at high noise levels �Miller
et al., 1987�.

Figure 5 shows predicted thresholds based on the
coincidence-detection mechanism �Eq. �7��. If coincidence
detection extracts the timing information that is relevant for
this formant-frequency discrimination task, then the rate �or
counts� of coincidence detectors should provide better pre-
dictions of the trends in the thresholds than do the rates of

FIG. 4. Average model AN response
rates ��a� and �c�� and changes in these
rates ��b� and �d�� at SNRs of 3 dB
�diamonds�, 13 dB �asterisks�, 23 dB
�thin line�, and in quiet �bold line�
with fixed vowel levels of 50 dB SPL
��a� and �b�� and 70 dB SPL ��c� and
�d��. Changes in average AN response
rates are for a 1-Hz increase �from
1700 to 1701 Hz� in the second for-
mant frequency.

FIG. 5. Thresholds for formant-frequency discrimination based on the
coincidence-detection mechanism �Eq. �7�� at various SNRs. Stimulus �com-
bination of vowel and noise� levels were randomly varied �roved� with level
uniformly distributed over a ±5-dB range, in increments of 1 dB. Average
vowel levels were �a� 50 and �b� 70 dB SPL rms. Cat performance is shown
with thick lines �Hienz et al. �1998�, open bars of their Fig. 3�. Model
threshold predictions used only rate information for the population of coin-
cidence detectors that received inputs from model AN fibers with CFs be-
tween 1200 and 2500 Hz �squares�, used both rate and timing information
for the same population of coincidence detectors �circles�, and used both
rate and timing information of small groups of coincidence detectors �on-
and off-diagonal, see Fig. 6�a�� �diamonds�.
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AN fibers. The coincidence-detection threshold predictions
based on count �Fig. 5, squares�, however, are very similar to
those based on AN rate �Fig. 2�, suggesting that the coinci-
dence detectors are not using the temporal information in the
AN population �i.e., converting AN timing information into
coincidence detector counts�.

The trend in predicted thresholds obtained using both
count and timing information of a large population of coin-
cidence detectors �Fig. 5, circles� is nearly flat for quiet, low,
and medium background noise levels, and the threshold at
the high noise level is about two times the threshold at the
medium noise level. This trend agrees with the psychophysi-
cal data, which simply suggests that the coincidence detec-
tors preserve timing information present in the AN response.
Thus, the timing information that contributes to the predic-
tions based on AN responses is not lost in the process of
coincidence detection, but it is apparently not “used” by the
coincidence detectors, either �in which case it would be re-
flected in the coincidence-detector counts�.

Thresholds were also predicted using the rate and timing
information of subsets of the coincidence-detector popula-
tion. The selection of the smaller groups of coincidence de-
tectors was based on the results shown in Fig. 6, which dem-
onstrates the sensitivity of each coincidence detector to the
formant-frequency change. In general, each panel of Fig. 6
�corresponding to one signal-to-noise ratio� depicts two
groups of coincidence detectors with relatively high sensitiv-
ity. The first group is the one on the diagonal, which repre-
sents coincidence detectors that receive inputs from two AN
fibers that have matched CFs. The other group is away from
the diagonal, representing coincidence detectors that receive
inputs from two AN fibers with different CFs, and it has
lower sensitivity than the first group. The coincidence detec-
tor with the highest sensitivity in each of these two groups
was used to compute the formant-frequency discrimination
thresholds. In Fig. 5, the solid line with diamonds corre-
sponds to the performance of the most sensitive coincidence
detector from the first group �on-diagonal, with matched AN
CFs of 1745 Hz�, and the dashed line with diamonds corre-

sponds to the performance of the coincidence-detector from
the second group �off-diagonal, convergence of ANs with
CFs of 1595 and 1881 Hz�. The performance of each of these
coincidence detectors, based on both count and timing infor-
mation, shows a trend that is similar to the cat performance
and to the prediction with the original population of coinci-
dence detectors �line with circles in Fig. 5�. As shown above
for the AN model predictions, these results suggest that a
subset of the model coincidence-detector cells can predict the
trends in the behavioral performance; however, the fact that
both rate and timing of the coincidence detectors had to be
included again illustrates that the coincidence detectors were
not extracting the critical temporal information from the AN
responses. Predictions that used only the rate of a subset of
the coincidence detectors �not shown� would have been even
higher than the rate-based predictions for the whole popula-
tion of model coincidence detectors, and therefore higher
than the behavioral thresholds, especially for the lower
SNRs.

IV. DISCUSSION

This study provides predictions of performance limits in
formant-frequency discrimination that used the response pat-
terns of AN model fibers and responses of cross-frequency
coincidence detectors. Quantitative tools developed to evalu-
ate coding strategies for simple acoustic stimuli, such as
tones and tones in noise �Heinz, 2000�, were applied here to
complex stimuli. The results of this study provide insight
into the relative contributions of rate and timing information
to speech coding in noise. When the background noise level
increased, the thresholds predicted by using average-rate in-
formation of model AN fibers increased more than behav-
ioral thresholds did, whereas model thresholds based on both
rate and timing information increased in a manner more con-
sistent with the behavioral data �Fig. 2�. This result suggests
that timing information was required to explain trends in
psychophysical performance in this task.

A prominent feature of the AN model sensitivity patterns
based on rate information was the dip at CFs near 1700 Hz
�Figs. 3�a� and 3�d��, in contrast to the simple peak at
1700 Hz in the sensitivity pattern based on temporal and rate
information �Figs. 3�b� and 3�e��. The dip in the rate-based
sensitivity was further explored by examining the average-
rate responses �Fig. 4�. The dominant factor in the decrease
in sensitivity for fibers tuned near the formant frequency was
the reduced change in rate for different formant frequencies
for these fibers due to rate saturation. The model fiber sensi-
tivity to the formant-frequency change was significantly re-
duced by high-level background noise �Figs. 3�a�, 3�d�, 4�b�,
and 4�d�� when predictions were based on only average-rate
information �Young and Barta, 1986�. Thus, as has been seen
in previous studies �e.g., Heinz et al., 2001a, b; Colburn et
al., 2003�, the sensitivity pattern across a population of AN
fibers is typically more complex for rate-based information
�Figs. 3�a� and 3�d�� than it is for temporally based informa-
tion �Figs. 3�b� and 3�e��.

For the predictions based on both rate and timing infor-
mation, the sensitivity of AN model fibers as a function of

FIG. 6. Sensitivities of coincidence detectors to change in the second for-
mant frequency. Roving-level vowel and masker levels were uniformly dis-
tributed over a ±5-dB range, with 1-dB increments and an average level of
50 dB SPL rms. Each panel corresponds to one SNR: �a� quiet, �b� 23 dB,
�c� 13 dB, and �d� 3 dB.
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CF �Figs. 3�b� and 3�d�� indicated that the model fibers with
CFs near but not too close to the second formant frequency
may have contributed to the overall sensitivity at low noise
levels, yet they contributed relatively less when the noise
level was high because their response was overwhelmed by
the high-level noise. Because of this behavior, the prediction
based on a large population of model fibers degraded more
for high-level noise than did the prediction based on a small
subset of fibers �Figs. 3�c� and 3�f��. As suggested by our
previous results and by others, it is realistic and reasonable to
predict psychophysical thresholds with a small population of
AN model fibers with CFs close to the signal frequency
when the task involves discrimination of spectral changes
over a small frequency range �Young and Sachs, 1979; Sru-
lovicz and Goldstein, 1983; Delgutte and Kiang, 1984a, b;
Miller et al., 1987; Tan and Carney, 2005�.

The coincidence-detection mechanism did not specifi-
cally extract the temporal cues from the AN model responses
related to the formant-frequency discrimination task. If it
had, then the coincidence detection predictions based on rate
�or count� would have explained the behavioral results as
well as the AN predictions based on both rate and timing. In
fact, the threshold trend of the coincidence-detector count
prediction degraded more with decreasing SNR than did the
prediction based on both rate and timing information in AN
responses, and it was similar to the threshold trend obtained
using only the average rate of the AN responses. Future stud-
ies must therefore consider other temporal aspects of the AN
responses, such as information conveyed by phase locking to
the envelope of the stimulus after narrow-band filtering in
the auditory periphery �Tan and Carney, 2005�.

An interesting question regarding these results concerns
the change in the predicted thresholds, and thus in the model
AN responses, at the highest noise level, that is, why does
the threshold based on both temporal and rate measures in-
crease noticeably at the highest noise level, especially as
compared to the threshold based on rate only, which changes
more gradually across all noise levels? Synchrony informa-
tion is generally robust across a wide range of sound levels,
even in response to signals in the presence of noise �Rhode et
al., 1978�. However, the temporal responses related to the
envelope of the vowel complex would be expected to change
as noise level increases, because the bandwidth of the periph-
eral filters increases with sound level and because adaptation
shapes the responses of AN fibers. The degree of modulation
in response to the signal in the AN responses is reduced as
level increases due to rate saturation �Smith and Brachman,
1980; Joris and Yin, 1992�, and filter broadening due to the
added noise tends to further reduce the largest envelope
modulations in the AN responses �i.e., wideband noises have
a broader amplitude-modulation spectra, with lower ampli-
tudes at low frequencies, as compared with narrow-band
noises, which have narrower and higher amplitude-
modulation spectra, especially at low modulation frequencies
�Lawson and Uhlenbeck, 1950; Dau et al., 1997��. The rep-
resentation of modulation cues and the influence of masking
noise on these cues in AN responses to speech sounds are
topics for future study.

At every SNR, the threshold predicted by the
coincidence-detection mechanism was higher than the pre-
diction based on the response patterns of the AN model fi-
bers, as expected, because the coincidence-detection process
decreased the total amount of information carried by the AN
model fiber response patterns. Similarly, for both the AN
model fiber and the coincidence-detector predictions, thresh-
olds based on smaller populations were always higher than
the thresholds based on the full set of model fibers or coin-
cidence detectors. This increase in thresholds was simply due
to the fact that the amount of information is related to the
number of fibers or cells included in the population response
�Eqs. �1�, �4�, and �6��.

The work presented here was all based on formant-
frequency discrimination of F2 in synthesized speech
stimuli. It would be interesting to test predictions for lower
�first formant� or higher �third formant� frequencies. To ex-
tend the study to higher frequencies, it would be important to
include nonsaturating low-spontaneous-rate AN fibers in the
simulations, because temporal information conveyed by the
synchronization of AN fibers rolls off at high frequencies
�Johnson, 1980�. The distinct roles of rate and temporal cod-
ing in these frequency ranges and the diverse contributions
of different spontaneous-rate populations of AN fibers �e.g.,
Heinz et al., 2001b� suggest that different aspects of the AN
model responses may dominate threshold predictions for
speech cues in different frequency ranges.
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2Cat thresholds illustrated in the figures for comparison to model thresholds
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based on AN recordings made in cats without OCB lesions. The role of the
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pletely understood; therefore, it seemed most straightforward to focus com-
parisons on results for intact animals.
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Modeling auditory-nerve responses for high sound pressure
levels in the normal and impaired auditory periphery
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This paper presents a computational model to simulate normal and impaired auditory-nerve �AN�
fiber responses in cats. The model responses match physiological data over a wider dynamic range
than previous auditory models. This is achieved by providing two modes of basilar membrane
excitation to the inner hair cell �IHC� rather than one. The two modes are generated by two parallel
filters, component 1 �C1� and component 2 �C2�, and the outputs are subsequently transduced by
two separate functions. The responses are then added and passed through the IHC low-pass filter
followed by the IHC-AN synapse model and discharge generator. The C1 filter is a narrow-band,
chirp filter with the gain and bandwidth controlled by a nonlinear feed-forward control path. This
filter is responsible for low and moderate level responses. A linear, static, and broadly tuned C2 filter
followed by a nonlinear, inverted and nonrectifying C2 transduction function is critical for
producing transition region and high-level effects. Consistent with Kiang’s two-factor cancellation
hypothesis, the interaction between the two paths produces effects such as the C1/C2 transition and
peak splitting in the period histogram. The model responses are consistent with a wide range of
physiological data from both normal and impaired ears for stimuli presented at levels spanning the
dynamic range of hearing. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2225512�

PACS number�s�: 43.64.Bt, 43.64.Pg, 43.64.Wn �WPS� Pages: 1446–1466

I. INTRODUCTION

Modeling auditory-nerve �AN� fiber responses provides
a useful tool for testing our understanding of the underlying
mechanical and physiological processes in the auditory pe-
riphery. In this regard, several efforts had been made to de-
velop computational models �Deng and Geisler, 1987; Gold-
stein, 1990; Kates, 1991; Carney, 1993; Kates, 1995;
Goldstein, 1995; Robert and Eriksson, 1999; Zhang et al.,
2001; Meddis et al., 2001; Bruce et al., 2003; Sumner et al.,
2003; Tan and Carney, 2003� that integrate data and theories
from a wide range of research in the cochlea. Describing and
understanding the mechanisms behind the nonlinearities in
the cochlea such as compression, two-tone rate suppression,
etc., was the main focus of these modeling efforts. In addi-
tion, these models can be used in studying how simple and
complex sounds are encoded in the peripheral auditory sys-
tem �e.g., Carney and Yin, 1988; Carney, 1994�, in ways that
might not be feasible in physiological experiments. Broader
applications of these models include using them as front-
ends in many research areas such as speech recognition in
noisy environments �e.g., Ghitza, 1988; Tchorz and Koll-
meier, 1999�, computational modeling of auditory scene
analysis �e.g., Brown and Cooke, 1994�, modeling of neural
circuits in the auditory brain-stem �e.g., Hewitt and Meddis,
1992�, design of hearing-aid amplification schemes �e.g.,
Miller et al., 1999; Bruce, 2004; Bondy et al., 2004�, and
design of speech processors for cochlear implants �e.g., Wil-
son et al., 2005�.

In this study, a phenomenological model of the auditory
periphery developed by Bruce et al. �2003� to simulate the
low- and moderate-level responses in normal and impaired
ears has been modified and extended to also account for the
high-level responses of AN fibers across a wide range of
characteristic frequencies �CFs�. The motivation for this
work is to provide a more accurate �quantitative and qualita-
tive� description of the response properties of AN fibers to
simple and complex stimuli for acoustic stimulus sound pres-
sure levels spanning the dynamic range of hearing. As hear-
ing aids amplify signals to compensate for hearing loss, ac-
curately modeling high-level effects will be useful in
suggesting and testing new strategies for hearing-aid signal-
processing schemes.

Understanding the complex changes in responses of the
mammalian AN fibers to high-level stimuli has been at-
tempted by several researchers over the last few decades.
One of the most striking nonmonotonic behaviors in AN re-
sponses to tones at high levels is the component
1-component 2 �C1/C2� transition �Kiang et al., 1965, 1969;
Kiang and Moxon, 1972; Gifford and Guinan, 1983; Wong et
al., 1998; Heinz and Young, 2004�, which is characterized by
a sharp transition of up to 180° in the phase-level function
and sometimes also by a dip in the rate-level function �Ki-
ang, 1984; Liberman and Kiang, 1984�. The low-level re-
sponse that occurs before the phase shift is referred to as the
C1 response, and C2 is the high-level response that appears
after the phase shift. Kiang �1990� offered a two-factor can-
cellation hypothesis to explain the rate dip and phase shift at
this C1/C2 transition. According to his hypothesis, the C1
and C2 responses are caused by two different response gen-
erating factors. One of them, C1, dominates at low and mod-a�Electronic mail: ibruce@ieee.org
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erate levels, is narrowly tuned, and is vulnerable to trauma.
The other, C2, dominates at high levels, is broadly tuned, is
resistant to trauma, and is shifted in phase by 180° with
respect to the C1 response. At the level where both are ap-
proximately equal in amplitude, they tend to cancel each
other and cause the C1/C2 transition phenomenon to occur in
AN responses.

The earliest physical interpretation of the C1/C2 transi-
tion phenomenon was that the C1 response is normally gen-
erated by the interaction between the outer hair cells �OHCs�
and the tallest row of inner hair cell �IHC� stereocilia, while
C2 requires only the shorter rows of IHC stereocilia �Liber-
man and Kiang, 1984�. A selective loss of tall stereocilia
from the IHC reduces the C1 without affecting the C2 re-
sponses, and in fact, total loss of tall IHC stereocilia �which
is always associated with severe damage to the OHCs� com-
pletely eliminates the C1 response �Fig. 7, Liberman and
Kiang, 1984�. Liberman and Kiang �1984� argued that if the
tall IHC stereocilia are coupled to the tectorial membrane
whereas the shorter rows are not, total loss of the tall IHC
stereocilia removes C1 from the AN responses because of the
elimination of mechanical coupling between the OHCs and
the tall IHC stereocilia. Liberman and Kiang �1984� ob-
served that a normal C2 response requires neither function-
ing tall stereocilia on the IHCs nor functioning stereocilia on
the OHCs. A functional relationship between the C2 and the
short IHC stereocilia has been suggested by the observation
that both are resistant to trauma �Liberman and Kiang, 1984�.

Sewell �1984b� also argued that there could be two
transduction mechanisms in the IHCs, based on AN fiber
recordings during which furosemide was administered to
cats. Application of furosemide, which is known to cause
decreases in the endocochlear potential �EP�, reduced the
discharge rate of the C1 component, whereas the C2 compo-
nent was largely unaffected and is thus likely be generated
by a different transduction mechanism that does not require a
large EP �Sewell, 1984b�. Kiang et al. �1986� utilized these
results in reassessing the conceptual physical model of Liber-
man and Kiang �1984�, but still no definitive conclusion was
reached regarding the physical source of the C2 component.
Cheatham and Dallos �1998� showed that the notch and
phase shift observed in the AN fiber responses has a correlate
in the measurement of IHC receptor potentials, whereas mea-
surements from the organ of Corti or OHCs do not demon-
strate this phenomenon. This would indicate that the C1/C2
interactions may not be present in the basilar membrane
�BM� vibrations. A review by Robles and Ruggero �2001�
notes that, while notches and phase shifts are observed in
some BM vibration data, they are not consistently found in
all BM recordings. However, there is strong evidence for two
or more modes of BM vibration and/or excitation of the
IHCs at high sound pressure levels �e.g., Robles and Rug-
gero, 2001; Lin and Guinan, 2000, 2004�. Combining this
observation with the evidence for two separate transduction
functions, we suggest in this paper that the IHC could be
subjected to two modes of excitation from the BM with the
frequency tuning and phase response corresponding to C1

and C2, and that each of these modes of excitation has its
own transduction function, such that the C1/C2 interaction
occurs within the IHC.

A second high-level effect is the emergence of harmon-
ics in the period histogram in response to tones. For frequen-
cies below 5–7 kHz, spikes tend to be time-locked to a par-
ticular phase of the input tone stimulus waveform �Kiang et
al., 1965; Johnson, 1980; Kiang, 1990�. Consequently, the
period histogram of responses to low-frequency tones exhib-
its a single peak at low levels. However, at high stimulus
levels, the histograms of responses to tones below 1 kHz
may show two or even three peaks per stimulus cycle, which
is referred to as peak splitting �Kiang and Moxon, 1972;
Johnson, 1980; Ruggero and Rich, 1983; Kiang, 1984; Rug-
gero and Rich, 1989; Kiang, 1990; Cai and Geisler, 1996�.
With further increases in the tone level, the histograms again
show only a single peak, but now phase-shifted from the
original peak at low stimulus level. Kiang �1990� postulated
that if one of the two responses �C1 or C2� contains a second
harmonic distortion, peak splitting can be qualitatively ex-
plained by his two-factor cancellation hypothesis. In re-
sponse to a tone at the transition level, the two fundamental
components cancel each other as the responses are out of
phase; however, the uncancelled second harmonic compo-
nent becomes significant within a few dB of that transition
level. Since AN fibers only phase-lock to the positive portion
of the cycle of a tone, the period histogram shows two peaks
corresponding to the positive phases of the harmonic. Con-
sistent with this, in this paper we show quantitatively that the
peak-splitting phenomenon can be explained directly by the
two-factor cancellation hypothesis if the C2 waveform is not
subject to rectification by the IHC transduction function, in
contrast to the strong rectification of the C1 waveform by its
IHC transduction function.

Moderate and high sound pressure level effects in the C1
response itself include compression, two-tone rate suppres-
sion, and shifts in best frequency �BF�.1 All of theses effects
are thought to arise from a single nonlinear, time-varying
mechanism in the cochlea, referred to as the cochlear ampli-
fier �CA� �Patuzzi and Robertson, 1988; Patuzzi, 1996; Hol-
ley, 1996�. The compressive nonlinearity of the cochlea is
strongly dependent on stimulus frequency, as is evident from
data showing BM gain as a function of frequency �Ruggero
et al., 1997; Cooper and Rhode, 1997�. At frequencies near
CF, the gain grows systematically larger as a function of
decreasing stimulus level; however, there is no change in the
gain at frequencies well removed from CF. As a result, both
the sharpness of tuning and the peak �or BF� change as a
function of stimulus level. At the highest stimulus levels,
sharpness of tuning significantly decreases and responses in
the base of the cochlea reach their maxima at frequencies
about one-half octave lower than at the lowest stimulus lev-
els �Robles and Ruggero, 2001�. Responses of AN fibers
with CFs ranging from mid to high frequencies show similar
shifts in BF to lower frequencies as a function of increasing
sound level �Anderson et al., 1971; Møller, 1977�. This
level-dependent BF shift relates to the interaction between
the change in the shape of the impulse-response envelope
with sound pressure level and the trend of the instantaneous-
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frequency �IF� glide in the impulse response �Carney et al.,
1999; Tan and Carney, 2003�. However, frequency glides
themselves are nearly independent of stimulus sound pres-
sure level over the full dynamic range of hearing �e.g., de
Boer and Nuttall, 1997; Recio et al., 1998; Carney et al.,
1999� and even maintain their general form postmortem
�e.g., Recio et al., 1998�. Although the glides are largely
invariant with changes in stimulus level, they are strongly
dependent on CF �Carney and Yin, 1988; Carney et al., 1999;
Shera, 2001�. The goal of this study is to incorporate all of
these response properties in the model, including high-level
effects such as the C1/C2 transition, peak splitting, and BF
shift.

Toward this goal, several efforts have been made to
model the nonlinearities of the cochlea that can be character-
ized in several ways such as transmission-line models �e.g.,
Giguère and Woodland, 1994�, mechanical cochlear models
�e.g., de Boer and Viergever, 1982�, models using parallel
filter paths with static nonlinearities �e.g., Goldstein, 1995;
Lin and Goldstein, 1995; Meddis et al., 2001�, and models
using time-varying nonlinear filters �e.g., Carney, 1993;
Zhang et al., 2001; Bruce et al., 2003�—for a comparison of
these approaches see the recent review by Lopez-Poveda
�2005�. The phenomenological approaches of �i� parallel fil-
ter paths with static nonlinearities and �ii� time-varying non-
linear filters lend themselves most readily to incorporation
into models of the entire auditory periphery because of their
relative simplicity and their computational efficiency. Both
of these approaches are able to describe most of the cochlear
nonlinearities observed in physiological data, although the
time-varying nonlinear filter approach appears to better ex-
plain stimulus dependent changes in the phase of BM vibra-
tions and AN fiber responses. For explaining high-level non-
linearities such as the C1/C2 transition and peak splitting,
only Lin and Goldstein �1995� conducted a detailed investi-
gation with a computational model that incorporates the two-
factor hypothesis. This model is of the type with parallel
filter paths and static nonlinearities, and consequently has
two pathways that can interact to produce effects like the
C1/C2 transition and peak splitting. However, because their
model only incorporates static nonlinearities, Lin and Gold-
stein �1995� found it necessary to introduce an ad hoc
stimulus-dependent phase adaptation mechanism to produce
the correct stimulus-dependent phase changes. Additionally,
the C1/C2 phenomenon occurs in the model BM response of
Lin and Goldstein �1995� before IHC transduction, which
may not be consistent with all of the physiological data sum-
marized earlier.

In this paper, we propose that the two excitatory inputs
to the IHC are provided by the outputs of two separate filters,
C1 and C2. The output of the C1 filter closely resembles the
primary mode of vibration of the BM which is dependent on
the action of the cochlear amplifier. The physiological corre-
late of the output of the C2 filter is not clear, but we have
found that the model is capable of generating C2 threshold
tuning curves similar to those of Liberman and Kiang �1984�
if the C2 filter is set to be the same as the C1 filter with
complete OHC impairment, i.e., representing the passive BM
response rather than the active BM response resulting from

the action of the cochlear amplifier. From the above-noted
arguments, we also propose the existence of two separate
transduction functions following the two filters, and the out-
puts of these two transduction functions interact to produce
the C1/C2 transition in the model. We have implemented this
conceptual model by adding a parallel-path C2 filter to the
computational auditory periphery model of Bruce et al.
�2003�. The 180° phase shift of the C2 response is incorpo-
rated into the C2 transduction function, which only receives
excitation from the C2 filter. The C1/C2 interaction conse-
quently occurs within the IHC, rather than in the BM re-
sponse. An advantage of this approach is, in addition to ap-
pearing more consistent with the physiological data, that the
C2 filter and transduction function properties can be adjusted
to explain the C1/C2 transition and peak-splitting data, with-
out having any effect on C1 responses at low to moderate
sound pressure levels. An important consequence of this ar-
rangement is that the low-frequency tail of the model tuning
curves is still produced by the C1 filter, not the C2 filter, in
contrast to the class of models using parallel filters with
static nonlinearities.

The C1 filter of the Bruce et al. �2003� model is a gam-
matone filter that does not produce the frequency glides and
BF shifts observed in the physiological data. Therefore, in
this paper the C1 filter has been replaced with a chirp filter
�Tan and Carney, 2003� that is able to produce these effects.
We have made some improvements over the chirp filter pro-
posed in Tan and Carney �2003�. First, the order of the filter
is reduced to half of that proposed in Tan and Carney �2003�
to produce more realistic frequency tuning curves, including
tails in both normal and impaired conditions. Second, during
implementation the zeros of the filter are moved along with
the poles according to the control signal to give more realis-
tic level-independent frequency glides in the impulse re-
sponse and to improve the simulation of the phase properties
of the cochlea. A comparison with recent time-varying non-
linear filter type models is provided in Table I. The compu-
tational details of the proposed model are described in Sec.
II, and Sec. III evaluates the model against published AN
responses.

II. DESCRIPTION OF THE MODEL

A schematic diagram of the proposed model is given in
Fig. 1. Each section of the model provides a phenomenologi-
cal description of the major functional components of the
auditory-periphery, from the middle-ear to the auditory
nerve.

The input to the middle-ear �ME� is the instantaneous
pressure waveform of the stimulus in units of Pa, sampled at
500 kHz. The ME filter is followed by three parallel filter
paths: the C1 and C2 filters in the signal path and the broad-
band filter in the control path. The feed-forward control path
regulates the gain and bandwidth of the C1 filter to account
for several level-dependent properties in the cochlea. The C1
filter has been designed with an asymmetrical orientation of
the poles and zeros �different damping coefficients� in the
complex plane to produce IF glides in the impulse response
of the C1 filter. The parallel-path C2 filter has been imple-
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mented based on Kiang’s two-factor cancellation hypothesis.
The C2 filter is linear and similar to the C1 filter with its
broadest possible tuning, i.e., the C2 filter is the completely
OHC-impaired version of the C1 filter. The transduction
function following the C2 filter is such that at low levels its
output is significantly lower than the output of the corre-
sponding C1 response, whereas at high sound pressure levels
the C2 output dominates and the C1 and C2 outputs are out
of phase. At levels within the transition region, both outputs
are approximately equal and tend to cancel each other. In
addition, the C2 response is not subject to rectification, un-
like the C1 response at high levels, such that the peak-
splitting phenomenon also results from the C1/C2 interac-
tion. The combined response of the two transduction
functions following the C1 and C2 filters is passed through a
seventh-order IHC low-pass filter. The IHC output drives the
IHC-AN synapse which provides the instantaneous synaptic
release rate as output. Finally the discharge times are pro-
duced by a renewal process that includes refractory effects.

A. Middle-ear filter

The ME section of the model is simplified from that of
Bruce et al. �2003�, which was created by combining the ME
model of Peake et al. �1992� with that of Matthews �1983�
and deriving a digital-filter implementation of the resulting
continuous-time transfer function. Because of difficulties in
ensuring stability with the previous implementation, here the
continuous-time transfer function is reduced from an
eleventh-order system to a fifth-order system. A fifth-order
digital filter is created using the bilinear transformation for a

sampling frequency of 500 kHz with the frequency axis pre-
warped to give a matching frequency response at 1 kHz. To
ensure stability, this digital filter is implemented in a second-
order system form by cascading the following digital filters:

ME1�z� = 0.0127�1.0000 + 1.0000z−1

1.0000 − 0.9986z−1� , �1�

ME2�z� =
1.0000 − 1.9998z−1 + 0.9998z−2

1.0000 − 1.9777z−1 + 0.9781z−2 , �2�

ME3�z� =
1.0000 − 1.9943z−1 + 0.9973z−2

1.0000 − 1.9856z−1 + 0.9892z−2 . �3�

B. Feed-forward control path

The purpose of the control path is to reflect the active
processes in the cochlea. The gain and bandwidth of the C1
filter are varied according to the control signal to account for
several level-dependent response properties of the cochlea.
The control path consists of several stages: �i� a time-varying
third-order gammatone filter with a broader bandwidth than
the signal-path C1 filter; �ii� a nonlinear function �Boltzmann
function� followed by a third-order low-pass filter to control
the dynamic range and the time course of compression; and
�iii� a nonlinear function to convert the output of the low-
pass filter to a time-varying time constant for the C1 filter.
The proposed model retains the same control path from

TABLE I. Comparison among several recent models.

Zhang et al.
�2001�

Bruce et al.
�2003�

Tan and Carney
�2003� Proposed model

Middle-ear filtering No Yes Yes Yes
Signal-path filter Gammatone

fourth order
Gammatone
fourth order

Chirp filter
twentieth order

Chirp filter
tenth order

High-level effects:
�i� Broadened tuning Yes Yes Yes Yes
�ii� C1/C2 transition No No No Yes
�iii� Peak splitting No No No Yes
�iv� BF shift with level No No Yes Yes

FIG. 1. Schematic diagram of the auditory-periphery model. The input to the model is an instantaneous pressure waveform of the stimulus in Pa and the output
is the AN spike times in response to that input. The model includes a middle-ear filter, a feed-forward control path, a signal-path C1 filter, and a parallel-path
C2 filter, the inner hair-cell �IHC� section followed by the synapse model and the discharge generator. Abbreviations: outer hair cell �OHC�, low-pass �LP�
filter, static nonlinearity �NL�, characteristic frequency �CF�, inverting nonlinearity �INV�. COHC and CIHC are scaling constants that control OHC and IHC
status, respectively.
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Bruce et al. �2003�, except for a minor modification in the
parameters, which are given in Table II.

The control-path wide-band filter is a third-order time-
varying gammatone filter, the center frequency and band-
width of which are higher than those of the signal-path C1
filter. The implementation of this filter follows that of Zhang
et al. �2001� and Bruce et al. �2003�. The broader bandwidth
of the control-path filter produces two-tone rate suppression
in the model output. The wide-band filter has a center fre-
quency corresponding to a shift of 1.2 mm basal to the fiber
CF along the basilar membrane �Zhang et al. 2001� to be
consistent with the physiological observation that the tip of a

suppression tuning curve is at a slightly higher frequency
than the tip of the excitatory tuning curve �Delgutte, 1990�.

The tuning of the control-path gammatone filter is deter-
mined based on the tuning of the signal-path gammatone
filter used in the earlier models �Zhang et al., 2001; Bruce et
al., 2003�. The maximum time constant of the control-path
wide-band filter �i.e., at low stimulus levels� is denoted by
�cpmax, given as

�cpmax = �wide + 0.2 � ��narrow − �wide� , �4�

where �narrow and �wide denote the maximum and minimum
time constants for the signal-path gammatone filter from

TABLE II. Parameter values.

Parameters Description Values

Middle-ear filter Eqs. �1�–�3�
Control path
WBordercp Order of the wide-band Gammatone filter 3
�cpmax Estimated time-constant at low sound level Eq. �4�
�cpmin Estimated time-constant at high sound level Eq. �5�
Kcp Gain of the wide-band filter ��cp/�cpmax�3 ·10�103 ·max�1,CF/5�103�
x0 Parameter in Boltzmann function 7.6
x1 Parameter in Boltzmann function 5
s0 Parameter in Boltzmann function 12
s1 Parameter in Boltzmann function 5
shiftcp Parameter in Boltzmann function 0.125
cutoffcp Cut-off frequency of control-path low-pass filter 600 Hz
LPordercp Order of the control-path low-pass filter 2
dc Estimated dc shift of low-pass filter output at high-level 0.37
RC1 Ratio of lower bound of �C1 to �C1max 0.05
�cp Time-constant for the control-path wide-band filter Eq. �8�
�C1 Time-constant for the signal-path C1 filter Eq. �8�
COHC Scaling constant for impairment in the OHC 0�COHC�1
�C1-impaired Time-constant for the C1 filter with impairment Eq. �22�
Signal-path C1 filter
NBorderC1 Order of the narrow-band C1 filter �chirp� 10
P01 Real part of the pole nearest to the

imaginary axis at low stimulus levels
Eq. �9�

P11 Real part of the pole nearest to the
imaginary axis at high stimulus levels

Eq. �16�

Pw Imaginary part of the pole closest
to the imaginary axis

Eq. �10�

Pa Relative real parts of the poles Eq. �12�
Pb Relative imaginary parts of the poles Eq. �11�
Pshift Displacement of the real parts of the poles due to control signal Eq. �14�
ZL Locations of the zeros on the real axis at low stimulus levels Eq. �13�
ZH Locations of the zeros on the real axis at high stimulus levels
Zshift Displacement of the zeros due to control signal Eq. �14�
Parallel-path C2 filter Linear and same as the broadest possible C1 filter as in Sec. II D
Inner hair cell �IHC�
Vihc,C1 Output of the C1 transduction function Eqs. �17� and �18�
Vihc,C2 Output of the C2 transduction function Eq. �19�
Aihc0 Constant in C1/C2 transduction function 0.1
Bihc Constant in C1/C2 transduction function 2000
Cihc Constant in C1 transduction function 1.74
Dihc Constant in C1 transduction function 6.87�10−9

CIHC Scaling constant for impairment in the IHC 0�CIHC�1
LPihc Low-pass filter in the IHC Same as Zhang et al. �2001�
Synapse model and
discharge generator

Same as Bruce et al. �2003�
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the previous models. The former is computed according to
�narrow=2Q10/ �2�CF� and log10�Q10�
=0.4708 log10�CF/103�+0.4664, where CF is in hertz. The
latter is determined by �wide=�narrow� ratio, where ratio
=10−gainCA�CF�/�20�3.0� and gainCA �CF� is defined in Eq. �6�.
Similarly, the minimum time constant of the control-path
filter �i.e., at very high stimulus levels� is defined as

�cpmin = �cpmax � ratio. �5�

As in Bruce et al. �2003�, the CA gain varies as a function of
CF, increasing from 15 dB at low CFs to 52 dB at high CFs
�Eq. �B3� of Bruce et al. �2003��:

gainCA�CF� = max�15,52�tanh�2.2 log10�CF/103� + 0.15�

+ 1.0�/2� , �6�

where CF has the units of hertz. Bruce et al. �2003� modified
somewhat the control path of Zhang et al. �2001� by remov-
ing a symmetric nonlinearity between the wide-band filter
and the OHC Boltzmann nonlinearity. This symmetric non-
linear function was included in the Zhang et al. �2001� to
increase the dynamic range of compression in the model, but
this introduced undesired distortion products in both the
control-path and signal-path output in response to multi-tone
or vowel stimuli. Bruce et al. �2003� avoided the distortion
products by producing compression in the control path dy-
namically rather than by a static nonlinearity.2 Here we have
further modified the gain of the control-path wide-band filter
to vary as a function of CF according to the factor
��cp/�cpmax�3 ·10�103 ·max�1,CF/5�103�, where CF is in
units of hertz. This produces a compression threshold that
is at a roughly constant level above the model auditory
nerve fiber threshold at each CF �Sachs et al., 1989�.

The asymmetrical saturating nonlinearity that follows
the wide-band filter is implemented with a second-order
Boltzmann function with an asymmetry of 7:1 �Eqs. �11� and
�12� of Zhang et al. �2001��:

BN�V� =
1

1 − shiftcp
� 	 1

1 + e−�V−x0�/s0�1 + e−�V−x1�/s1�

− shiftcp
 , �7�

where

shiftcp =
1

1 + ex0/s0�1 + ex1/s1�
,

where V and BN are the outputs of the wide-band filter and
the Boltzmann function, respectively. The parameters of this
function are adjusted to replicate the reported physiological
data in the literature �e.g., Ruggero et al., 1997� and are
given in Table II. The cut-off frequency of the low-pass filter
following the Boltzmann function was reduced to 600 Hz in
Bruce et al. �2003� from that of 800 Hz in Zhang et al.
�2001�, and the order of this filter is also reduced from
three to two in the model presented in this paper.

The nonlinear function that converts the output of the
low-pass filter to a time-varying time constant for the signal-
path C1 filter, �C1, is similar to that of Zhang et al. �2001�
and Bruce et al. �2003�:

�C1 = �C1max�RC1 + �1 − RC1�

�� �C1min/�C1max − RC1

1 − RC1
��VLP�/dc
 ,

where VLP�t� is the output of the OHC low-pass filter, dc is
an estimate of the dc component of the control path output
at high-levels, RC1 is the ratio of an asymptotic lower
bound of the time constant to bound of the time constant
to �C1max. �C1max and �C1min are the estimated time con-
stants of the C1 filter at low and high levels, respectively,
and will be defined in the next section. The parameters of
this function are also described in Table II. Finally, the
time-varying time constant for the control-path wide-band
filter is found by

�cp = f��C1� = a · �C1 + b , �8�

where the constants are suitably defined as a= ��cpmax

−�cpmin� / ��C1max−�C1min� and b=�cpmax−a ·�C1max. Here the
constants a and b are selected so that the range of varia-
tions possible for the time constants of the C1 filter �be-
tween �C1max and �C1min� are mapped into the range �be-
tween �cpmax and �cpmin� for the control-path filter.

At low stimulus sound pressure levels, the control-path
output, �C1, is almost equal to �C1max such that the tuning is
sharp, the gain is high, and the filter behaves linearly. At
moderate levels, the control signal deviates substantially
from �C1max, dynamically varying between �C1max and �C1min.
The tuning of the C1 filter becomes broader and the gain is
reduced, simulating the compressive and suppressive co-
chlear nonlinearity. At very high stimulus sound pressure
levels, the control signal saturates, essentially equal to �C1min,
and the C1 filter is again effectively linear with broad tuning
and low gain.

C. C1 filter

The C1 filter produces the tuning properties for the
model BM response that provides input to the C1 IHC trans-
duction function. It consists of two second-order poles �i.e.,
two poles at the same position� and one first-order pole �a
single pole�, their complex conjugates and a fifth-order zero
on the real axis. The configuration of this filter �i.e., the
relative placement of the poles and zeros� is similar to the
recent model proposed by Tan and Carney �2003�, however
the filter order and the equations controlling the initial place-
ment and the movements of the poles and zeros in the com-
plex plane according to the control signal are substantially
different. The filter order has a great impact on the sharpness
of tuning; if the filter order is too high, then the filter remains
fairly sharply tuned even for high-sound pressure level
stimuli or in the case of OHC impairment. To make the im-
paired and high-level tuning more realistic �i.e., reasonably
broadly tuned�, the order of the C1 filter has been reduced
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from 20 to 10. The model proposed by Tan and Carney
�2003� is limited to CFs up to 4 kHz, however, the model
presented here is able to simulate responses for AN fibers
with CFs as high as 40 kHz.3

The configuration �i.e., the structure of the relative po-
sitions� and the limits of movement of the poles and zeros of
the C1 filter are shown in Fig. 2. The CF-dependent pole-
zero locations for low-level stimuli are governed by the de-
sired Q10 values and tuning curve tail shape, and are de-
scribed by the following �also, see Fig. 2�:

P01 = 1/�C1max = 0.7 � �2�CF�/�2Q10� , �9�

Pw = 1.01 � 2�CF − 50, �10�

Pb = 0.2343 � 2�CF − 1104, �11�

log10�Pa − 2000� = log10�CF� � 0.9 + 0.55, �12�

log10�ZL − 500� = log10�CF� � 0.7 + 1.6, �13�

where CF is in units of hertz. P01 denotes the real part of
the pole nearest to the imaginary axis, Pw is the imaginary
part of the pole closest to the imaginary axis, Pb is the
relative imaginary parts of the poles, Pa specifies the rela-
tive real parts of the poles, and ZL is the location of the
zeros on the real axis; for simplicity, all zeros are located
at the same position in the complex plane. The selection
of these functions is motivated by a number of physiologi-
cal observations reported in the literature and thus reflect
the following phenomena in the model.

First, physiological studies showed that the shape of
neural tuning curves gradually changes with CF �Kiang et
al., 1965�. Low-CF fibers have shallow, symmetric tuning,
and high-CF fibers have sharp, asymmetrical tuning with ex-
tended low-frequency tails. Single AN fibers therefore ap-
pear to behave as bandpass filters, with asymmetric filter
shapes. The frequency selectivity of AN fibers is similar to
that of the BM and IHCs, from which their frequency selec-
tivity is almost certainly derived �Russell and Sellick, 1978;
Sellick et al., 1982; Narayan et al., 1998; Robles and Rug-
gero, 2001�. Although the BM and IHC data are primarily
from species such as chinchilla and guinea pig, a method for
estimating BM amplitudes from AN responses gives similar
results for cats �van der Heijden and Joris, 2003�. The rela-
tive positions of the poles and zeros of the C1 filter have
been chosen carefully to replicate this aspect of tuning in the
model.

Second, several studies reported frequency modulation
in the impulse response of the BM �Robles et al., 1976; de
Boer and Nuttall, 1997; Recio et al., 1997� and AN fibers
�Carney et al., 1999; Lin and Guinan, 2000�. The signal-path
C1 filter with asymmetrical transfer function has been con-
figured to reflect the IF glides in its impulse response. The
interactions among the poles and zeros give rise to the glides,
which were extensively explained in Tan and Carney �2003�.
The frequency glides in the impulse response of the C1 filter
of the proposed model show downward glides for CFs below
750 Hz, constant glides for CFs ranging from
750 to 1500 Hz, and upward glides for CFs above 1500 Hz,
which are qualitatively consistent with the AN data �Carney
et al., 1999�.

Third, the zeros of the C1 filter are chosen in such a way
that the magnitude response of the BM for a wide range of
CFs reported in van der Heijden and Joris �2003� can be
achieved by this model, and consequently the tails of the
tuning curves become more realistic.

The location of the poles and zeros are varied along the
real axis in the negative direction according to the time-
varying control signal to account for the compressive and
suppressive nonlinearity in the model. Since the output of the
control path is the time constant for the C1 filter, we define
mapping functions that convert the time constant to a corre-
sponding shift of the location of poles �Pshift� and zeros
�Zshift� from the initial positions,

Pshift = � 1

�C1
−

1

�C1max
� , �14�

Zshift =
2�CF

tan���ZL − �PL + �PC�/5�
− ZL. �15�

Here �ZL=5· tan−1�2�CF/ �−ZL�� and �PL

=�i=1
10 tan−1�2�CF−Img�PiL� / �−Real�PiL��� denote the sum

of the phases at CF �Hz� due to the zeros and poles of the
C1 filter, respectively, at low levels. Similarly, �PC repre-
sents the total phase contribution by the poles of the C1
filter at CF after the poles have been moved according to
the control signal. With the movement of these poles and
zeros in the complex plane, the phase response of the C1

FIG. 2. Configuration of the location of poles and zeros of the model’s
signal-path BM �C1� filter. Five pairs of poles �P1C, P3C are second order
and P2C is a first-order pole and their complex conjugates� along with five
zeros �ZC on the real axis� in the complex plane represent the C1 filter pole
and zero position as a function of the control-signal, which is mapped to the
shift in pole position Pshift and zero position Zshift. P1L represents the closest
that the pole can be to the imaginary axis, i.e., at low stimulus levels, and
P1H indicates the furthest possible location in the completely impaired co-
chlea or at very high stimulus levels in the normal case. Similar interpreta-
tion holds for other poles such as P2L and P2H, respectively, and also for P3L

and P3H. ZL and ZH indicate the closest and furthest possible locations of the
fifth-order zeros in the complex plane.
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filter at CF becomes invariant to stimulus sound pressure
level. Unlike Tan and Carney �2003�, the locations of the
zeros of the C1 filter are moved along the real axis ac-
cording to the control signal to account for the following
two important level-dependent response properties in the
model.

First, at the base of the cochlea, BM responses to tones
with near-CF frequency grow nonlinearly, and phases vary
systematically with sound pressure level �Geisler and Rhode,
1982; Cooper and Rhode, 1992; Nuttall and Dolan, 1993;
Ruggero et al., 1997; Rhode and Recio, 2000�. However, at
frequencies well below CF, response magnitudes grow lin-
early with stimulus sound pressure level and phases at those
frequencies are invariant with respect to the stimulus sound
pressure level. The same pattern of phase shift with sound
pressure level was described in the phases of IHCs �Dallos,
1986; Cheatham and Dallos, 1989, 1998� and AN fibers
�Anderson et al., 1971; Liberman and Kiang, 1984; Cai and
Geisler, 1996; Ruggero et al., 1996�. To address these level-
dependent phase properties in the model, zeros are moved
along with the poles �along the real axis toward negative
infinity� in such a way that at all sound pressure levels the
phase response of the C1 filter remains unaltered at that par-
ticular CF, i.e., the phase at CF is independent of the control
signal. So, the phase is affected by the control signal only for
tone frequencies other than CF. However, for tones well be-
low CF, the displacement of the poles and zeros of the C1
filter from the initial positions is negligible, and thus phase
responses remain unaffected by the stimulus sound pressure
level. The tone frequencies around CF cause significant dis-
placement of the poles and zeros in the complex plane of the
C1 filter, and hence the phase response varies systematically
with sound pressure level.

Second, model responses show that as the control signal
becomes significant �i.e., the corresponding displacements of
poles and zeros in the complex plane are greater� at moderate
and high levels, the frequency glides in the impulse response
of the BM and AN become level-dependent if the locations
of zeros are not moved along with the poles within the C1
filter. So, the movement of the positions of zeros along with
the poles make the frequency glides in the impulse response
of the BM and AN fibers almost level-independent, consis-
tent with physiological observations �e.g., Recio et al., 1997;
de Boer and Nuttall, 1997; Carney et al., 1999�.

The maximum possible movement of the poles and ze-
ros depends on the cochlear-amplifier gain, i.e., the gain of
the CA defines the relation between the tuning at low and
high levels. So, within the C1 filter, the real part of the pole
nearest to the imaginary axis at high levels �when the control
signal is saturated� is described as

P11 =
1

�C1min
=

1

�C1max · 10−gainCA�CF�/�20�2.5� . �16�

Hence, the maximum possible displacement of the poles and
zeros from the initial positions �i.e., at low levels� along the
real axis in the negative direction in the complex plane,
�P11− P01� and �ZH−ZL�, respectively, are limited by the
CA gain �Fig. 2�.

D. C2 filter

A C2 filter, parallel to the C1 filter, has been introduced
according to Kiang’s two-factor cancellation hypothesis to
implement the C1/C2 transition and peak-splitting phenom-
ena in the model. In order to comply with the hypothesis
proposed by Kiang �1990� and other experimental observa-
tions �e.g., Gifford and Guinan, 1983; Sewell, 1984b; Liber-
man and Kiang, 1984; Wong et al., 1998�, the C2 filter
should possess the following two important characteristics,
which are implemented accordingly in the model.

First, Liberman and Kiang �1984� showed that C2 tuning
curves are very broad �almost flat�. The thresholds of a C2
tuning curve for a particular fiber are defined as the levels at
which the responses of the fiber undergo an abrupt phase
shift of about 180° as a function of the stimulus frequency. In
addition, it was reported in Wong et al. �1998� that above the
C2 threshold, AN fibers have poor frequency selectivity and
respond to many frequency components of a vowel stimulus.
So, the C2 filter has to be very broad. In the proposed model,
the C2 filter �tenth order� has been chosen to be identical to
the broadest possible C1 filter. Hence the C2 filter has been
implemented by placing the poles and zeros in the complex
plane at the positions for the C1 filter when the OHCs are
completely impaired. Implementation of impairment in the
cochlea will be discussed in Sec. II G.

Second, in acoustically traumatized cats, C2 responses
remain unaltered, while C1 responses are significantly at-
tenuated �Liberman and Kiang, 1984; Heinz and Young,
2004�. Sewell �1984b� also showed that C2 responses are
less sensitive to decreases in EP produced by furosemide.
Similarly, Gifford and Guinan �1983� reported that C1 re-
sponses can be suppressed by stimulation of the crossed
olivocochlear bundle, whereas C2 responses cannot. All of
these observations imply that the C1 response is dependent
on OHC function but C2 is not. To reflect this finding in the
model, the C2 filter is linear, static �i.e., the tuning of the C2
filter remains fixed across all levels�, and is followed by a
separate IHC transduction function.

E. The inner hair cell „IHC…

The function of the IHC is to transduce the mechanical
responses of the BM to an electrical potential that leads to
neurotransmitter release across the IHC-AN synapse. The ra-
tio of the ac to dc components of the IHC output affects the
synchrony of the fiber’s response to tones �Dallos, 1985;
Palmer and Russell, 1986�. In acoustically traumatized cats,
Liberman and Kiang �1984� found severe damage to both the
OHC stereocilia and to the tallest row of IHC stereocilia with
only shorter IHC stereocilia being normal. They hypoth-
esized that the tallest row of IHC stereocilia are responsible
for the generation of C1 responses and C2 responses are
produced by the shorter IHC stereocilia. Hence acoustic
trauma can reduce or eliminate C1 responses with little effect
on C2 responses. The above-mentioned finding, together
with the phase shift being a fixed phenomenon of the C1/C2
transition, imply that C1 and C2 represent two different
modes of stimulation of the IHC that are 180° out of phase.
The IHC section of the model has been modified accordingly

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 M. S. A. Zilany and I. C. Bruce: Modeling responses to intense sounds 1453



from previous models �Zhang et al., 2001; Bruce et al.,
2003� and is shown in Fig. 1. The IHC model consists of two
transduction functions following the C1 and C2 filters with
the outputs being summed before low-pass filtering by the
IHC.

The C1 transduction function following the C1 filter is
the same as that of Zhang et al. �2001� and Bruce et al.
�2003�. This function produces a dc component in the IHC’s
of high-CF model fibers, providing nonsynchronized synap-
tic drive to such fibers. A logarithmic compressive function
is used �Eqs. �15� and �16� of Zhang et al. �2001��:

Vihc,C1 = Aihc�PC1�log�1 + Bihc�PC1�� , �17�

where PC1 represents the output of the signal-path C1 filter,
and

Aihc�PC1� = �Aihc0 for PC1 � 0

−
�PC1�Cihc + Dihc

3�PC1�t��Cihc + Dihc
Aihc0 for PC1 � 0. �

�18�

Here Aihc0, Bihc, Cihc, and Dihc are the constants �Table I of
Zhang et al. �2001�� that were adjusted to achieve realistic
IHC response properties. The asymmetry of this nonlinear
function varies smoothly from 1:1 �at low levels� to 3:1
�at high levels� as a function of the input signal, PC1.

The C2 transduction function following the C2 filter
should have the following two important properties to com-
ply with the hypothesis proposed by Kiang �1990�. First, the
C2 output is shifted in phase by 180° with respect to the C1
response. Second, the C2 transduction function should be
such that the C1 output is significantly greater in amplitude
than the C2 output at low and moderate levels, while at high
levels the C1 output is almost negligible compared to the C2
output. In the proposed model, the C2 transduction function
has been implemented in such a way as to ensure these two
response properties:

Vihc,C2 = signum�− PC2� · 2 · Aihc0 log�1.0 + 5

� 10−5Bihc�PC2 · CF�2� , �19�

where PC2 denotes the output of the C2 filter and CF is
expressed in units of hertz. Aihc0 and Bihc are the same con-
stants as in the C1 transduction function.

It is to be noted that the C2 transduction function differs
from the C1 transduction function in two aspects. First, it is

symmetrical and inverted �with respect to the C1 output�,
whereas the C1 transduction output is highly asymmetric
�3:1� at high levels. Second, the output of the C2 filter, PC2,
is transformed to �5�10−5�PC2 ·CF�2� to make it sharply in-
creasing around 90–100 dB SPL, whereas the output of the
C1 filter, PC1, is directly used in the C1 transduction func-
tion. In addition, the slope of the growth for C2 transduction
is twice that of the C1 transduction function. This CF-
dependent transformation along with the higher slope of the
growth function ensure the C1/C2 transition occurs within a
few decibels across a wide range of CFs �Wong et al., 1998�.
For comparison, these two functions are plotted in Fig. 3.
Note that the growth of Vihc,C1 and Vihc,C2 with stimulus
sound pressure level also differ because of the different gains
of the C1 and C2 filters at low and moderate sound pressure
levels.

The output of the two transduction functions, Vihc,C1 and
Vihc,C2, are added together and passed through the IHC low-
pass filter to give the IHC potential Vihc. The low-pass filter
of the IHC section is a seventh-order filter with a cut-off
frequency of 3800 Hz �Zhang et al., 2001�. This was chosen
to match the cat data published by Johnson �1980� that de-
scribes the fall-off in pure-tone synchrony with increasing
tone frequency.

F. Synapse model and discharge generator

The IHC-AN synapse and the discharge generator sec-
tion of the proposed model are similar to those of Zhang et
al. �2001�. The nonlinear IHC-AN synapse is described by
the time-varying three store diffusion model of Westerman
and Smith �1988�. The spontaneous rate, adaptation proper-
ties, and the rate-level behavior of the model are determined
by the synapse model. The synapse gain, which describes the
relationship of the IHC potential to the synaptic release rate,
varies as a function of CF to make the model thresholds
match the empirical data from cats—see Fig. 4�a�. In the
proposed model, the parameters of this function are slightly
modified from Bruce et al. �2003�:

KCF = 100.29CF/103+0.4, �20�

where CF is in units of hertz.
Previous versions of the model with a low-order gam-

matone filter �Carney, 1993; Zhang et al., 2001; Bruce et al.,
2003� used a CF-dependent delay to match the spike laten-

FIG. 3. C1 and C2 transduction func-
tions. Left panel: transduction outputs
are shown across a large range of in-
puts so that the saturation in both
functions is evident. Right panel:
zoomed-in version to illustrate that at
low levels the growth of the C1 re-
sponse is sharply increasing, whereas
the growth of C2 is shallow.
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cies of the model to measured data. As the C1 filter is tenth
order, we have modified the delay function that matches
model reverse-correlation �revcor� functions to the measured
functions �Carney and Yin, 1988�:

��CF� = 3.0e�−xCF/12.5�, �21�

where xCF is the distance �mm� from apex of the basilar
membrane �Liberman, 1982� and ��CF� represents the de-
lay in ms that includes acoustic, traveling-wave, synaptic,
and neural delays.

Finally, discharge times are produced by a renewal pro-
cess that includes refractory effects and is driven by the syn-
apse output. The implementation of the discharge generator
section of the proposed model is the same as that of Zhang et
al. �2001� and Bruce et al. �2003�.

G. Modeling OHC and IHC impairment

It has been reported in some anatomical investigations
�e.g., Liberman and Dodds, 1984� that noise-induced impair-
ment in the cochlea causes damage to both the outer and
inner hair cell stereocilia. Damage to the OHC stereocilia
causes both broadened and elevated AN fiber threshold tun-
ing curves �Kiang et al., 1976; Robertson, 1982; Liberman
and Dodds, 1984�, whereas damage to the IHC results only
in elevation of the tuning curves, without any substantial
broadening �Liberman and Dodds, 1984�. Furthermore, OHC
lesions are associated with the reduction in the compressive
nonlinearity in the responses of the BM �Rhode, 1973; Rob-
les and Ruggero, 2001� and also with the reduction in the
two-tone suppressions of the AN responses �Schmiedt et al.,
1980; Salvi et al., 1982; Miller et al., 1997�. In this model,
both the OHC and IHC sections of the normal model have
been modified to address hair cell damage in the cochlea
�Bruce et al., 2003�.

The effects of the OHC status are incorporated in the
model by introducing a scaling factor 0�COHC�1 to the
control path output �more specifically to the time constant of
the C1 filter�, as proposed by Bruce et al. �2003�. COHC=1
simulates the normal functioning of OHC in the model and
COHC=0 indicates complete impairment in the OHC. As the
behavior �e.g., gain and bandwidth� of the C1 filter is deter-
mined by the control signal, scaling down the control path
output causes both increased bandwidth �broadened tuning�
and decreased gain �elevated threshold� in the C1 responses,

which are qualitatively consistent with physiological studies
of damage to the OHC only. Thus, the control signal has
been modified according to the degree of impairment in the
OHC and is given by the following relation �Eq. �8� of Bruce
et al. �2003��:

�C1-impaired = COHC��C1 − �C1min� + �C1min. �22�

The effects of COHC on the tuning curves and different
responses of the model will be discussed in Sec. III.

Liberman and Kiang �1984� reported that acoustically
traumatized cats show significant attenuation in C1 re-
sponses, while C2 responses are robust and resistant to
trauma. So, the C2 transduction function remains unaffected
in the impaired cochlea, and thus impairment in the IHC has
been addressed in the model by introducing a scaling con-
stant �0�CIHC�1� in the C1 transduction function only,
similar to Bruce et al. �2003�. This constant varies from 0 to
1 according to the degree of impairment in the IHC: CIHC

=1 corresponds to the normal functioning of IHC and CIHC

=0 indicates complete impairment.

III. RESULTS

The following describes some of the basic response
properties of the model. The main focus here is to illustrate
the high-level effects to tones. The responses of the model to
pairs of tones are similar to the results shown in Zhang et al.
�2001� and are not repeated here. The responses to other
complex stimuli, particularly speech, have been considered
in development of the model but are beyond the scope of this
paper.

A. Tuning curves and Q10 values

The tuning characteristics of an AN fiber at threshold are
represented by the frequency threshold curve. Figure 4
shows the model tuning curves of AN fibers across a wide
range of CFs for parameters simulating a normal cochlea.
The same paradigm used in Liberman �1978� is employed
here to plot these tuning curves. These normal tuning curves
have the following characteristics.

First, low-CF fiber tuning curves have shallow slopes on
both sides of the CF and are symmetric, whereas the tuning
of high-CF fibers become increasingly asymmetric with
steep high-frequency slopes and less steep low frequency
slopes with a long broadly tuned tail on the low-frequency

FIG. 4. �a� Model tuning curves for
AN fibers with CFs ranging from
500 Hz to 20 kHz, threshold being the
tone level that produces a rate of
10 spikes/s more than the spontane-
ous rate. The dashed line shows the
best threshold curve �BTC� based on
the cat AN population data of Miller et
al. �1997�. �b� Q10 values vs CF, mea-
sured from the model tuning curves
and compared to the cat AN popula-
tion data of Miller et al. �1997�.
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side of the CF, which are consistent with tuning curves from
cat �e.g., Kiang et al. 1965; Liberman, 1978�.

Second, for AN fibers with CF	1 kHz, the model
thresholds at CF are a good match with the best threshold
curve �BTC� defined from a population of data published in
Miller et al. �1997� �dashed line in Fig. 4�a��. In the low-CF
region �below 1 kHz�, the thresholds are slightly lower than
the BTC, which could be addressed by adjusting the gain of
the ME filter or the synapse gain in the IHC-AN section.
However, this is not done here because there is some vari-
ability in the best thresholds of low-CF fibers in cats.

Third, the notch immediately above 4 kHz in the ME
filter is reflected in the tuning curves as an upward notch
�Bruce et al., 2003�. The slightly lower values of the model
Q10 around 4 kHz are due to the notch in the ME filter.

To simulate impaired tuning due to hair cell damage in
the model, the scaling constant COHC and CIHC are set ac-
cording to the degree of the impairment in the OHC and IHC
sections, respectively. Figure 5 shows the C1 tuning curves
of AN fibers with CFs at 0.5, 3.0, and 15.0 kHz for five
different degrees of impairment in the OHC �COHC=1.0,
0.75, 0.5, 0.25, and 0.0, corresponding to 0%–100% impair-
ment in the OHC�, and have the following important charac-
teristics.

First, the C1 tuning curves of the impaired fibers are
elevated in threshold and broadened in tuning, consistent
with the physiological data �Liberman and Dodds, 1984�.
The extreme case with complete OHC lesion �COHC=0�
gives the highest elevation and broadest tuning possible by
the model. Also, the compression and suppression nonlin-
earities in the BM responses are completely lost as the C1
filter becomes linear �results not shown�.

Second, since the C1 filter is asymmetrical in shape and
is responsible for the glides in the IF of its impulse response,
impairment in the OHC causes the center frequency of the
filter to shift from its location at low levels �Robles and
Ruggero, 2001�. With impairment in the OHC, CF shifts to a
lower frequency for high-CF fibers ��1.5 kHz�, shifts up-
ward for low-CF fibers ��0.75 kHz�, and does not shift sig-
nificantly for the mid-CF fibers �0.75�CF�1.5 kHz�, con-
sistent with the experimental data �Liberman and Mulroy,
1982; Sewell, 1984a; Liberman, 1984�.

Third, thresholds in the low-frequency tails of the tuning

FIG. 6. Model AN fiber discharge rate
and phase raster plot vs level. Top
panel: mean discharge rates for a
model fiber with CF at 1.5 kHz in re-
sponse to a tone at CF for four differ-
ent conditions of the cochlea: �a� nor-
mal OHC, normal IHC; �b� impaired
OHC, normal IHC; �c� normal OHC,
impaired IHC; and �d� impaired OHC,
impaired IHC. Lower panel: phase ras-
ter plots display period histograms
along the ordinate at various sound
levels. At each sound level, a dot is
placed at the stimulus phase corre-
sponding to each action potential in
the AN fiber response.

FIG. 5. Model C1 tuning curves of three representative AN fibers with CFs
at 0.5, 3.0, and 15.0 kHz as a function of impairment in the OHC: with no
impairment COHC=1.0 and for complete impairment COHC=0.0. For each
fiber, tuning curves are shown for five different degrees of impairment in the
OHC with a step of 0.25. Also plotted are the C2 tuning curves �triangles�
for the model fibers with CFs at 0.5 and 3.0 kHz.
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curves decrease slightly with increasing impairment, which
indicates the hypersensitivity of the tail. For fibers with
higher CFs, the tuning curves become “W-shaped,” consis-
tent with some physiological observations �Liberman and Ki-
ang, 1984�. In the model, the hypersensitivity of the tail is
due to the movement of the C1 filter zeros to their impaired
position, which acts to slightly increase the filter gain in the
tail.

Also plotted in Fig. 5 are C2 tuning curves �triangles�
for the model fibers with CFs at 0.5 and 3.0 kHz. These C2
tuning curves are consistent with C2 tuning curves measured
in cats �e.g., Fig. 2 of Liberman and Kiang, 1984�. The C2
threshold here is defined as the level at which a 90° phase
shift occurs in the AN response—see Sec. III F for more
details. The C2 tuning for the fiber with CF at 15.0 kHz
cannot be determined because the synchrony to tones with
frequencies around CF is insufficient to reliably determine
the phase of the AN response, consistent with Fig. 6D of
Kiang et al. �1986�. Note that the C2 thresholds are not equal
to the C1 thresholds with complete OHC impairment. Al-
though the C1 and C2 filters are identical in this case, the
shallower growth of the C2 transduction function at low to
moderate levels �see Fig. 3� means that the outputs of the C1
and C2 transduction functions do not become comparable in
magnitude until higher sound pressure levels.

B. Mean discharge rate and phase versus level

Figure 6 shows the rate-level functions for a model AN
fiber with CF at 1.5 kHz in response to a tone at CF. Four
different conditions of the cochlea are considered: �a� normal
hair cells; �b� impaired OHC and normal IHC; �c� normal
OHC and impaired IHC; and �d� impaired OHC and im-
paired IHC. To illustrate whether the responses are associ-
ated with C1 or C2, phase raster plots are shown below each
rate-level function plot. The phase raster displays show the
period histogram along the ordinate, and the abscissa indi-
cates the sound pressure level of the stimulus in dB SPL.
Each ordinate corresponds to one cycle of the stimulus and
each dot in the period histogram indicates the stimulus phase
at which a spike occurs in the AN fiber responses. Note that
the model fiber considered here is a low-threshold fiber.

The normal rate-level function shown in Fig. 6�a� has a
narrow dynamic range and saturates around the sound level
at which the BM becomes compressive, so the rate-level
function does not exhibit any effects from BM compression.
The phase raster for this case shows a transition from the C1
phase to the C2 phase, such that the discharge rate remains at
approximately the same level. Consequently, no notch is ob-
served in the rate-level function in this example model fiber.

Impairment of the OHC with the IHC being normal
�shown in Fig. 6�b�� gives almost the same dynamic range in
the rate-level function as the normal fiber, and the responses
are shifted to the higher level without any substantial change
in the slope, consistent with the model described in Fig. 1 of
Heinz and Young �2004�. The phase raster plot also appears
unchanged for suprathreshold stimuli.

Impairment in the IHC only �Fig. 6�c�� substantially at-
tenuates the C1 amplitude, producing a rate-level curve with

a much shallower initial slope than normal. Here, a notch
becomes more evident in the rate-level function and there is
an abrupt change of phase around the stimulus level of the
notch, consistent with physiological data �e.g., see Fig. 6B of
Liberman and Kiang, 1984�. Following the initial shallow
slope is a steep high-level response associated with the
C1/C2 transitions, as shown by the corresponding phase ras-
ter plot. Note that the maximum discharge rate for the C1
response is reduced, whereas the overall maximum discharge
rate �produced by the C2 response� is similar to that of nor-
mal fibers, consistent with physiological data �Liberman and
Kiang, 1984; Miller et al., 1999; Heinz and Young, 2004�.

Severely impaired AN fibers �with both OHC and IHC
impairment� have very steep rate-level functions �Heinz and
Young, 2004�. In the model response �Fig. 6�d��, this steep
slope at high levels is due to the C2 responses only, which is
evident from the corresponding phase raster plot.

C. Instantaneous frequency „IF… glides

To compare model results with the data published by
Carney and Yin �1988�, measured and model revcor func-
tions of an AN fiber with a CF of 1914 Hz are shown in Figs.
7�a� and 7�b�, respectively, for six different levels ranging
from 30 to 80 dB SPL. The same technique used in Carney
et al. �1999� has been employed here to estimate the model
revcor function. Model revcor functions are in good agree-
ment with the published data and have the following proper-
ties: �i� For all levels shown, the zero-crossing points of the
revcor functions are almost identical �dotted line�, which
confirms that the IF glides are independent of the input
stimulus levels. The locations of the zeros in C1 filter are
moved along with the poles according to the control signal to
ensure this property in the model. �ii� The revcor function
waveforms are more quickly damped out at higher levels,
i.e., the duration of the IF trajectory is shorter at higher lev-
els and longer at lower levels, because of the broader tuning
at higher stimulus levels and sharper tuning at lower levels,
respectively. �iii� Responses to high-level stimuli show the
peak of the impulse response occurring at shorter latencies,
and relatively longer latencies to low-level stimuli. So, fibers
that show upward frequency glides in their impulse re-
sponses �CF�1.5 kHz� have more energy in the low-
frequency part of the glides with increased stimulus level,
i.e., the BF is shifted to lower frequencies at high levels.
Similarly, low-CF fibers that show downward glides in their
impulse responses �CF�0.75 kHz� have the BF shifted to
higher frequencies with increased stimulus sound pressure
levels. All of these observations are consistent with the
physiological data �Evans, 1981; Carney et al., 1999�.

Figure 7�c� and 7�d� show the IF trajectories of the mea-
sured and model revcor functions, respectively, for three dif-
ferent CFs exhibiting downward, constant and upward glides
in their impulse responses across three different noise levels.
The model responses are compared with the data published
in Carney and Yin �1988�. Figure 8 shows the slopes of the
IF trajectories of the model revcor functions, which are in
good agreement with the lower values of the measured data
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�Carney et al., 1999� across a wide range of CFs. However,
the proposed model cannot produce the steeper slopes that
are seen in the data in the high-CF region.

D. Reverse correlation filters and level dependence of
BF

The revcor filter determined from the Fourier transform
of the revcor function to broadband noise gives an estimate
of a linear filter that describes the response of an AN fiber to
that particular noise signal �de Boer and Kuyper, 1968; Car-
ney and Yin, 1988�. The measured and model revcor filters
for an AN fiber with CF at 1914 Hz are shown in Figs. 9�a�

and 9�b�, respectively, across a wide range of noise levels.
Each revcor filter is normalized to its maximum magnitude
and for clarity a 1 dB shift is introduced between filters at
different levels. As in Carney and Yin �1988�, several signal-
processing techniques are used to improve the estimate of the
revcor filter.

The model revcor filter becomes increasingly broad and
BF is shifted to lower frequency as the noise level is in-
creased. These are consistent with the measured data for AN
fibers in the range CF�1.5 kHz �Møller, 1977; de Boer and
de Jongh, 1978; Evans, 1981; Carney and Yin, 1988� and
also with the BM responses at the base of the cochlea
�Rhode, 1971; Ruggero et al., 1997�. BF here is estimated as
the frequency corresponding to the peak of the revcor filter.
The monotonic BF shift as a function of sound pressure level
is consistent with the monotonic IF glide in the impulse re-
sponse.

The phase of the revcor filter response changes system-
atically with the sound pressure level of the noise stimulus
for frequencies above and below CF. The measured and
model phases for the same CF are shown in Figs. 9�c� and
9�d�, respectively, for stimulus levels ranging from
30 to 80 dB SPL. Here, the phase at 80 dB SPL is chosen as
reference for all frequencies shown. The model phase re-
sponse shows a reasonably good quantitative match to the
reported data, with both being fairly invariant with stimulus
level at CF and increasingly lagging and leading below and
above CF, respectively, with decreasing stimulus sound pres-
sure level.

E. Level dependence of phase properties for high-CF
fibers

For high-CF AN fibers �CF�4 kHz�, level-dependent
changes in phase cannot be accurately measured due to the
lack of synchrony to tones around CF. To evaluate the mod-
el’s phase properties for high CFs, the phases are computed
from the output of the C1 filter that corresponds to the BM
response. Since the stages followed by the C1 filter do not
introduce any level-dependent phase change in the AN re-
sponses, the C1 filter output reflects the level-dependent
phase changes in the model responses and confirms that this
property is a result of the nonlinear interaction in the co-
chlea. High-CF fibers show stronger phase changes with
level than low-CF fibers, as the CA gain is greater at high
CFs.

Figures 10�a� and 10�b� show the level-dependent phase
changes in the measured and model responses, respectively,
across a wide range of stimulus frequencies for an AN fiber
with CF at 10 kHz. To compare with the BM phase data
from chinchilla published in Fig. 14 of Ruggero et al. �1997�,
phases are referenced to 80 dB SPL. The model responses
are in good agreement with the measured data.

F. C1/C2 transition

Figures 11�a� and 11�c� show the measured �Fig. 1,
Wong et al., 1998� and model phase raster displays, respec-
tively, for an AN fiber with a CF of 2.03 kHz to three differ-
ent tones at 0.6, 1.07, and 2.03 kHz, respectively. The dura-

FIG. 7. Revcor functions and IF glides. �a� Measured �unit 86100-25, Car-
ney and Yin, 1988� and �b� model revcor functions for an AN fiber with CF
of 1914 Hz at six different sound levels ranging from 30 to 80 dB SPL. All
revcor functions are normalized to their peak magnitude. �c�, �d� The mea-
sured �Carney and Yin, 1988� and model IF glides, respectively, in the
impulse response of the three different AN fibers with CFs at 508 Hz �unit
86100-2�, 1210 Hz �unit 86095-30�, and 2305 Hz �unit 86100-26� for three
sound pressure levels �40, 60, and 80 dB SPL�. The overlap of the IF pro-
files of a particular model fiber for different levels indicates that these glides
are level independent.
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tion of the stimulus tone is 400 ms and 4 repetitions of the
same stimulus are used to plot the period histogram, to be
able to compare with the results published in Wong et al.
�1998�. The first 20 ms in each repetition is excluded when
constructing the period histogram to avoid the transient re-
sponse at the stimulus onset.

The Fourier transform of the period histogram gives the
phase of the stimulus at which the fiber is responding and the
plot of phase versus level is constructed by determining the
phase for each level of the stimulus at that frequency. The
phase at the lowest level is arbitrarily set as 0°, because it is

the change in phase that is significant. The level at which the
phase shift just exceeds 90° is referred to as the C2 threshold
�Wong et al., 1998�. Below each phase raster plot is the
corresponding phase versus level plot. Measured and model
responses are shown in Figs. 11�b� and 11�d�, respectively.
Like the data, model response shows the expected pattern of
phase with level. For the tones below CF, the C1/C2 transi-
tion occurs at relatively higher levels of the stimulus than
that for the tone at CF, which is consistent with the data. The
model responses here show slightly more rapid transitions
than the example AN data, but there exists substantial vari-

FIG. 8. Slope of the first-order regressions of IF trajectories of the cat �Carney et al., 1999� and model revcor functions. In each case, the best frequency for
each fiber was determined by averaging the estimated best frequencies across the SPLs studied. Vertical dotted lines at 750 and 1500 Hz are used to demarcate
the trend in the IF glide over different frequency regions. �a� Measured data from 214 fibers in cats across a wide range of SPLs �reprinted from Fig. 7 of
Carney et al., 1999, with permission from the Acoustical Society of America©� and �b� model IF slope for three different sound pressure levels at 40, 60 and
80 dB SPL, respectively, for each fiber.

FIG. 9. Revcor filters: �a�, �c� mea-
sured �unit 86100-25, 1914 Hz, Car-
ney and Yin, 1988� and �b�, �d� model
responses. Upper panels �a�, �b� show
the magnitude of the filters computed
in response to a wide-band noise at
several stimulus levels. Each revcor
filter is normalized by its peak magni-
tude, and for clarity a 1 dB shift is in-
troduced between filters at different
levels. Lower panels �c�, �d� show the
level-dependent phase response of the
revcor filters where the phases are
forced to be between −� and +�. In
both cases, the phases vary systemati-
cally with stimulus level for frequen-
cies above and below CF.
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ability in the steepness and direction of the phase transition
across AN fibers �Wong, 1998; Heinz, private communica-
tion�. Similar variability in phase transition behavior is seen
in the model predictions depending on the frequency of the
tone relative to CF and the parameters for the C2 IHC trans-
duction function.

G. Peak splitting

Figure 12 shows the period histograms for a single AN
fiber with CF of 1.69 kHz responding to five different con-
tinuous tones at 0.25, 0.5, 1.0, 1.69, and 2.0 kHz, respec-

tively. For comparison with the published data �Fig. 6, Ki-
ang, 1990�, both measured and model responses are
presented. Each histogram shows the averages for 15 s
samples for two cycles of the continuous tone. At low tone
levels, the histogram is flat during spontaneous activity and a
single peak per stimulus cycle gradually emerges with the
peak shifted slightly with increasing sound pressure level. At
high levels, the phase shift is as high as 180°, corresponding
to the switch from C1 to C2 responses. In addition, extra
peaks appear in the histograms of both measured and model
responses to tones below 1 kHz only. Note that the phase of

FIG. 10. �a� Measured �reprinted from
Fig. 14 of Ruggero et al., 1997, with
permission from the Acoustical Soci-
ety of America©� and �b� model phase
responses of an AN fiber �CF
=10 kHz� at the level of the BM. The
model phases are measured from the
output of the C1 filter. Phases are ref-
erenced to the phase of the response at
each frequency at 80 dB SPL, as in
Ruggero et al. �1997�.

FIG. 11. Measured �reprinted from
Fig. 1 of Wong et al., 1998©, with
permission from Elsevier� and model
responses of an AN fiber with CF at
2.03 kHz in response to three different
continuous tones at 0.6, 1.07, and
2.03 kHz, respectively. Phase raster
plots in �a� and �c� �corresponding to
measured and model responses, re-
spectively� display period histograms
along the ordinate at various sound
levels. Three columns show data for
three different tone frequencies. �b�,
�d� The average phases of the tone in
the measured and model responses, re-
spectively, vs stimulus level. The level
at which phase shift just exceeds 90°
�C1/C2 threshold� is shown in the up-
per right corner in the average phase
plots.
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the AN model response relative to the tone phase does not
always match the relative phase observed in the correspond-
ing data. The phase response of the model is affected by the
delay function described in Sec. II F, which is set to match
the average delay observed in the revcor data at each CF
rather than attempting to match the phase data for tones.

Figure 13 shows the histograms for both measured �Fig.

7, Kiang, 1990� and model AN fiber �CF at 0.240 kHz� re-
sponses to a tone at CF. For comparison the histograms are
shown for the levels from 90 to 104 dB SPL with 2 dB
steps. At around 92 dB SPL, a separate smaller peak appears
in the model responses that is almost opposite in phase to the
primary peak. With the increase in tone level, the small sec-
ondary peak grows, and around 98 dB SPL there are two

FIG. 12. Period histograms for a
single AN fiber with CF at 1.69 kHz in
response to five different continuous
tones at 0.25, 0.50, 1.0, 1.69, and
2.0 kHz, respectively. The left panel
shows the reported data �reprinted
from Fig. 6 of Kiang, 1990©, with
permission from Elsevier� and the
right panel shows the model re-
sponses. Curved arrows labeled “C1/
C2” indicate where C1/C2 transitions
are observed. Responses to tones of
15 s duration measured to construct
the histogram. Each column contains
data for a particular tone at different
sound pressure levels. For histograms
in the same column, the ordinate is
scaled by the same factor to give a
clear pattern. However, across rows
the scaling factor varies. The abscissa
for each column is the time period cor-
responding to two cycles of that par-
ticular tone.

FIG. 13. Period histograms for a single AN fiber with
CF at 0.240 kHz responding to a continuous tone at CF.
Both measured �modified from Fig. 7 of Kiang, 1990©,
with permission from Elsevier� and model responses
are shown. The tone duration for constructing the his-
tograms is 15 s. In each case, the left column contains
data in 10 dB steps with increasing sound pressure lev-
els downwardly and the right column shows data in
2 dB steps. Curved arrows labeled C1/C2 indicate
where C1/C2 transitions are observed. Straight arrows
labeled “peak splitting” indicate an example histogram
where the emergence of strong harmonic peaks is ob-
served. For histograms in the same column, the ordinate
is scaled by the same factor to give a clear pattern. The
abscissa for each column is the time period correspond-
ing to two cycles of that particular tone.
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distinctly spaced separate peaks per stimulus cycle. With fur-
ther increase in tone level, the secondary peak dominates and
the primary peak diminishes completely, i.e., there is again
only a single peak per cycle and thus the overall response is
shifted to the opposite phase relative to the phase at low
levels. Overall, model responses are in good agreement with
the reported data, although the model responses still show
some spread of synchrony above 90 dB SPL. This is due to
the C1 and C2 outputs being nearly but not exactly 180° out
of phase at these stimulus levels. At higher levels �not
shown�, the C1 and C2 outputs become exactly 180° out of
phase and the model fiber again shows synchrony over a
narrow duration of the stimulus cycle.

IV. DISCUSSION

This paper presents a computational AN model that
gives a phenomenological description of the auditory-
periphery for a wide range of CFs across various sound lev-
els. The signal-path C1 filter together with the feed-forward
control path reflects the important response properties of the
AN at low and moderate levels, such as compression, two-
tone rate suppression, level-dependent phase responses,
level-independent IF glides in the impulse response and BF
shift with sound pressure level. The interaction between the
two paths, C1 and C2, explains most of the transition region
�90–100 dB SPL� effects, such as the C1/C2 transition and
peak splitting, that are the main focus of this modeling study.
For levels above the transition region, the C2 output domi-
nates and is responsible for the very high-level effects in the
AN fiber responses, such as the loss of synchrony capture
due to poor frequency selectivity and BF shift �e.g., syn-
chrony goes to lower formant to speech responses, Wong et
al., 1998�, and lack of vulnerability to acoustic trauma
�Liberman and Kiang, 1984; Wong et al., 1998�.

A. Comparison with previous models

As discussed in Sec. I, some previous studies have con-
sidered implementing Kiang’s two-factor cancellation hy-
pothesis in models of BM and IHC processing. Cheatham
and Dallos �1998� built an ad hoc mathematical model to
demonstrate the transition region effects at the level of the
IHC �Fig. 9, Cheatham and Dallos, 1998�. They presumed
that the two factors interact at the input to the IHC trans-
ducer. A C1 response having both fundamental and second
harmonic components is added with a C2 response having
only a fundamental component at the input to the IHC, be-
fore the transduction process. A similar approach was taken
by Mountain and Cody �1999�, with three modes of excita-
tion adding before IHC transduction. The architecture of the
model presented in this paper is slightly different in the sense
that the two paths interact after they are transduced by two
separate functions. The justification of having two separate
filters followed by their corresponding transduction functions
was discussed earlier.

Lin and Goldstein �1995� investigated inclusion of a
C1/C2 transition mechanism in their multiple-bandpass-
nonlinearity �MBPNL� model. At low levels, the MBPNL
model response is dominated by the high-gain band-pass tip

path, whereas at very high levels, the low-pass tail path
dominates because of the expander. The two paths interact
nonlinearly within a transition region. To simulate the C1/C2
transition and peak-splitting phenomena in the MBPNL
model, the two paths have to be in anti-phase relation, con-
sistent with the Kiang’s two-factor hypothesis �Lin, 1994;
Lin and Goldstein, 1995�. However, for predicting responses
to paired clicks �Goblick and Pfeiffer, 1969�, it is required
that the tip path leads the tail path by 90°. As the MBPNL
model is static, there is no change in the filter phases over
time that could explain the different phase behavior for con-
tinuous tone pairs versus paired clicks. Thus Lin and Gold-
stein �1995� proposed an ad hoc phase adaptation mecha-
nism that produces a temporal transition of the two paths’
phase responses from an initial quadrature relation to a final
anti-phase relation, with a time constant of 0.2 ms. In con-
trast, the model presented in this paper does not require any
ad hoc phase adaptation, because phase adaptation is a natu-
ral result of the implementation of the cochlear amplifier in
this model. The time-varying C1 filter dynamically adapts its
phase at low and moderate levels according to the control-
path signal; a low-pass filter in the control path produces an
approximately 0.2 ms time constant for the onset of the com-
pressive nonlinearity �Fig. 8, Recio et al., 1998� and the
resulting phase changes. Thus, for paired clicks the anti-
phase relationship of the C1 and C2 outputs does not have
time to develop because of the �0.2 ms time constant for the
onset of C1 gain and phase changes. However, for continu-
ous tones the anti-phase relationship of the C1 and C2 out-
puts has time to develop and consequently produces the
C1/C2 transition and peak-splitting phenomena in the model.

The model presented here will be useful in simulating
responses to complex stimuli, particularly for speech. It has
been reported that all frequency components of the response
to a vowel stimulus undergo the C1/C2 transition level si-
multaneously and this level is determined by the level at
which the largest component reaches the C1/C2 transition,
rather than the level of an individual harmonic component of
the vowel �Fig. 3, Wong et al., 1998�. This observation rules
out the possibility of separate processing of each component
of complex stimuli, otherwise individual components might
undergo C1/C2 transitions separately. In the proposed model,
the C1/C2 transition occurs when the C1 filter gain and
phase match the C2 filter gain and phase and the output of
the C2 transduction function grows to have a similar magni-
tude to the output of the C1 transduction function. The mod-
el’s wide-band control path determines how the gain and
phase of the C1 filter approach those of the C2 filter at high
levels; the control path behavior is dependent on the overall
spectrum of a wide-band stimulus, rather than just one fre-
quency component, and consequently all vowel components
should undergo the C1/C2 transition simultaneously. It is un-
likely that the phase-transition-modified MBPNL model �Lin
and Goldstein, 1995� could explain the vowel data.

B. Physical interpretation of the model architecture

While the proposed model architecture was created in
such a way to be compatible with as much of the physiologi-
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cal data as possible, the C2 filter and transduction function
behavior were chosen to provide a good phenomenological
description of the AN fiber data rather than being based on a
particular interpretation of the physical source of the C2 re-
sponse. We did investigate alternative model architectures
such as omitting the C2 filter and just having the C1 filter
provide the input to the two separate C1 and C2 transduction
functions, but none of these other approaches produced sat-
isfactory results. The apparent need for a separate C2 filter
suggests that the physical source of the C2 response is a
second traveling wave on the BM, as has been proposed by
Lin and Guinan �2004�. The fact that our C2 filter is identical
to our C1 filter with complete OHC impairment indicates
that this second traveling wave could be subject only to the
passive mechanical properties of the cochlea, i.e., is not af-
fected by the cochlear amplifier, which has been suggested
previously by Lin and Guinan �2004�. To explain the differ-
ence between response properties in the tip and tail regions
of AN fiber tuning curves, Lin and Guinan �2000� proposed
that there may be two modes of excitation in the tip region
and another two in the tail region. With our model architec-
ture, the differences in the response properties within the tip
and tail regions result from the difference in the control path
behavior for stimuli within the tip and tail regions. That is,
our phenomenological description of the cochlear amplifier
achieved by the control path’s influence on the C1 filter tun-
ing can explain the tip and tail differences, and only a single
C2 filter is required as well.

A physical interpretation of the separate C2 transduction
function is more difficult. While Liberman and Kiang �1984�
observed that the C2 response and the shorter IHC stereocilia
are both fairly resistant to acoustic trauma, it is unclear why
transduction through the shorter stereocilia should not be af-
fected by a reduction in the EP �Sewell, 1984b�. It is also not
obvious why the C2 transduction pathway would only be
driven by the C2 excitation from the BM and not from the
C1 excitation. Cheatham and Dallos �1998� speculated on the
possibility of a change in the coupling of the IHC stereocilia
with the tectorial membrane as a result of a change in the
magnitude of basilar membrane vibrations, but they did not
consider the existence of two different modes of basilar
membrane vibration caused by two traveling waves. Further
investigation with biophysical models of cochlear microme-
chanics and IHC transduction is clearly required.

C. Interpretation of the peak-splitting results

The peak-splitting phenomenon has been reported in
cats mostly for low CFs in response to stimulus frequencies

below 1 kHz �Kiang and Moxon, 1972; Johnson, 1980; Ki-
ang, 1984, 1990; Cai and Geisler, 1996�. In contrast, it has
been found in chinchilla that high-CF fibers are more likely
to show peak splitting than lower CFs �Ruggero and Rich,
1983, 1989�. However, irrespective of species, the occur-
rence of peak splitting, the number of peaks, and the dis-
tances between the peaks in the period histogram of the AN
response are dependent upon the stimulus frequency �Cai,
1995; Cai and Geisler, 1996�. Two types of peak splitting
have been observed in the data. One is symmetrical with the
two peaks being approximately one half cycle apart; the
range of sound pressure levels over which it has been ob-
served is narrow, and it is almost always accompanied by
abrupt changes in the phase-level function and occasionally
by the notches in the rate-level function �Kiang and Moxon,
1972; Kiang, 1984, 1990�. The other is asymmetrical where
peaks are unevenly spaced and more than two peaks may
appear in the histogram. The peaks maintain their existence
during a fairly large range of stimulus sound pressure levels
and thus the multiple peaks do not seem to be related in any
way to notches in the rate-level functions �Cai and Geisler,
1996�. Both types of peak splitting were observed in several
species. However, the exact mechanism behind the genera-
tion of these responses is not known yet.

As stated in Sec. I, Kiang �1990� hypothesized that if
one of the two responses �C1 or C2� contains a second har-
monic distortion, peak splitting could be a direct result of the
C1/C2 interaction. He argued that in the transition region the
fundamental components of the C1 and C2 responses will
cancel each other, but the second-harmonic component will
remain uncancelled. In this paper, we have described a model
consistent with this hypothesis that quantitatively addresses
these issues. The C1 transduction function is a saturating,
asymmetrical nonlinearity, and hence its output has strong
harmonic distortions and a dc offset at high stimulus levels.
However, the symmetrical C2 transduction function has a
strong fundamental component with no dc offset and insig-
nificant harmonic distortions in the transition region.

Figure 14 shows example response waveforms obtained
at the outputs of the two transduction functions in our model
IHC, with the C1 output shown by dotted lines, the C2 out-
put shown by dashed lines, and their summed output shown
by solid lines. At low and moderate levels �Fig. 14�a��, the
summed output is completely dominated by the C1 responses
and thus the period histogram exhibits only a single peak in
the AN responses. Within the transition region �Fig. 14�b��,
the C1 and C2 amplitudes are comparable and the
fundamental-frequency components tend to cancel each

FIG. 14. Illustration of how the C1/C2 transition and
peak-splitting phenomena occur in the IHC section of
the model. The dotted, dashed, and solid lines represent
the output of the C1 transducer, C2 transducer, and the
combined responses, respectively. Left, middle, and
right panels give representative responses before the
low-pass filter of the IHC at low, transition, and very
high levels, respectively.
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other. However, the second harmonic of the C1 response
�produced by the C1 IHC transduction function asymmetry�
remains uncancelled, and consequently the period histogram
in the transition region exhibits two peaks per cycle �peak
splitting� corresponding to the two positive peaks in the com-
bined output. Figure 14�c� illustrates that as the growth of the
C2 response is sharp, the primary �C1� peak is cancelled
completely just a few decibels above the transition threshold,
at which point the anti-phase C2 output dominates.

In the model presented here, the combined output of the
two transduction functions is passed through the seventh-
order IHC low-pass filter with a cut-off frequency of
3800 Hz to describe the fall-off in pure tone synchrony
above 1 kHz �Zhang et al., 2001�. Consistent with the ex-
perimental observations, the model histogram shows sym-
metrical peak splitting to tones below 1 kHz only. For tone
frequencies above 1 kHz, the second harmonic will have a
frequency above 2 kHz and consequently will be greatly at-
tenuated by the IHC low-pass filter. In this case, the period
histogram will have a phase transition with no obvious peak
splitting. However, the dc component of the C1 response
�produced by the C1 transduction function asymmetry� will
pass through the IHC filter, such that a broadening of the
period histogram will occur and no notch will occur in the
rate-level function, as is seen in Figs. 6�a� and 6�b�.

From the above-mentioned observations, it is apparent
that a notch in the rate-level function could be produced in
either of two circumstances. First, if an IHC has a C1 trans-
duction function that is more linear than normal, then no
second-harmonic or dc offset will be produced in the output.
In this case, the C1 response will be more completely can-
celled by the anti-phase C2 response, and the AN fiber dis-
charge rate will drop, producing a notch in the rate-level
function until the C2 response grows large enough to domi-
nate the response. Second, if an IHC has a C2 transduction
function that is more asymmetric than normal, then the C2
response may have harmonic distortions and a dc offset simi-
lar to the C1 response, such that they can cancel each other
and likewise produce a notch in the rate-level function. The
former case is illustrated in the model simulations with IHC
impairment shown in Fig. 6�c�. A notch appears in the rate-
level function at 75 dB SPL with this implementation of IHC
impairment, and an abrupt change of phase is observed in the
phase raster. Impairment modeled as a shallower slope in the
C1 transduction function results in less rectification of the C1
waveform. Consequently, in the transition region the funda-
mental frequency component dominates in the C1 waveform
and tends to cancel with the anti-phase C2 waveform, and
the lack of harmonic distortion or dc offset in the C1 results
in the notch in the rate-level function and the absence of
peak splitting in the phase raster. Variability in C1 and C2
transduction function shape between different IHCs in ex-
perimental animals could consequently explain why notches
of different depths occur in different AN fiber rate-level
functions, and why the peak-splitting phenomenon is only
strong in rate-level functions without notches �Kiang, 1990�.

D. C1/C2 transitions in high-CF fibers

It has been reported that as CF increases there is a nar-
rower range of stimulus frequencies that can elicit an abrupt
phase shift in the cat AN responses �Fig. 3, Liberman and
Kiang, 1984�. In contrast, in chinchilla the abrupt phase tran-
sitions are seen in high-CF fibers to even very low stimulus
frequencies �Ruggero et al., 1996�. However, Lin and
Guinan �2000� reported that in high-CF cat AN responses to
clicks, a phase reversal of the short-latency peak occurs at
high levels �Fig. 10�F� of Lin and Guinan, 2000�. Presum-
ably, the short-latency peaks in high-CF fibers are due to
excitation in the tuning-curve tail �Schoonhoven et al.,
1994�. So, the short-latency click responses can be compared
to the tail-frequency tone responses. The fact that the phase
reversals in cat high-CF fibers have been seen with clicks,
but not with tones, might be due to the dearth of cat data for
stimuli above 100 dB SPL. Clicks can be applied at very
high sound levels, but tones produce acoustic trauma at these
high levels. If this is the case, then in response to low-
frequency tones the C1/C2 transition will be observed for
high-CF fibers at very high levels in cats, and thus, chinchilla
and cat would be similar in this regard. In this study, the C2
transduction function sharply increases the C2 output at high
levels and consequently, in high-CF fibers the combined out-
put is dominated by the C2 response even for low-frequency
tones. So, the model can simulate phase transitions at very
high levels for high-CF fibers to low-frequency tones.

V. CONCLUSION

The proposed model gives good quantitative and quali-
tative description of AN response properties for tones and
broadband noise stimuli over a wide range of stimulus levels.
While the model architecture is designed primarily to give a
good phenomenological description of the AN response
properties, it does give some insight into the possible physi-
cal mechanisms in the cochlea generating the C2 response.
Investigation of model predictions for high-level clicks �e.g.,
Lin and Guinan, 2000� and complex stimuli, particularly
speech �e.g., Wong et al., 1998�, should provide useful fur-
ther evaluation of the model.
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1In this paper, best frequency �BF� is the frequency at which the fiber re-
sponse is maximum, which can vary with sound level, whereas the charac-
teristic frequency �CF� is the frequency at which the fiber shows the lowest
threshold, which is a model parameter that is invariant to the stimulus
sound pressure level. Note however that the estimate of CF that is measured
from a model tuning curve may change as a function of hair cell impair-
ment �see Fig. 5�, although the model parameter CF has not changed.

2See Appendix B of Bruce et al. �2003�. Note that there is an error in Eq.
�B1� of Bruce et al. �2003�. The corrected form of the equation is
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+ cos��
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from Miller et al. �1997�.
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Although numerous studies have investigated temporal integration of the acoustic-reflex threshold
�ART�, research is lacking on the effect of age on temporal integration of the ART. Therefore the
effect of age on temporal integration of the ART was investigated for a broad-band noise �BBN�
activator. Subjects consisted of two groups of adults with normal-hearing sensitivity: one group of
20 young adults �ten males and ten females, ages 18–29 years, with a mean age of 24 years� and
one group of 20 older adults �ten males and ten females, ages 59–75 years, with a mean age of
67.5 years�. Activating stimulus durations were 12, 25, 50, 100, 200, 300, 500, and 1000 ms.
Significant main effects for duration and age were obtained. That is, as the duration increased, the
acoustic reflex threshold for BBN decreased. The interactions of duration�age group and
duration�hearing level were not significant. The result of pair-wise analysis indicated statistically
significant differences between the two age groups at durations of 20 ms and longer. The observed
age effect on temporal integration of the ART for the BBN activator is interpreted in relation to
senescent changes in the auditory system. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2221415�

PACS number�s�: 43.64.Ha, 43.64.Ld �WPS� Pages: 1467–1473

I. INTRODUCTION

Aging effects have been extensively documented for
various parameters of the acoustic reflex. Although aging
effects on the acoustic-reflex threshold �ART� for the tonal
activator appear to be absent �Osterhammel and Osterham-
mel, 1979; Silman, 1979a; Gelfand and Piper, 1981; Thomp-
son et al., 1980; Silverman et al., 1983; Silman et al., 1987�,
several studies have shown significantly increased ARTs for
the broad-band noise �BBN� activator in older than younger
adults �Handler and Margolis, 1977; Silman, 1979a; Gelfand
and Piper, 1981; Silverman et al., 1983�. Jakimetz et al.
�1989� investigated the effect of signal bandwidth and spec-
tral density on the ART in the elderly. Their findings revealed
that as spectral density increased from one to five compo-
nents, the mean ART decrease was 5.6 in the elderly subjects
versus 8.1 in the younger subjects. Also, the plateau in ART

decrease with increases in spectral density occurred earlier in
older adults �five components� than in younger adults �seven
components�. These findings suggest that the auditory system
of the elderly has a reduced ability to summate the sound
energy from the components of a multitone complex signal,
which are presented simultaneously within a particular band-
width. This result was interpreted by Jakimetz et al. as a
weakening of the frequency selectivity of the cochlea in the
elderly following the reduction in the number of OHCs due
to aging.

The growth in acoustic-reflex magnitude with increases
in intensity of the tonal or BBN activator is decreased for
older adults as compared with younger adults, and the
acoustic-reflex growth function saturates in the older, but not
the younger, adults �Thompson et al., 1980; Silman and Gel-
fand, 1981a�. Acoustic-reflex latencies for tonal and BBN
activators are prolonged in older adults as compared with
younger adults �Bosatra et al., 1984�.

Numerous studies have been done on temporal integra-
tion �threshold-duration function� for the ART �Woodford et
al., 1975; Barry and Resnick, 1976; Morgan et al., 1977;
Stelmachowitz and Seewald, 1977; Cacace et al., 1991;
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Zwislocki, 2003�. These studies yielded variable results in all
likelihood because of small samples and/or lack of control
for age. Thus far, however, aging effects on temporal inte-
gration of the ART have not been investigated. Such an in-
vestigation would further enhance our understanding and
knowledge of the physiology of the acoustic reflex. There-
fore, we studied the effect of age on temporal integration for
the contralateral ART that is elicited with a BBN activating
signal.

II. EXPERIMENTAL METHODS

A. Subjects

The subjects consisted of two groups of adults with
normal-hearing sensitivity: one group of 20 young adults
�ten males and ten females, ages 18–29 years, with a mean
age of 24 years� and one group of 20 older adults �ten males
and ten females, ages 59–75 years, with a mean age of
67.5 years�.

All subjects in both groups met the following criteria for
inclusion: �a� air-conduction thresholds less than or equal to
20 dB HTL at the octave frequencies from 250 to 8000 Hz
�ANSI, 1996�; �b� bone-conduction thresholds �ANSI, 1996�
from 250 to 4000 Hz within 5 dB of the air-conduction
thresholds; �c� tympanometric peak pressure within ±50
daPa; �d� peak-compensated static-acoustic admittance not
less than 0.35 mmho �Jerger, 1970; Silman and Silverman,
1991�; �e� contralateral acoustic reflexes present for the 500-,
1000-, and 2000-Hz tonal activators within the 90th percen-
tiles �Silman and Gelfand, 1981b�; �f� negative otoscopic
findings; and �g� negative otologic and neurologic histories.

Table I shows the means, ranges, and standard devia-
tions for the pure-tone air-conduction thresholds for the
younger and older adult subjects.

B. Procedure

The order of ear tested was counterbalanced across sub-
jects in each group. The activating stimulus durations �12,
25, 50, 100, 200, 300, 500, 1000 ms� were randomized. The
interstimulus interval �ISI� was 6 s as this interval is optimal
for the avoidance of overestimation of aging effects on the
acoustic reflex �Jerger and Oliver, 1987�. The contralateral
mode of activating signal presentation was employed
whereby the activating signal was presented through an in-
sert phone in the test ear and the acoustic-admittance change
was monitored in the contralateral ear with a digital strip-
chart recorder. The activating stimulus was presented below
the expected ART and the intensity of the activating stimulus
was increased in 1-dB increments until a reliable ART was
observed. The ART was determined by visual inspection of
the strip-chart recorder. An acoustic-reflex response was con-
sidered to be present if its pattern was distinguishable from
the background noise. The ART was defined as the lowest
level at which a repeatable response was present on all three
ascending trials �Silman et al., 1978�.

C. Instrumentation and calibration

The GS-16 Audiometer was calibrated according to
ANSI �1996�. An acoustic-immittance meter �GS-1723� with
220-Hz probe tone was calibrated according to ANSI �1987�.
The Hewlett Packard Spectrum Analyzer �Model 3582A�
was used to measure the spectrum of the BBN stimulus.

Figure 1 shows a block diagram of the instrumentation
and setup. The activating stimulus consisted of a BBN signal
that was generated by a white-noise generator �Model S 81-
02�. The signal was routed first into a programmable attenu-
ator �S 85-08� and up-down counter �S 41-28�, for control of
intensity. The output of the up-down counter was directed to
the electronic switch �S 84-04� that controlled the rise and
fall of the stimulus �3 ms rise/fall�. The signal from the elec-
tronic switch was directed into an S 82-24 amplifier, the

TABLE I. Means, standard deviations �SDs�, and ranges for the pure-tone air-conduction thresholds �dB HL�.

250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

Younger adults
Right ear

Mean 3.0 2.0 2.8 1.3 1.0 1.0
SD 3.4 2.51 3.4 2.8 2.1 2.1
Range 0–10 0–5 0–10 0–10 0–5 0–5

Left ear
Mean 2.8 2.5 3.3 1.0 1.8 2.5
SD 3.4 3.4 2.5 2.6 2.9 2.6
Range 0–10 0–10 0–5 0–10 0–10 0–5

Older adults
Right ear

Mean 10.3 10.0 10.0 9.3 11.0 15.5
SD 5.0 4.9 6.3 6.3 6.0 5.8
Range 5–20 5–20 5–20 5–20 0–20 0–20

Left ear
Mean 9.6 9.3 7.5 8.8 11.8 16.3
SD 4.7 6.1 5.5 6.5 5.7 5.4
Range 0–20 0–20 0–20 0–20 0–20 0–20
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electrical output of which was routed to a TDH-49 trans-
ducer �encased in a Telephonics Corp. P/N 510C017-1 cush-
ion� that delivered the activating signal. The activating
stimulus duration and ISI were controlled by timers �Univer-
sal C 53-21 and S 53-21� that controlled the on-off cycle of
the electronic switch.

The acoustic-admittance change for the 220-Hz probe
tone was monitored with an electroacoustic immittance de-
vice �GSI 1723 Middle Ear Analyzer� connected to one chan-
nel of a two-channel digital strip-chart recorder �Gould-Easy
Graf TA 240 Strip Chart Recorder with a resolution of
5000 Hz�. The second channel of the recorder was used as an
event marker and was controlled by the Coulbourn computer
output �Model S 62-06�.

The activating signal was calibrated with a digital
sound-level meter �Quest Model OB-300�, coupler �Model
EC-9A�, and frequency counter �Quest AA-175�. All sound-
pressure level �SPL� values were in dB re 20 �Pa.

In order to account for the time constant of the sound-
level meter for short-duration signals, the following proce-
dure was performed: First, the intensity of a BBN activating
signal was measured, using the fast mode, for a duration
greater than 1 s; its value in SPL was recorded and its volt-
age value was noted on the oscilloscope �Model 510 3N

Tektronix�. Next, the intensity in dB SPL was measured for
the signal at each of the eight activating durations. The dif-
ference between the recorded SPL at the specified activator
duration and the SPL at greater than 1 s was calculated for
each of the eight activator durations. These differences were
assumed to reflect the time constant of the sound-level meter
and were compared with the differences reported by the
manufacturer. When deviations above or below those re-
ported by the manufacturer were noted, corrections were ap-
plied to the presentation levels of the activator stimuli. That
is, if measured SPL at a particular duration was above the
manufacturer’s value, we subtracted the difference between
the manufacturer’s value and measured SPL. The opposite
was done for measured values below manufacturer’s re-
ported values.

The acoustic-admittance device was calibrated to a stan-
dard volume of 2 ml for static-acoustic admittance. The sen-
sitivity of meter deflection during acoustic-reflex testing at
the full scale of 0.5 ml �which recorded a full deflection� was
equal to 0.5 ml, as specified by the manufacturer. This cali-
bration was confirmed by coupling the probe assembly to a
microsyringe �Gilmont Model S1200� set to a full-scale de-
flection of 0.5 ml. Such calibration insures that any meter

FIG. 1. Block diagram of instrumentation setup.
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deflection will correspond with the values �in �l� indicated
in the manufacturer’s instrument manuals and in our own
calibration.

Duration, ISI, and rise and fall times of the experimental
stimulus, controlled by the electronic switches �S 84-04� and
timers �C 53-21 and S 53-21�, were checked with a B&K
Precision Dynascan 20-MHz digital storage oscilloscope
�Model 2520�. Spectral analysis of the BBN activating signal
at the 12- and 1000-ms activating signal durations indicated
the following: the spectrum was uniform up to approxi-
mately 6280 Hz �the 3-dB down point�; beyond this fre-
quency through 10 000 Hz, the filter roll-off was approxi-
mately 20 dB/oct.

The air-conduction and bone-conduction thresholds
were obtained in an Industrial Acoustics Corporation double-
walled sound-treated booth �Acoustics Systems, Model
18997A�. The pure-tone air-conduction thresholds were ob-
tained using a GS-16 audiometer with TDH-49 air-
conduction transducers mounted in �MX-41AR� cushions.
The bone-conduction thresholds were obtained with a
Radioear �Model B-71� transducer.

Calibrations of the air- and bone-conduction stimuli
were done periodically according to ANSI standards �ANSI,
1996� with biologic checks performed prior to each test ses-
sion. The ambient noise inside the audiometric sound-treated
suite did not exceed specified levels �ANSI, 1991�.

Measurement of the latency of immittance change as a
result of the activating signal was done using the procedure
described by Silman and Gelfand �1982� involving measure-
ment of the first detectable acoustic-immittance change in a
cavity �micro-liter syringe Gilmont Model S 1200�. Based
upon the definition of latency of the electroacoustic immit-
tance device as “the time from stimulus onset to the first
detectable immittance change” �p. 126�, the latency was es-
tablished to be 12 ms, consistent with other commercially
available devices.

The acoustic-immittance measurements and evaluation
of the temporal integration for the ART were measured in a
laboratory. This laboratory was found to be adequately quiet
for those procedures as indicated by the octave-band mea-
surements of ambient noise made with the digital sound-
level meter �linear weighting�. The ambient noise level at
1000 Hz was 40.4 dB SPL, which is well below the level
that could elicit an acoustic reflex. The overall intensity of
the ambient noise in the laboratory, using the C-weighting

scale, was 64.7 dB SPL. An additional attenuation of ap-
proximately 20 dB was provided by the insert phones.

D. Statistical analysis

Prior to the investigation, we determined the proper
number of subjects to be included in both groups, experi-
mental and control, by using statistical power. The partici-
pant effect size and power were provided by formulas given
in Cohen �1988�. The effective sample size is given by Co-
hen’s formula �8.3.4�

n� =
denominator df

u + 1
+ 1

and is equal to 20 subjects in each group. With a power of
0.80, the moderate effect size is equal to approximately 0.65.

The data were analyzed using a repeated measures
analysis of covariance. The between-subjects factor was age
and the within-subjects factor was duration of the BBN ac-
tivator. The fixed or “constant” covariate was hearing thresh-
old level at 250, 500, 1000, 2000, 4000, and 8000 Hz. It was
preferable to use the multivariate design rather than the con-
servative corrected univariate Greenhouse-Geisser proce-
dure. Because the within-subjects factor has more than two
levels �there are eight durations�, certain symmetry condi-
tions, or assumptions, are made. If these assumptions are
violated, then the statistical results for the univariate test �the
Greenhouse-Geisser� are too likely to yield significant re-
sults.

In order to test for symmetry conditions, we used the
following two tests: Box’s test of equality of covariance ma-
trices and Mauchly’s test of sphericity. Box’s test of equality
determines whether the correlation between the two age
groups, i.e., between the younger and older subjects, is equal.
Mauchly’s test of sphericity investigates the existence of a
significant correlation within the pooled group of subjects.

An alpha level of 0.05 was used for all statistical tests.

III. RESULTS

Table II shows the means and standard deviations for
younger and older adult subjects for the BBN activator.

The results of Box’s test of equality of covariance ma-
trices were significant �p=0.043�, suggesting a lack of cor-
relation between the groups. The results of Mauchly’s test of
sphericity were significant �Mauchley’s W=0.008, �2

TABLE II. Means, standard deviations �SDs�, and ranges for younger and older adults subjects for the BBN activator.

Duration
�ms� 12 25 50 100 200 300 500 1000

Younger adults
N 20 20 20 20 20 20 20 20
Mean 106.7000 101.3500 95.3000 89.4500 82.3000 76.3500 73.9000 73.9250
SD 9.3265 9.4369 8.6167 9.8767 8.3152 9.2766 6.8798 7.2770

Older adults
N 20 20 20 20 20 20 20 20
Mean 105.4250 100.5500 96.750 90.5250 87.2250 83.8750 83.0250 82.4750
SD 7.3615 7.8050 8.7604 7.2828 5.9393 6.4438 5.6626 6.1761
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=165.038, df =27, p=0.000�, suggesting the absence of cor-
relation within the pooled group. The latter result violated
the condition of symmetry; therefore, the analysis depended
largely on the multivariate design, which does not rely on the
symmetry condition.

Inspection of the multivariate results �see Table III� re-
veals a significant main effect for duration �p=0.000�. That
is, as the activator duration increases, the ART for the BBN
activator decreases in level. This finding can be observed for
both groups in Fig. 2.

Table IV �the between-subjects effect for temporal inte-
gration of the BBN ART� reveals a significant main effect for
age �p=0.041�. That is, the ART for the BBN activator was
significantly higher for the older than younger adults. These
differences between groups are illustrated in Fig. 2 as well,
in which we see the ART for the BBN activator as a function
of activator duration �ms� for both groups. Table IV also
shows that the main effect of hearing level failed to achieve
significance �p=0.154�.

Although Table III revealed the lack of a significant in-
teraction effect between activator duration and age �p
=0.264�, Fig. 2 appears to suggest such an interaction. The
absence of a significant interaction between activator dura-
tion and age may be related to the fact that the functions for
the two groups overlap from 12 to 200 ms. Perhaps this
overlap impacted the statistical results.

In order to test this assumption, we further analyzed the
difference in temporal integration of the ART for the BBN
activator between the younger and older adults using pair-
wise analysis �see Table V�. Pair-wise analysis indicates sta-

tistically significant differences between the two age groups
at durations of 200 ms and longer. The differences in the
mean ART for the BBN activator between the younger ver-
sus older subjects essentially become wider, and the signifi-
cance levels overall become stronger, as activator duration
increases beyond 200 ms. At 1000 ms, the difference widens
to approximately 10 dB between the two groups �see Fig. 3�.
This 10-dB difference between the threshold for the BBN
activator between the older and younger subjects is consis-
tent with previous research �Djupesland and Zwislocki,
1971; Djupesland et al., 1973; Jerger et al., 1977; Bazarov
and Moroz, 1975; Richards, 1975; Woodford et al., 1975;
Barry and Resnick, 1976�.

IV. DISCUSSION

Recall that the difference in temporal integration for
threshold for older and younger subjects for the BBN activa-
tor in this study widened as a function of activator duration,
becoming as wide as 10 dB at 1000 ms. This divergence is
consistent with previous reports that showed differences
ranging from 8 to 11 dB for temporal integration at 1000 ms
�Handler and Margolis, 1977; Silman, 1979a, b; Gelfand and
Piper, 1981; Wilson, 1981�. It has been suggested that the
difference in the ART for the BBN activator at 1000 ms is
related to the slight differences in hearing sensitivity between
younger adults with normal-hearing sensitivity and older
adults with normal-hearing sensitivity �Jerger et al., 1978a,
Jerger, 1979�. It was therefore assumed that temporal inte-
gration for older and younger adults is similar, and any ob-
served differences are related to slight differences in hearing
sensitivity rather than age. Several observations do not sup-
port this assumption. Firstly, results of ANCOVA counter the
above argument that differences in temporal integration be-
tween the younger and older subjects are likely due to slight
differences in hearing sensitivity. Even if hearing sensitivity

TABLE IV. Between-subjects effect for temporal integration of the BBN
ART.

Source
Type III sum

of squares df
Mean
square F Significance

Intercept 385 334.504 1 385 334.504 1044.246 0.000
Hearing Level 779.709 1 779.709 2.113 0.154
Age Group 1663.145 1 1663.145 4.507 0.041
Error 13653.275 37 369.007

FIG. 2. ART for the BBN activator as a function of duration for younger
versus older adults. Error bars begin at 200 ms, the duration at which sig-
nificance begins. Error bars represent the standard error of the mean.

TABLE III. Results of multivariate tests of temporal integration for the ART for the BBN activator.

Effect

Hypothesis

Value F df Error df Significance �p�

Duration
Pillai’s trace 0.716 11.162 7.000 31.000 0.000

Duration * hearing level
Pillai’s trace 0.115 0.576 7.000 31.000 0.770

Duration * age group
Pillai’s trace 0.233 1.344 7.000 31.000 0.264

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Emmer et al.: Temporal integration of acoustic-reflex threshold 1471



was significantly different between the two groups, such a
difference would have no effect on the findings. This point
will be further elaborated upon below.

Secondly, pair-wise analysis revealed no significant dif-
ference between the two groups for durations below 200 ms.
Significance becomes apparent from 200 ms and above.
Therefore, if the differences between ART for BBN for
younger and older subjects is related to hearing sensitivity,
then the difference in the thresholds for the two groups
would have been observed at shorter durations. These results
support those of Silverman et al. �1983�, who established
that methodological differences between Jerger et al. �1978b�
and others �Silman, 1979a, b; Gelfand and Piper, 1981; Han-
dler and Margolis, 1977� accounted for the discrepant find-
ings regarding the effect of age on the ART for the BBN
activator. For example, the former used 5-dB intensity incre-
ments and visual monitoring of needle deflection to establish
ART for the BBN activator whereas the latter used 1-dB
intensity increments and a strip-chart recorder.

The truncated BBN temporal integration function for
older adults with normal-hearing sensitivity as compared
with that for younger adults with normal-hearing sensitivity
reflects of saturation of temporal integration at activator du-
rations greater than or equal to 200 ms in the older adult
group. This finding is similar to the aging effect on the BBN
acoustic-reflex growth function in that the growth function
does not saturate in younger adults with normal-hearing sen-
sitivity �Silman and Gelfand, 1981a; Thompson et al., 1980;
Wilson and McBride, 1978� but does so in older, normal-
hearing adults �Silman et al., 1978; Wilson and McBride,
1978; Thompson et al., 1980�. To explain saturation in the
BBN acoustic-reflex growth function at high levels in the
older adults, and the absence of such saturation in the
younger adults, Silman et al. �1978� hypothesized that aging

results in a reduced capacity of energy that can be integrated.
This hypothesis may also explain saturation in the temporal
integration function for the BBN ART in older adults. Per-
haps aging causes alteration of the time frame during which
there is an intensity/duration tradeoff. Beyond the time
frame, an increase in stimulus duration will not improve
threshold.

Jerger and Oliver �1987� investigated the interaction of
age, ISI, and offset latency on reflex magnitude. They re-
ported the interaction of age and ISI on the amplitude of the
AR in the ipsilateral mode but not in the contralateral mode.
In contrast, they reported an interaction between offset la-
tency and age in the contralateral mode but not in the ipsi-
lateral mode.

These authors also noted that some of the subjects in
their older group had a mild to moderate sensorineural hear-
ing loss while the younger subjects had normal hearing.
Given the differential effect of the interaction between ISI
and age on the ipsilateral and contralateral ARTs, these in-
vestigators suggested that if hearing loss rather than age had
impacted their findings, both the contralateral and ipsilateral
acoustic reflexes would have been similarly affected. Since
the effects were different for different modalities, they con-
cluded that changes in the acoustic-reflex arc in older adults
reflect the effects of aging rather than the effects of hearing
loss. Perhaps the reflex interneurons that control integration
over time, and are located in the brainstem, have altered
temporal integration for the ART in the older adult. In the
current study the time frame for temporal integration for the
AR is between 12.5 and 500 ms for the younger adults and
between 12.5 and 250 ms in the older adults. The saturation
of the BBN ART temporal integration function and BBN
acoustic-reflex growth function in older adults suggests a

TABLE V. Pair-wise comparisons based on estimated marginal means.

Duration
�ms� �I� Age group �J� Age group

Mean
difference

�I-J�
Standard

error
Significance

�p�

95% confidence interval
for Differencea

Lower
bound

Upper
bound

12 Younger Older −2.812 5.402 0.606 −13.758 8.134
Older Younger 2.812 5.402 0.606 −8.134 13.758

25 Younger Older −2.438 5.591 0.665 −13.767 8.891
Older Younger 2.438 5.591 0.665 −8.891 13.767

50 Younger Older −7.209 5.511 0.199 −18.376 3.957
Older Younger 7.209 5.511 0.199 −3.957 18.376

100 Younger Older −8.369 5.465 0.134 −19.442 2.704
Older Younger 8.369 5.465 0.134 −2.704 19.442

200 Younger Older −10.193 4.586 0.032 −19.485 −0.900
Older Younger 10.193b 4.586 0.032 0.900 19.485

300 Younger Older −14.642b 5.010 0.006 −24.793 −4.490
Older Younger 14.642b 5.010 0.006 4.490 24.793

500 Younger Older −14.566b 3.961 0.001 −22.592 −6.540
Older Younger 14.566b 3.961 0.001 6.540 22.592

1000 Younger Older −13.700b 4.274 0.003 −22.361 −5.040
Older Younger 13.700b 4.274 0.003 5.040 22.361

aAdjustment for multiple comparisons: least significant difference �equivalent to no adjustment�.
bThe mean difference is significant at the 0.05 level.
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reduced energy capacity at threshold, as well as suprathresh-
old activator levels.

V. CONCLUSION

The results of this study indicate that temporal integra-
tion for BBN ART for older individuals is different from
temporal integration for the young. This finding explains the
differences in threshold between young and older adults at
durations of 1000 ms and above reported in the literature.
Future research investigating temporal integration for BBN
ART should control for age. In addition, research is also
suggested for temporal integration for a tonal activator.
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Although the rounded-exponential �roex� filter has been successfully used to represent the
magnitude response of the auditory filter, recent studies with the roex�p ,w , t� filter reveal two
serious problems: the fits to notched-noise masking data are somewhat unstable unless the filter is
reduced to a physically unrealizable form, and there is no time-domain version of the roex�p ,w , t�
filter to support modeling of the perception of complex sounds. This paper describes a compressive
gammachirp �cGC� filter with the same architecture as the roex�p ,w , t� which can be implemented
in the time domain. The gain and asymmetry of this parallel cGC filter are shown to be comparable
to those of the roex�p ,w , t� filter, but the fits to masking data are still somewhat unstable. The
roex�p ,w , t� and parallel cGC filters were also compared with the cascade cGC filter �Patterson et
al., J. Acoust. Soc. Am. 114, 1529–1542 �2003��, which was found to provide an equivalent fit with
25% fewer coefficients. Moreover, the fits were stable. The advantage of the cascade cGC filter
appears to derive from its parsimonious representation of the high-frequency side of the filter. It is
concluded that cGC filters offer better prospects than roex filters for the representation of the
auditory filter. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2228539�

PACS number�s�: 43.66.Ba, 43.66.Dc, 43.64.Bt �AJO� Pages: 1474–1492

I. INTRODUCTION

The frequency selectivity of the auditory system is often
conceptualized as a bank of bandpass auditory filters
�Fletcher, 1940; see Patterson and Moore, 1986, for a re-
view�. In the case of the human auditory filter, the magnitude
response, or shape, of the filter has frequently been derived
from simultaneous masking experiments where a probe tone
is masked by a notched noise that is either symmetrically or
asymmetrically positioned with respect to the probe fre-
quency �e.g., Patterson, 1976; Patterson et al., 1982; Lutfi
and Patterson, 1984; Glasberg et al., 1984b; Moore et al.,
1990; Rosen et al., 1998; Baker et al., 1998�. When the notch
is centered on the frequency of the probe tone, the function
that describes how probe threshold �in dB� decreases as the
edges of the notch move away from the signal frequency is

close to linear over a wide range of notch widths �Patterson,
1976�, indicating that the threshold function is approximately
exponential. At the narrowest notches, the threshold function
bends down below the upward projection of the exponential
approximation, and when the notch becomes relatively wide,
the threshold function bends up from the downward projec-
tion of the exponential approximation. This led Patterson and
Nimmo-Smith �1980� to suggest that the magnitude response
of the auditory filter might well be represented by a pair of
back-to-back exponential functions that were rounded in
some way at the top and bottom, in accordance with the data.
They described a series of rounded-exponential, or “roex,”
functions, to represent the magnitude characteristic of the
auditory filter with a small number of filter parameters
�Patterson and Nimmo-Smith, 1980; Patterson et al., 1982;
Lutfi and Patterson, 1984; Glasberg et al., 1984a�. The de-
velopment of the roex filter family is described in Sec.
I B–I D as it pertains to the current study.

The most successful version of the roex filter in recent
times is the roex�p ,w , t�, originally described in Patterson et
al. �1982�; it is a combination of a narrow roex�p� filter and
a broader roex�t� filter that operate in parallel to simulate the
passband and tails, respectively, of the magnitude character-

a�Electronic mail: unoki@jaist.ac.jp. With regard to contributions: MU de-
veloped the parallel cGC filter used t separate the effects of filter shape and
architecture, and performed all of the filter fitting on which the paper is
based. TI developed the cascade cGC filter and the procedure for fitting the
combined data sets. BG assisted in the analysis of the threshold data. BM
assisted in the writing and revision of the paper. RP supervised the project
and was largely responsible for the writing and revision of the paper.
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istic of the human auditory filter. The interaction of the
roex�p� and roex�t� filters as a function of stimulus level has
been likened to the interaction of the “tip” and “tail” com-
ponents of the cochlear filter in response to changes in stimu-
lus intensity �Glasberg and Moore, 2000�, and this suggested
that the roex filter could be used to derive properties of hu-
man cochlear filtering from psychophysical masking experi-
ments �e.g., Glasberg and Moore, 2000; Oxenham and Shera,
2003; Baker and Rosen, 2006�. The architecture of this par-
allel roex filter is illustrated in Fig. 1�a�; the filter is de-
scribed in Secs. I D and II B. The roex�p ,w , t� filter does,
however, have two serious problems that would appear to
limit its usefulness: First, there are no time-domain versions
of roex filters, and no roex�p ,w , t� filterbank to support re-
search into the perception of complex waveforms like those

of speech and music. Second, the fits provided by the com-
plete version of the roex�p ,w , t� filter are commonly un-
stable; the high-frequency skirts of the tip and tail filters
have proven difficult to differentiate. Attempts to solve the
problem by reducing the number of parameters have led to a
version of the filter that is discontinuous �Baker et al., 1998�,
which means that it is not physically realizable and not
physiologically plausible.

The basic problem with the roex filter was recognized
some time ago �Patterson et al., 1987�, and an alternative
family of gammatone �GT� and gammachirp �GC� filters was
developed to provide time-domain simulations of auditory
filtering with magnitude responses similar to those derived
with the roex filter. The compressive gammachirp �cGC� fil-
ter �Irino and Patterson, 2001; Patterson et al., 2003� can

FIG. 1. The architecture of three audi-
tory filters: �a� a roex filter with paral-
lel tip and tail filters �parameters: tl, tu,
pl, pu, Gmax, and f rat�; �b� a compres-
sive gammachirp filter with cascaded
tail and tip filters �parameters: b1, c1,
b2, c2, and f rat�; and �c� a compressive
gammachirp filter with parallel tip and
tail filters �parameters: b1, c1, b2, c2,
Gmax, and f rat�. In each case, the level
at the output of the tail filter deter-
mines the characteristics of the level-
dependent tip filter.
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accommodate much of the psychophysical data that the roex
filter has previously been used to explain, in particular, the
level-dependent asymmetry of the auditory filter observed in
simultaneous masking �see Patterson et al., 2003�. The cGC
filter has a cascade architecture as shown in Fig. 1�b�; the
filter is described in Secs. I E and II C. In this paper, we
show how the cGC filter avoids the problems associated with
the roex filter family, and we compare the fits to notched-
noise data provided by the cGC and roex filters to determine
whether there remain aspects of simultaneous masking that
are still better explained by, or more compactly summarized
by, a roex filter.

A. Time-domain simulation of the auditory filter

The most obvious limitation of the roex filter is the lack
of a time-domain version. The phase responses and impulse
responses of roex filters are not specified, so they cannot be
used to filter a waveform. Roex “filters” are only used to
filter sounds in the spectral domain by specifying the relative
attenuation imposed on frequency components of stationary
sounds. There is a standard filter design technique, based on
the Fourier transform �Oppenheim and Schafer, 1975�, which
can be used to generate a finite-impulse-response �FIR� filter
from a magnitude response with a continuous derivative. The
filters are symmetric, and strictly speaking, noncausal, but
they could be useful in certain circumstances, and Assmann
and Summerfield �1990� showed how this technique could be
used to produce a time-domain version of the simplest roex
filter—the roex�p�. However, the phase response of the filter
derived in this way does not necessarily correspond to the
phase response of the auditory filter. Furthermore, the most
widely used version of the roex�p ,w , t� filter is not continu-
ous �e.g., Baker et al., 1998; Glasberg and Moore, 2000;
Bacon et al., 2002; Oxenham and Shera, 2003; Baker and
Rosen, 2006�, and so there is no real prospect of creating a
time-domain version of it. This suggests that there may be
something fundamentally wrong with the parallel roex filter
as a representation of the auditory filter—in particular, the
way it represents the high-frequency side of the filter, and by
analogy, how it represents the action of the passive basilar
membrane. This issue is pursued in the latter part of Sec. I D.

The gammatone filter is defined in the time domain; it
was originally developed by de Boer �1975� to represent the
impulse response of the cat’s auditory filter. The shape of the
magnitude spectrum is similar to that of the roex at moderate
sound levels, and so the gammatone filter was adapted to
provide a time-domain simulation of the human auditory fil-
ter �Patterson et al., 1987; 1992; Cooke, 1993�, and a gam-
matone filterbank simulation of basilar-membrane motion
�Patterson et al., 1995�. It is this representation of cochlear
filtering, rather than the roex�p� filterbank of Assmann and
Summerfield �1990�, that is commonly used in auditory mod-
els that require a multichannel, time-domain simulation of
cochlear filtering; examples include models of auditory per-
ception �e.g., Patterson et al., 1995; Cohen et al., 1995; Ho-
hmann, 2002�, models of speech processing and speech rec-
ognition �e.g., Kubin and Kleijn, 1999; Cooke et al., 2001;
Gunawan and Ambikairajah, 2004�, computational models of

auditory scene analysis �e.g., Unoki and Akagi, 1999; Roman
et al., 2003; Divenyi, 2004; Irino et al., 2006�, and models of
auditory brain activation �e.g., Patterson et al., 2002; Krum-
bholz et al., 2003�.

The magnitude response of the gammatone auditory fil-
ter is essentially symmetric, and so its use is limited to mod-
erate stimulus levels where the auditory filter is not markedly
asymmetric. To explain the level-dependent asymmetry ob-
served in the auditory filter, Irino and Patterson �1997� used
operator techniques to produce a more general version of the
gammatone filter with variable asymmetry; it is referred to as
the gammachirp auditory filter because the instantaneous
frequency of the impulse response glides up to its asymptotic
frequency over the first few cycles. Gammachirp filters are,
by their nature, physically realizable and causal, and the cor-
responding gammachirp filterbanks effectively perform a
wavelet transform, which Reimann �2006� argues is the cor-
rect mathematical representation of cochlear filtering.1 The
compressive gammachirp �cGC� filter �Irino and Patterson,
2001� can explain much of the simultaneous masking data
that the roex filter has previously been used to explain �see
Patterson et al., 2003�. The cGC filter also has a chirp that
does not vary with level, consistent with the impulse re-
sponse data obtained physiologically from small mammals
�Carney et al., 1999; de Boer and Nuttall, 2000�.2

It also appears that it may be possible to extend the
gammachirp filter in a straightforward manner to explain
two-tone suppression and forward masking �Irino and Patter-
son, 2005, 2006�. The roex filter has been used to derive
estimates of auditory filter width from forward masking data
�Moore and Glasberg, 1981; Oxenham and Shera, 2003;
Unoki and Tan, 2005�, but without a time-domain represen-
tation, the roex filter is unlikely to provide a full account of
the processing involved in forward masking and two-tone
suppression. The dynamic version of the gammachirp filter
�Irino and Patterson, 2005, 2006� also provides fast-acting
compression that operates dynamically within the glottal
cycle to compress glottal pulses while maintaining good fre-
quency resolution for the analysis of vocal-tract resonances.
It is argued that this dynamic adjustment of filter properties
improves the robustness of speech recognition. There is no
prospect of implementing fast-acting compression in a dy-
namic filter with discontinuous roex filters.

The success of the gammachirp family of filters has
prompted us to develop a compressive, gammachirp filter
system with parallel architecture like that of the parallel roex
filter �Fig. 1�a��. The architecture of this parallel cGC filter is
shown in Fig. 1�c�; the filter is described in Sec. II D. In
essence, tip and tail gammachirp filters are substituted for the
tip and tail roex filters; the compression mechanism is the
same in the two systems. The behavior of this parallel cGC
filter is quite similar to that of the parallel roex filter, but it
has the distinct advantage of providing a basis for a time-
domain implementation, just as the gammatone filter pro-
vided the basis for a time-domain implementation of the
roex�p� filter. In this paper, we make a quantitative compari-
son of the parallel roex filter, the parallel cGC filter, and the
cascade cGC filter to determine whether there remain aspects
of simultaneous masking that are still better explained by, or
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more compactly summarized by, a roex filter. The compari-
son is based on the simultaneous notched-noise masking data
of Baker et al. �1998� and Glasberg and Moore �2000�
Briefly, the results show that the parallel roex and parallel
cGC filters provide comparable fits to simultaneous masking
data, and the fits obtained are both somewhat unstable when
both the tip and tail filters are complete. The cascade cGC
filter provides as good a fit as either of the parallel filters to
the simultaneous masking data, with 25% fewer coefficients,
and the fits are stable. The advantage appears to be a direct
result of the architecture of the gammachirp filter with its
parsimonious representation of the high-frequency side of
the filter.

B. The roex family of filters

In the original rounded-exponential filter of Patterson
and Nimmo-Smith �1980�, a cubic polynomial was used to
do the rounding. The quadratic term was intended to broaden
the sharp peak of the back-to-back exponentials and adjust
the curvature in the region of the center frequency to match
the curvature of the data at the top of the threshold function.
The cubic term was intended to elevate the tails of the filter
outside the passband, but the interaction of the cubic term
with the exponential often led to an unrealistic oscillation in
the filter characteristic where the passband gave way to the
tails. Moreover, in the extremities, the tail had downward
curvature which was also unrealistic.

Subsequently, Patterson et al. �1982� proposed a second
form of roex filter which was the linear sum of two simple
roex filters—one to represent the passband of the filter
�roex�p�� and the other to represent the tails of the filter
outside the passband �roex�t��. In both cases, the exponen-
tials were only rounded at the top, and the rounding was
effected by a linear term for simplicity. The relative weight
of the component filters was represented by a fixed coeffi-
cient, w, and the composite filter was referred to as the
roex�p ,w , t� auditory filter. Provided the tail roex has shal-
lower slopes and less gain than the passband roex, the skirts
of the passband will blend smoothly and monotonically into
the tails of the filter, and this is a distinct advantage over the
original roex filter with its cubic polynomial. In addition,
Glasberg et al. �1984b� showed how the level-dependent
asymmetry of the auditory filter could be implemented by
allowing the parameters of the roex�p ,w , t� filter to have
different values on the lower and upper sides of the filter,
producing a roex�pl , pu ;wl , tl ,wu , tu� filter with six filter pa-
rameters. Different versions of this filter with roex�p� and
roex�t� components operating in parallel proved useful as
representations of the auditory filter, primarily because there
are relatively few parameters in the system. For example,
when the notch width is limited, the tail roex can be replaced
by a fixed floor, to produce a roex�p ,r� filter, or it can be
omitted entirely, to produce a roex�p� filter �Patterson et al.,
1982; Patterson and Moore, 1986�. Before proceeding to the
details of the filter systems, we describe recent developments
concerning the representation of the auditory filter by roex
and gammachirp filters.

C. Roex and cGC fits to the tip of the auditory filter

It is important to note that the curvature of the parallel
roex filters, in the region of the center frequency, is deter-
mined by the passband parameter, p; there is no separate
parameter, like the quadratic term in the original roex �Patter-
son and Nimmo-Smith, 1980�, to adjust the curvature around
the tip. The value of the passband parameter, p, is largely
determined by thresholds associated with intermediate and
large notch widths �which are in turn determined by the slope
of the skirt of the filter�, rather than by thresholds associated
with small notch widths �which are determined by the shape
of the filter close to the tip�. The most detailed measurement
of the tip of the auditory filter is presented in Patterson
�1976, Fig. 3�, where threshold was measured in a symmetric
notched noise for 17 notch widths �relative notch widths be-
tween 0.005 and 0.3�, for probe frequencies of 0.5, 1.0, and
2.0 kHz. The data were fitted with a fifth-order polynomial to
ensure that the shape was not unduly constrained by the
threshold function; the polynomial values for the fit and the
derived auditory filters are presented in Patterson �1976,
Table A.I�. We refer to the filter obtained in this way as the
“unconstrained” filter.

We have compared the unconstrained auditory filter with
the roex�p� and cascade cGC filters in the region of the pass-
band �relative notch widths between 0.0 and 0.3�. In the re-
gion around 0.1, the best fitting roex filter is consistently
below the unconstrained filter by about 0.5 dB, on average,
and in the region around 0.25, it is consistently above the
unconstrained filter by a similar amount. This means that: �a�
the auditory filter is flatter than the roex�p� filter at its center
frequency; �b� the bandwidth of the auditory filter is slightly
greater than that of the roex�p� filter; and �c� the maximum
slope of the skirt that defines the passband of the auditory
filter is slightly steeper than suggested by the roex�p� filter.
The rms errors for the three roex fits were 0.59, 0.63, and
0.52 dB, for probe frequencies of 0.5, 1.0, and 2.0 kHz, re-
spectively. The fit of the cascade cGC filter is noticeably
better; the rms errors for the three probe frequencies are 0.06,
0.05, and 0.1 dB, respectively. The consistent under- and
over-estimates that arise with the roex filter do not exist in
the fits of the cascade cGC filter to the data. The discrepancy
between the auditory filter and the roex filter is not suffi-
ciently large to be concerned about tip filter results reported
in previous studies. The point to note, however, is that the
parallel roex filter does not provide a better fit than the cas-
cade cGC filter in the region of the passband, and the fit of
the cascade cGC to the data defining the passband of the
auditory filter is extremely good.

D. Using the parallel roex filter to represent cochlear
filtering

During the latter half of the 1980’s, research on basilar
membrane motion suggested that the cochlear filter has two
components; a tail filter associated with the passive motion
of the basilar membrane which is observed at high stimulus
levels, and a tip filter that emerges out of the tail filter as
stimulus level decreases �Evans et al., 1989; Goldstein,
1990, 1995; Allen, 1997�. The parallel roex filter with its
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passband and tail components seemed naturally suited to
simulate the operation of such a system, and the parallel roex
filter was used in a series of studies to fit human masking
data, with the implication that the results would reflect the
properties of human cochlear filtering �e.g., Glasberg and
Moore, 2000; Oxenham and Shera, 2003; Baker and Rosen,
2006�.

The initial studies using this approach were performed
by Rosen, Baker, and colleagues �Rosen and Baker, 1994,
Rosen et al., 1998; Baker et al., 1998�, who replicated the
asymmetric notched-noise experiment of Patterson and
Nimmo-Smith �1980� using a very wide range of probe fre-
quencies, and a very wide range of probe levels, producing a
massive database of notched-noise data. They showed how
level-dependent asymmetry and compression could be ex-
plained with the parallel roex filter �Fig. 1�a�� by making the
weighting parameter, w, a function of level �Rosen and
Baker, 1994; Baker et al., 1998�. When all of the filter pa-
rameters are level dependent, the resulting roex�pl , pu ;
wl , tl ,wu , tu� filter can require the specification of 18 or more
filter coefficients, which typically leads to unstable fits. Ac-
cordingly, Rosen and Baker �1994� developed a POLYFIT pro-
cedure to fit the parallel roex filter to all of the data at one
probe frequency simultaneously, and Baker et al. �1998�
showed that the parameter values for a range of center fre-
quencies could be summarized with linear regression func-
tions when the parameter values are plotted as a function of
the log of center frequency. This reduced the total number of
filter coefficients from about 18 to 12. This combination of
procedures allowed them to assess the effect of making cer-
tain parameters level independent, or eliminating certain pa-
rameters altogether, on the goodness of fit �the rms deviation
between obtained and predicted thresholds�.

Despite the reduction in the number of filter coefficients,
however, the authors noted that the fits were still somewhat
unstable because the value of the high-frequency tail param-
eter, tu, was usually close to that of the high-frequency pass-
band parameter, pu �sometimes tu was actually greater than
pu�, indicating that one component of the high-frequency
side was not really necessary to achieve a good fit. Accord-
ingly, they removed the upper half of the tail filter and dem-
onstrated that this incomplete, parallel roex�pl , pu ;wl , tl� fil-
ter provided an excellent fit to the data. Subsequently,
Glasberg and Moore �2000�, Bacon et al. �2002�, Oxenham
and Shera �2003�, and Baker and Rosen �2006� gathered si-
multaneous or forward notched-noise masking data for dif-
ferent purposes, and reported similar findings; that is, when
they fitted the complete, parallel roex filter to the data, the
value of tu was not properly constrained, and so they too
adopted the incomplete, parallel roex�pl , pu ;wl , tl� filter of
Baker et al. �1998�, which provided excellent fits to the
newer data with two parameters fewer than the complete
parallel roex filter.

Collectively these studies show that notched-noise data
and the incomplete parallel roex filter can be used to map out
important features of auditory frequency selectivity, at least
for stationary stimuli specified in the spectral domain. Spe-
cifically the studies show: �i� The auditory filter becomes
progressively more asymmetric as level increases at all cen-

ter frequencies, primarily because the low-frequency tail ap-
plies progressively less attenuation; �ii� The gain of the tip
filter at its peak frequency decreases relative to the gain of
the tail filter as stimulus level increases—a finding that is
often interpreted as level-dependent gain, implying that there
is compression; �iii� In the range 0.25 to 1.0 kHz, the amount
of inferred compression increases with filter center fre-
quency.

In the studies described above, the high-frequency side
of the auditory filter was characterized by a single roex func-
tion, pu, which was assumed to be part of the tip filter
�roex�pl , pu ;wl , tl��. This assumption was made because, at
low and medium sound levels, the output of the filter for
frequencies close to the center frequency is dominated by the
tip filter, which has to have both low- and high-frequency
skirts to avoid a discontinuity at the center frequency. How-
ever, this means that at high levels, where the tail filter domi-
nates, the filter characteristic would once again have a promi-
nent discontinuity at its center frequency. Such a filter would
not be physically realizable. Moreover, the tail component
corresponds to the basic low-pass filtering action of the pas-
sive basilar membrane. In other words, it is the tail filter in
the parallel roex, rather than the tip filter, that corresponds to
the high-frequency side of the filter in the cochlea. Remov-
ing the tail component from the high-frequency side of the
filter seems conceptually wrong, since it is generally as-
sumed that the tail component of the filter remains when the
active mechanism in the cochlea is damaged �Moore, 1998�.

In more general terms, the authors of the studies that
employ the incomplete, parallel roex filter seem to assume
that some form of real filter could be found with a magnitude
characteristic not unlike that of the incomplete roex filter,
which would justify its continued use as a model of the au-
ditory filter. It should, for example, be possible to smooth the
discontinuity by completing the tail filter with a very steep
upper side that is fixed in shape and so does not require extra
free parameters in the fitting process. Then, an FIR filter
could be developed using the filter design technique of Op-
penheim and Schafer �1975� for this static, complete roex
filter. However, such a filter would be very limited in its
ability to account for peripheral auditory processing, because
using FIR techniques it would be extremely difficult �if not
impossible� to produce a time-varying version of the filter
that applies fast-acting compression, resembling the nonlin-
ear responses of the basilar membrane. This is because an
FIR filter with the frequency resolution observed in the co-
chlea would require coefficients that represent durations
which are long relative to the time-varying coefficients re-
quired to represent the fast action. In summary, the use of the
incomplete, parallel roex filter to represent cochlear filtering
seems rather unsatisfactory in its current form.

E. The gammachirp family of filters

The development of the gammatone and gammachirp
filters is described in Patterson et al. �2003, Appendix A�.
The compressive gammachirp �cGC� filter is composed of a
passive gammachirp �pGC� filter and a high-pass asymmetric
function �HP-AF� arranged in cascade as shown in Fig. 1�b�.
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The pGC filter simulates the action of the passive basilar
membrane and the output of the pGC filter is used to adjust
the level dependency of the active part of the filter, which is
the HP-AF. The HP-AF is intended to represent the interac-
tion of the cochlear partition with the tectorial membrane as
suggested by Allen �1997� and Allen and Sen �1998�.3 The
effect is to sharpen the low-frequency side of the combined
filter, which produces a tip in the cGC filter shape at low to
medium stimulus levels. Note, however, that there is no
high-frequency side to this tip filter; it only produces high-
pass filtering and level-dependent gain in the region of the
peak frequency. The fact that there is no high-frequency side
to the tip filter keeps the number of parameters to a minimum
and avoids the instabilities encountered with the parallel fil-
ter systems where the high-frequency sides of the tip and tail
filters interact.

In Patterson et al. �2003�, the cascade cGC filter was
fitted to the combined notched-noise masking data of Glas-
berg and Moore �2000� and Baker et al. �1998�. It was found
that most of the effect of center frequency could be explained
by the function that describes the change in filter bandwidth
with center frequency. Patterson et al. expressed the param-
eters describing the filter as a function of ERBN-rate �Glas-
berg and Moore, 1990�, where ERBN stands for the average
value of the equivalent rectangular bandwidth of the auditory
filter as determined for young, normally hearing listeners at
moderate sound levels �Moore, 2003�.4 Once the parameters
were written in this way, the shape of the cGC filter could be
specified for the entire range of center frequencies
�0.25–6.0 kHz� and levels �30–80 dB SPL� using just six
fixed coefficients. The cascade cGC filter has several advan-
tages: �a� The compression it applies is largely limited to the
frequencies close to the center frequency of the filter, as hap-
pens in the cochlea �Robles et al., 1986; Recio et al., 1998�;
�b� The form of the chirp in the impulse response is largely
independent of level, as in the cochlea �Recio et al., 1998;
Carney et al., 1999; de Boer and Nuttall, 2000�; �c� The
impulse response can be used with an adaptive control circuit
to produce a dynamic, compressive gammachirp filter �Irino
and Patterson, 2005, 2006� to enable auditory modeling in
which fast-acting compression is applied as part of the filter-
ing process.

The parallel cGC filter �Fig. 1�c�� was developed to pro-
vide a basis for a time-domain filter with parallel architecture
and a level-dependent magnitude response like that derived
with the complete, parallel roex filter �Fig. 1�b��, and also to
determine whether differences between the fits provided by
the parallel roex and cascade cGC filters were due to differ-
ences in filter architecture �parallel versus cascade� or differ-
ences in component filter shape �roex versus gammachirp�. It
is also the case that the parallel cGC filter has a similar
architecture to the MBPNL filter of Goldstein �1990; 1995�
and the DRNL filter of Meddis et al. �2001�, both of which
are used to model a range of physiological phenomena in-
cluding compression and suppression. So, including the par-
allel cGC in the comparison provides a basis for future re-
search comparing, for example, the compression and
suppression observed psychophysically with that observed
physiologically.

All three filters �parallel roex, parallel cGC, and cascade
cGC� were fitted to the combined human masking data of
Glasberg and Moore �2000� and Baker et al. �1998� to deter-
mine whether the gammachirp filters could fit simultaneous
masking data as well as the complete roex filter, and to sup-
port discussion of which might provide the best representa-
tion of cochlear filtering, and the best time-domain, level-
dependent filterbank for auditory modeling and speech
processing. Although the cascade cGC filter has been imple-
mented as a time-domain filter, the analysis presented in this
paper is based only on the power spectra of the stimuli; the
three filters were all implemented and evaluated in the
power-spectrum domain, using the power-spectrum model of
masking, which is outlined before the filters themselves are
described in detail.

II. MASKING MODEL AND FILTER ARCHITECTURE

A. The power-spectrum model of masking

The most common method for estimating the shape of
the auditory filter is based on the power-spectrum model of
masking �Fletcher, 1940�, and it involves data gathered with
the notched-noise, simultaneous masking technique �Patter-
son, 1976�. The listener is required to detect a sinusoid, re-
ferred to as the “probe,” in the presence of a noise with a
spectral notch in the region of the probe. If the edges of the
noise band are steep, it is possible to write a function that
relates the probe level at masked threshold to the integral of
the auditory filter. The details of the latest version of the
procedure are presented in Patterson et al. �2003�. With re-
gard to notation: fc denotes the filter center frequency �in
Hz�, Ps denotes the probe level �in dB SPL�, and N0 denotes
the masker spectrum level �in dB re :20 �Pa� in the band
below the probe frequency between f lmin

and f lmax
and in the

band above the probe frequency between fumin
and fumin

. If
the auditory filter shape is represented as a weighting func-
tion, W�f�, then the probe level at threshold is given by

Ps = K + N0

+ 10 log10��
f lmin

f lmax

W�f�df + �
fumin

fumax

W�f�df� , �1�

where K is a constant which is related to the efficiency of the
detection mechanism following the auditory filter.

B. The parallel roex filter

In the case of the parallel roex filter �Patterson et al.,
1982, 2005�,

W�f� = Wtail�f� + wlinWtip�f� , �2�

where Wtail�f� and Wtip�f� are the weighting functions cor-
responding to the roex tail filter and the roex tip filter,
respectively; wlin specifies the gain of the tip filter relative
to the gain of the tail filter, in linear power units. The
parallel roex auditory filter was originally written as
W�f�=wlinWtail�f�+ �1−wlin�Wtip�f�, so as to give 0 dB gain
at the tip �Patterson et al., 1982�. We have rewritten it
with a fixed tail filter �Eq. �2�� to be compatible with the
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current conception of cochlear filtering, in which the pas-
sive tail filter has a fixed gain and the gain of the tip filter
varies �Patterson, et al. 2005�.

The relative gain of the tip filter depends on the input/
output �I/O� function of the basilar membrane and, thus, the
active mechanism of the cochlea. We use here the gain func-
tion proposed by the Glasberg and Moore �2000�, which, in
dB, is

wdB = 0.9L + A + B�1 −
1

1 + exp�− 0.05�L − 50��	 − L ,

�3�

where L is the input level, A=−0.0894Gmax+10.89, B
=1.1789Gmax−11.789, and Gmax is the maximum gain ap-
plied by the cochlear amplifier in dB. The value of wdB is
related to the value of wlin by: wlin=10wdB/10. This I/O func-
tion imposes strong compression over the range 20 to
80 dB; outside this range the I/O function is almost linear.
Baker and Rosen �2006� have pointed out that “wlin” can
be approximated by a linear function over the range 30 to
70 dB, as in Baker et al. �1998�. The I/O function above is
only really required if the intensity range needs to be ex-
tended beyond 30 to 70 dB.

The roex version of the tip filter can be characterized as
a function of frequency f and three parameters,

Wtip�f� = Rx�f ; fc,pl,pu� . �4�

The expressions for the lower and upper sides of the tip filter
are

Rx�f ; fc,pl,pu� = ��1 + dcplg�exp�− dcplg� f � fc,

�1 + dcpug�exp�− dcpug� f � fc,

�5�

where g= 
f − fc 
 / fc, and dc= �ERBN�1000�� / �ERBN�fc��
� fc /1000. The normalized frequency variable, g, de-
scribes the distance in frequency from the center fre-
quency of the filter to the edge of the noise, relative to the
center frequency. By using the variable dc, the deviation
from the center frequency is expressed relative to the
value of ERBN at that center frequency �Glasberg and
Moore, 1990�, and the value of dc is normalized so as to
have a value of unity when fc=1000 Hz. So, the band-
width of the tip filter is proportional to the value of ERBN

for all center frequencies �Patterson et al., 2003�. Param-
eters pl and pu determine the sharpness of the lower and
upper skirts of the passband of the roex filter �that is, the
tip filter�.

The roex version of the tail filter can be expressed in a
similar way,

Wtail�f� = Rx�f ; fc/f rat,tl,tu� , �6�

Rx�f ; fc,tl,tu� = � �1 + dctlg�exp�− dctlg� f � fc

�1 + dctug�exp�− dctug� f � fc
. �7�

Parameters tl and tu describe the sharpness of the tails of the
filter. The parallel roex filter is a weighted sum of the filters
described by Eqs. �5� and �7�, the weighting being deter-
mined by Eq. �3�. This parallel roex filter differs from that

used by Baker et al. �1998� and by Glasberg and Moore
�2000� in two ways: �1� both the tip and tail filters have a
lower skirt and an upper skirt; �2� the center frequency of the
tip filter is allowed to shift with level. The shift is defined by
parameter f rat, which is the ratio of the center frequencies
of the tip and the tail filters, and is given by

f rat = f rat
�0� + f rat

�1�Prxp, �8�

where the superscripts 0 and 1 designate the intercept and
slope of the line defining f rat, and Prxp is the level of the
probe-plus-masker at the output of the tail filter whose
center frequency is equal to the probe frequency. This is
the same level as that derived from the passive gam-
machirp, Pgcp, in Patterson et al. �2003�.

We distinguish here between parameters and coeffi-
cients. The parallel roex filter is characterized by six param-
eters, tl, tu, pl, pu, Gmax, and f rat. However, some of these
parameters are functions of Prxp, so the number of coeffi-
cients required to characterize the filter is greater than six;
details are provided as the issue arises in later sections. Pa-
rameters tl and tu are level independent and determine the
shape of the tail filter �bandwidth and asymmetry� as shown
in the top block in Fig. 1�a�. The value of Prxp determines the
values of the parameters of the tip filter: f rat, pl, pu, and wdB.
The relative gain of the tip filter, wdB, is determined by Eq.
�3� and depends on Gmax. Parameters pl and pu control the
shape of the tip filter �bandwidth and asymmetry�, as illus-
trated in the “active tip filter” block of Fig. 1�a�. These pa-
rameters are also level dependent: pl= pl

�0�+ pl
�1�Prxp and pu

= pu
�0�+ pu

�1�Prxp. The tip filter broadens as Prxp increases.

C. The cascade cGC filter

We will use the terminology developed by Patterson et
al. �2003� for the compressive gammachirp �cGC� filter. The
weighting function in the power-spectrum domain is

W�f� = 
GCC�f�
2, �9�

and it is a cascade of a passive gammachirp �pGC�, 
GCP�f�
,
and a high-pass asymmetric function �HP-AF�, exp�c2�2�f��,
as illustrated in Fig. 1�b�. Thus,


GCC�f�
 = 
GCP�f�
exp�c2�2�f�� . �10�

The pGC filter is itself a cascade of a gammatone �GT� filter
and a low-pass asymmetric function �LP-AF�; that is,


GCP�f�
 = a�
GT�f�
exp�c1�1�f�� . �11�


GT�f�
 is the Fourier magnitude spectrum of the GT filter
and a� is the amplitude of the Fourier magnitude of the GT.
The antisymmetric functions �1�f� and �2�f� are

�1�f� = arctan� f − fr1

b1ERBN�fr1�� , �12�

and

�2�f� = arctan� f − fr2

b2ERBN�fr2�� , �13�

where ERBN�f� is the value of ERBN at frequency f �Glas-
berg and Moore, 1990�, fr1 is the asymptotic center fre-
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quency of the chirp, and fr2 is the center frequency of the
HP-AF. For further details see Irino and Patterson �1997,
2001� and Patterson et al. �2003�.

The cGC filter has five parameters: b1, c1, b2, c2, and f rat.
Parameters b1 and c1 control the bandwidth and asymmetry
of the pGC filter, respectively, as shown in the first block of
Fig. 1�b�. The peak frequency of the pGC is fp1= fr1

+c1b1ERBN�fr1� /n1, where n1 is the order of the gamma
function which is fixed at 4 as in previous studies. Param-
eters b2 and c2 control the slope and dynamic range of the
HP-AF, respectively, as shown in the second block of Fig.
1�b�. The dynamic range determines the amount of compres-
sion; f rat is the ratio of the peak frequency of the passive GC
�fp1� to the center frequency of the HP-AF �fr2�; so f rat

= fr2 / fp1. It describes the frequency shift of the HP-AF rela-
tive to the pGC as a function of level,

f rat = f rat
�0� + f rat

�1�Pgcp. �14�

Here, Pgcp is the level that controls the position of the
HP-AF and produces the compression and gain of the
compressive GC filter. It is the level of the probe plus
masker at the output of the passive GC filter �Patterson et
al., 2003�.

D. The parallel cGC filter

The parallel, compressive GC filter consists of a level-
independent pGC filter that represents the passive basilar
membrane �top block in Fig. 1�c�� and a level-dependent GC
filter with an I/O function similar to that of the cochlea �bot-
tom blocks in Fig. 1�c��. So, the tail filter is

Wtail�f� = 
GC�f ; fc/f rat,b1,c1�
2, �15�

and the tip filter is

Wtip�f� = 
GC�f ; fc,b2,c2�
2. �16�

Here, fc is the center frequency of the composite filter with
parallel architecture. The basic gammachirp filter, 
GC�f�
, is


GC�f ; fp,b,c�
 = a� · 
GT�f�
exp�c��f�� , �17�

where ��f�=arctan(�f − fr� / �bERBN�fr��) and fp= fr

+cb ERBN�fr� /n. Here, fr is the asymptotic frequency of
the chirp, fp is the peak frequency of the gammachirp
filter, and n is the order of the gamma function �n=4�. The
ratio of the peak frequency of the tail and tip filters is
f rat= fp2 / fp1, and it has the same form as in Eq. �14�.

This parallel cGC filter has six parameters: b1, c1, b2, c2,
Gmax, and f rat. Parameters b1 and c1 control the bandwidth
and asymmetry of the tail filter, respectively, as shown in the
top block of Fig. 1�c�. The level, Pgcp, is determined by the
output of the pGC and it determines f rat and the parameters
of the tip filter, b2 and c2, and wdB. Parameters b2 and c2

control the bandwidth and asymmetry of the tip filter. The
filter gain, wdB, is determined by Eq. �3� and depends on
Gmax and Pgcp. The parameters of the tip filter, b2 and c2, are
also affected by level: b2=b2

�0�+b2
�1�Pgcp and c2=c2

�0�

+c2
�1�Pgcp. The tip filter broadens as Pgcp increases.

III. EVALUATION OF THE FILTER SYSTEMS

A. The notched-noise masking data

We used two large sets of notched-noise masking data:
those of Baker et al. �1998� and Glasberg and Moore �2000�.
Baker et al. �1998� measured masked threshold using both
fixed probe levels �Ps=30, 40, 50, 60, and 70 dB SPL� and
fixed masker levels �N0=20, 30, 40, and 50 dB�, and thresh-
old was measured at each of seven probe frequencies: 0.25,
0.5, 1.0, 2,0, 3.0, 4.0, and 6.0 kHz. The frequencies of the
inner edges of the masker bands were varied to produce both
symmetric and asymmetric notches about the probe fre-
quency; there were 16 notch conditions with the outer edges
of the masker bands fixed at g= ±0.8. The total number of
masked thresholds was 973 per listener and there were two
listeners. Glasberg and Moore �2000� measured masked
threshold with fixed masker levels of 35, 50, 65, and
80 dB/ERBN at their lowest probe frequency, 0.25 kHz, and
with fixed masker levels of 40, 55, and 70 dB/ERBN for
probe frequencies of 0.5, 1.0, 2.0, and 4.0 kHz. They used
“uniformly exciting noise,” designed to produce constant co-
chlear excitation for center frequencies within the passbands
of the noise. There were 19 notch conditions, with the notch
positioned both symmetrically and asymmetrically about the
probe frequency. In this study, the upper and lower noise
bands that formed the notch had the same bandwidth, which
was 0.4fc. The total number of masked thresholds was 304
per listener and there were three listeners.

B. The fitting procedure

The procedure for fitting each of the three auditory filter
models to the combined data sets of Baker et al. �1998� and
Glasberg and Moore �2000� is almost the same as that de-
scribed by Patterson et al. �2003�. Broadly speaking, it is the
POLYFIT procedure of Baker et al. �1998� extended to include
simultaneous fitting of all probe frequencies with the filter
coefficients represented in terms of normalized ERBN-rate,
that is,

Ef = ERBN-rate�f�/ERBN-rate�1 kHz� − 1.

Note in particular that Gmax is assumed to be a linear func-
tion of Ef, and therefore is characterized by two coeffi-
cients.

During the development of the cGC fitting procedure
�Patterson et al., 2003�, it was noticed that the slope of the
I/O function of the composite filter occasionally became
slightly negative at higher stimulus levels. This unrealistic
solution arises when the fitting procedure adopts a pGC filter
whose peak frequency does not lie on the steep central sec-
tion of the HP-AF. A smooth penalty function was introduced
to exclude such fits. The resulting procedure effectively
matches the amount of compression produced by the HP-AF
to that observed in the data �Patterson et al., �. When we
began fitting the parallel roex filter and the parallel cGC filter
to the masking data, we found that a similar problem arises if
the fit does not include a penalty function for unrealistic I/O
functions. These “solutions” arise, as previously, at higher
stimulus levels when the fitting procedure uses a tail filter
with an overly narrow bandwidth, or a tip filter with an
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overly wide bandwidth. Provided the procedure is restricted
to a reasonable combination of tail filter and tip filter, the
slope of the I/O function remains positive.

In this paper, the tip filter is intended to represent the
active mechanism in the cochlea. We assume that: �a� it be-
comes broader as level increases; �b� the tip filter dominates
the shape of the composite filter at low levels where the ERB
of the tip filter is close to that of the composite filter; and �c�
the tail filter dominates the shape at high levels where the
ERB of the tail filter is close to that of the composite filter. A
smooth penalty function was used with these constraints to
restrict the ERBs of the component filters and so prevent the
fitting procedure from adopting unrealistic solutions. This
penalty function is “the weighted sum of the difference be-
tween the ERB / fc of the tip filter and the composite filter” at
low levels and “the difference between ERB / fc of the tail
filter and the composite filter” at higher levels. Normalizing
the ERB values by center frequency, fc, makes it possible to
use the same penalty function across the entire region of
center frequencies from 0.25 to 6.0 kHz.

In summary, the filter parameters for the compressive

and parallel GC filters are b1, c1, b2, c2, f rat and b1, c1, b2, c2,
Gmax, f rat, respectively. The filter parameters for the parallel
roex filter are tl, tu, pl, pu, Gmax, f rat. There are also two
nonfilter parameters, K and P0: K is the efficiency of the
detection mechanism in Eq. �1�; P0 is related to the absolute
threshold, and is used to predict the lower limit of threshold
in the masking experiments. For the cGC filter, only one of
the filter parameters is level dependent and that is f rat. The
ratio is linearly dependent on level and the intercept and
slope are designated f rat

�0� and f rat
�1�. So, the fit only requires six

filter coefficients for the entire range of center frequencies
and levels. The parallel cGC filter and the parallel roex filter
are also quite parsimonious in the use of filter coefficients,
but, in both cases, the tip filter has two slope parameters, and
both have to be level dependent to produce a good fit. The
central columns of Table I show that, if the linear term is set
to 0 in either of the parallel filters, the rms error rises to
values above 4 dB. For the parallel roex filter, the coeffi-
cients are tl, tu, pl

�0�, pl
�1�, pu

�0�, pu
�1�, Gmax, f rat

�0�, and f rat
�1�; for the

parallel cGC, they are b1, c1, b2
�0�, b2

�1�, c2
�0�, c2

�1�, Gmax, f rat
�0�,

TABLE I. Coefficients and rms error values for auditory filters with cascade and parallel architectures, fitted to the combined masking data of Baker et al.
�1998� and Glasberg and Moore �2000�. The first and second columns show the type of filter architecture and the total number of filter coefficients �not
including nonfilter coefficients, K and P0�, respectively. Each filter parameter was represented either by a constant or by a linear regression line as a function
of normalized ERBN value, Ef. The central columns in the table show the filter coefficients on the left and the nonfilter coefficients on the right. The right-most
column shows the rms error value for the fit in dB. In this table, “0” means that we set the corresponding value to zero.

Filter
architecture

No.
coeff b1 c1 frat

�0� frat
�1� b2 c2

K
�dB�

P0

�dB�
rms
�dB�

Cascade
cGC

1.85 −2.51 0.391 0.0124 2.01 1.85 −4.66 17.3
12 +0.111Ef +0.03Ef +0.15Ef −0.003Ef −0.012Ef +0.359Ef −2.74Ef −0.220Ef 3.59

+8.22Ef
2 +4.54Ef

2

1.86 −4.66 17.3
7 1.85 −2.50 0.435 0.0115 2.11 +0.381Ef −2.75Ef −0.230Ef 3.64

+8.22Ef
2 +4.54Ef

2

−3.73 16.8
6 1.81 −2.96 0.466 0.0109 2.17 2.20 −4.89Ef −1.27Ef 3.71

+8.30Ef
2 +5.74Ef

2

Filter
architecture

No.
coeff

t1 tu Gmax pl
�0� pl

�1� pu
�0� pu

�1� K
�dB�

P0

�dB�
rms
�dB�

Parallel
roex

10.9 67.9 35.1 −0.186 36.5 −0.230 −1.89 16.9
14 −1.74Ef +8.30Ef 35.4+17.1Ef +9.69Ef −0.083Ef −9.27Ef +0.044Ef −3.10Ef −2.76Ef 3.58

+5.95Ef
2 +4.95Ef

2

−2.26 16.9
8 10.3 68.0 35.9+17.1Ef 36.4 −0.176 35.5 −0.250 −1.16Ef −2.41Ef 3.79

+6.63Ef
2 +5.09Ef

2

−1.38 15.7
6 12.6 153.5 25.4+3.44Ef 33.0 0 23.5 0 −2.04Ef −1.23Ef 4.15

+7.29Ef
2 +4.89Ef

2

Filter
architecture

No.
coeff

b1 c1 Gmax b2
�0� b2

�1� c2
�0� c2

�1� K
�dB�

P0

�dB�
rms
�dB�

Parallel
cGC

0.636 −8.54 0.683 0.013 1.05 −0.028 −1.55 16.8
14 −0.002Ef −1.74Ef 38.7+26.0Ef −0.266Ef +0.010Ef +1.04Ef −0.0001Ef −4.38Ef −2.75Ef 3.53

+7.15Ef
2 +6.15Ef

2

−1.23 17.2
8 0.611 −9.02 36.9+24.0Ef 0.531 0.016 −2.67 0.061 −1.97Ef −1.80Ef 3.75

6.87Ef
2 +6.25Ef

2

1.93 16.0
6 0.394 −10.6 34.0+23.5Ef 1.15 0 −0.338 0 −1.37Ef −1.93Ef 4.87

+7.20Ef
2 +6.06Ef

2
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and f rat
�1�. In both cases, the value of Gmax is a linear function

of Ef �defined by two coefficients�, so ten filter coefficients
are required.

Masked threshold was predicted for a range of filters
with center frequencies around the probe frequency, using
the power spectrum model of masking defined by Eq. �1�; for
each notched-noise condition, the center frequency was cho-
sen so as to maximize the probe-to-masker ratio at the output
of the filter. The Levenberg-Marquardt method �Press et al.,
1988� was used to minimize the root-mean-square �rms� dif-
ference between masked threshold and the predicted value of
masked threshold �both in dB�; this is hereafter called the
“error.”

C. Results

1. The parallel roex filter

As described earlier, for the parallel roex filter, the cen-
ter frequency of the tail roex was fixed and that of the tip
roex was allowed to vary with level, i.e., f rat was allowed to
vary. However, it was found that this had little effect on the
fit, and produced negligible reduction in the rms error. Ac-

cordingly, for subsequent analyses, we set f rat=1.0, which
means that the peak frequencies of the tail and tip filters were
the same. This reduced the number of filter parameters by
one and the number of fitting coefficients by two. With f rat

fixed, the total number of filter coefficients was eight; the
coefficients and their values are in the eight-coefficient row
of the central section of Table I. The rms error when fitting
the combined data of Baker et al. �1998� and Glasberg and
Moore �2000� was 3.79 dB. The rms error seems reasonable
given that the masked thresholds come from two separate
studies using different subjects, and they cover a very wide
range of probe frequencies and levels.

The families of parallel roex filters fitted to the com-
bined data are presented in Fig. 2, for seven probe frequen-
cies, from 0.25 to 6.0 kHz, and for three values of Prxp, the
level at the output of the tail filter. In Fig. 2�a�, the top filter
in each group shows the filter shape for a Prxp value of
40 dB; the two lower filters are for Prxp values of 60 and
80 dB, respectively. The corresponding tail filters and tip fil-
ters are shown in Fig. 2�b� by solid and dashed lines, respec-
tively. These component filters operate in parallel to produce

FIG. 2. Characteristics of the parallel roex auditory filter fitted to the combined data of Baker et al. �1998� and Glasberg and Moore �2000� for center
frequencies from 0.25 to 6.0 kHz: �a� families of parallel roex filters and �b� their component �tip/tail� filters showing how the functions change with Prxp, the
output level of the tail filter; �c� Equivalent rectangular bandwidth, ERB, of the parallel roex filter �solid line� as a function of center frequency on a
log-frequency scale. The parameter is the value of Prxp; for a narrow-band signal at the center frequency of the filter this is equivalent to the input level in dB
SPL. The dashed line shows the ERBN values proposed by Glasberg and Moore �1990�; �d� Input/output functions for the parallel roex filter; the parameter
is center frequency. This version of the parallel roex filter had eight coefficients �see Table I�.
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the composite filters in Fig. 2�a�. The ordinate in Fig. 2�a� is
the gain of the composite filter; the ordinate in Fig. 2�b� is
the gain of the tail roex or the tip roex in isolation. The
abscissas in Figs. 2�a� and 2�b� are both ERBN-rate. Note
that plotting the filters in terms of gain rather than absolute
level gives the impression that we can specify the form of the
lower-level filters over a range of as much as 80 dB. This is
clearly not the case; there are no threshold values from the
notched-noise experiment to specify the tails of the lower
level filters, which correspond to levels below absolute
threshold. Accordingly, the line used to represent each com-
posite filter changes its form from solid to dotted at the point
where the filter function would intersect the threshold limit,
P0.

Because of the parallel architecture, the gain of the com-
posite filter is determined over most of its range by which-
ever of the two component filters has the greater gain. For
signal frequencies near the peak of the composite filter, the
tip filter dominates at most signal levels. For signal frequen-
cies far below the center frequency, the tail filter dominates.
When Prxp is equal to 100 dB, the gain of the tip filter at its
peak is the same as the gain of the tail filter at its peak; both
have a gain of 0 dB. As a result the composite filter has a
gain of 3 dB. To facilitate comparison with the cascade filter,
the gains of the composite filters in Fig. 2�a� have all been
scaled down by 3 dB, so that the gain is 0 dB when Prxp is
equal to 100 dB. It is noteworthy that the high-frequency
side of the tip filter is relatively sharp, so that, for input
frequencies above the filter center frequency, the output is
determined by the tip filter, the tail filter having little influ-
ence. This explains why Baker et al. �1998� and Glasberg
and Moore �2000� were able to model their data using a
single roex function for the high-frequency side.

The families of parallel roex filters derived here all have
the same general form �Fig. 2�a��; the gain changes smoothly
as center frequency increases. The gain of the composite
filter decreases monotonically with increasing stimulus level
and it increases monotonically with increasing center fre-
quency. The maximum gain for the parallel roex filter �for
Prxp=40 dB� is about 30 dB at the highest center frequency,
6.0 kHz. The gain is largely restricted to a range of ±2 ERBN

around the center frequency of the filter, and the filter skirts
for the different levels converge both on the low side and the
high side, indicating that the gain is independent of level for
frequencies far removed from the center frequency.

Figure 2�c� shows the ERB of the parallel roex filter as a
function of center frequency for three values of Prxp, 40, 60,
and 80 dB, the same values as for the filters in Fig. 2�a�. The
bandwidth increases slowly with level and the bandwidth
function has the same shape at all levels. The dashed line
shows the ERBN function for the roex filter suggested by
Glasberg and Moore �1990�; it is very similar to the function
for the parallel roex filter at low levels, as would be ex-
pected.

Filter output level is plotted as a function of Prxp in Fig.
2�d�; the parameter is center frequency, which varies from
0.25 to 6.0 kHz. For a narrow-band signal at the center fre-
quency of the parallel roex filter, the value of Prxp is very
close to input level in dB SPL. So, these I/O functions illus-

trate the form of the nonlinearity in the system. The dashed
line shows the I/O function for a linear system with 0-dB
gain. The varying vertical distance from the dashed line to
one of the solid lines indicates how the gain varies with level
for a given center frequency. The I/O functions all show
compression and the amount of compression increases with
increasing center frequency. The slope of the I/O function
between 40 and 70 dB decreases as center frequency in-
creases. These I/O functions are similar to those derived pre-
viously from simultaneous masking data �Baker et al., 1998;
Glasberg and Moore, 2000�, but the amount of compression
is somewhat less than that derived from forward masking
data �Oxenham and Plack, 1997�. A more detailed analysis of
the compression is presented later.

2. The cascade cGC filter

The families of cascade cGC filters fitted to the data are
shown in Fig. 3, in the same format as for Fig. 2. The com-
posite cGC filters in Fig. 3�a� are produced by cascading the
filters in Fig. 3�b�; the pGC filters are shown by solid lines
and the HP-AF filters are shown by dashed lines. The ordi-
nate in Fig. 3�b� is component filter gain with the values for
the pGCs on the left and those for the HP-AFs on the right.
Since this is a cascade filter, the composite filter values are
the sum of the component filter values in decibels. To facili-
tate comparison with the parallel roex and parallel cGC fil-
ters, the gains of the composite filters have been scaled up by
a fixed factor at each center frequency, so that the peak gain
becomes 0 dB for all center frequencies when Pgcp is 90 dB
�this scaling is similar to that for the parallel roex filter�. The
scaling factors were 10.0, 13.6, 15.4, 16.3, 16.6, 16.7, and
16.9 dB, for center frequencies of 0.25, 0.5, 1.0, 2.0, 3.0, 4.0,
and 6.0 kHz, respectively.

Six filter coefficients are required to characterize the
cGC filter; they are listed in the six-coefficient row of the
upper section of Table I. Although the cGC filter has two
fewer filter coefficients than the parallel roex filter, the rms
error was slightly less �3.71 dB� than for the latter.

The level dependence of the cGC filter arises from the
frequency shift of the HP-AF relative to the pGC filter. These
two filters appear as triplets of dashed and solid lines in Fig.
3�b�; note that the steep center section of the HP-AF filter
crosses the corresponding pGC filter on its upper skirt, and
the shift of the HP-AF with level is large relative to the shift
of the pGC filter. The asymmetry of the composite, cascade
cGC filter in Fig. 3�a� is uniform across center frequency on
the ERBN-rate scale. The gain of the composite filter de-
creases as stimulus level increases at all center frequencies,
and the change in gain is largely restricted to a range of
about ±2 ERBN around the center frequency. The filter skirts
converge on both the lower and upper sides of the filter. The
maximum gain at 0.25 kHz is about 18 dB; the gain in-
creases with center frequency to about 27 dB at 2.0 kHz.
Beyond 2.0 kHz, it remains at about 28 dB, and so the pat-
tern of maximum gain across frequency is different for the
parallel roex and the cascade cGC filters.

Figure 3�c� shows that the ERB of the cascade cGC filter
is consistently wider than ERBN and the ERB of the corre-
sponding parallel roex filter. The difference is greatest at the
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lowest level, where the ERB of the cascade cGC is about 1.5
times that of the parallel roex. As the value of Pgcp increases
from 40 to 60 dB, the bandwidth increase is relatively small;
then, there is a relatively large increase as Pgcp increases
from 60 to 80 dB. This nonuniform growth in bandwidth is
the result of the interaction of the component filters. Until the
steep section of the HP-AF is above the peak frequency of
the pGC, increases in level have relatively little effect on
bandwidth; thereafter they have a greater effect, as the shape
of the cGC filter approaches that of the pGC filter.

Figure 3�d� shows that the I/O functions for the cascade
cGC filter are similar in shape to those of the parallel roex
filter, but the spread of the functions is reduced. At center
frequencies below 2.0 kHz, the cascade cGC system pro-
duces a little more gain than the parallel roex system,
whereas at center frequencies above 3.0 kHz, the cascade
cGC system produces a little less gain than the parallel roex
system.

3. The parallel cGC filter

The families of parallel cGC filters fitted to the data are
shown, in the same format, in Fig. 4. The component filters
are shown in Fig. 4�b�; the tail and tip filters are represented
by solid and dashed lines, respectively. They operate in par-
allel to produce the composite filters in Fig. 4�a�. The gains

of the composite filters have all been scaled down by 3 dB,
in the same way as for the parallel roex filter, and for the
same reason. The parameter f rat was set to 1.0, as with the
parallel roex, because varying the ratio produced virtually no
improvement in the fit. The parallel cGC filter is character-
ized by eight filter coefficients; they are listed in the eight-
coefficient row of the lower section of Table I. The rms error
was 3.75 dB, which is similar to the values for the other two
filters.

Figure 4 shows that the behavior of the parallel cGC
filter system is more like that of the parallel roex filter than
that of the cascade cGC filter. Although the tip filter has the
shape of a gammachirp filter, it is narrower than the tip of the
corresponding cascade cGC �Fig. 4�b��, and this narrower tip
filter carries through to the tip of the composite parallel cGC
�Fig. 4�a��. The functions in Fig. 4�c� show that, at low lev-
els, the ERB of the parallel cGC filter is similar to ERBN and
to the ERB of the parallel roex, and it increases uniformly as
level increases. In all cases, the ERB is smaller than for the
cascade cGC filter. Figure 4�d� shows that the I/O functions
of the parallel cGC filter are also more similar to those of the
parallel roex system than to those of the cascade cGC sys-
tem. Moreover, the spread of the functions is even greater for
the parallel cGC system. At the lowest center frequency,
0.25 kHz, the parallel cGC system produces a little less gain

FIG. 3. Characteristics of the cascade cGC filter in the same format as Fig. 2. The three curves within each family show how the functions change with Pgcp,
the output level of the tail filter. In panel �d�, the compression functions for center frequencies from 2.0 to 6.0 kHz are superimposed. This version of the
cascade cGC filter had six coefficients �see Table I�.
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than the parallel roex system, and at the highest center fre-
quency, 6.0 kHz, the parallel cGC system produces a little
more gain than the parallel roex system.

There is one way in which the parallel cGC filter system
differs from the other two; on the low-frequency side at the
lowest level �40 dB�, the tail of the composite filter does not
converge with the tails of the higher-level filters for frequen-
cies more than two ERBNs from the center frequency, which
would seem to indicate that the gain is level dependent even
for frequencies far removed from the center frequency. In
practical terms, this is not a problem because the tails of
low-level filters play essentially no role in determining
threshold, and hence are not constrained by the threshold
data. However, this finding suggests that the “rotation” of the
tip filter at low levels may not be the best way to represent
cochlear filtering.

4. Common characteristics of the three filter systems

Although the comparisons above highlighted a number
of differences between the three filter systems, it should be
emphasized that the composite filter systems have much in
common: �1� The filters become broader with increasing
level at all center frequencies; �2� The filters are asymmetric,
with the high side sharper than the low side, and the asym-
metry increases with level; �3� The tails of the filters con-

verge on both sides at high stimulus levels, indicating that
the gain is effectively level independent for frequencies far
removed from the center frequency; �4� The gain of each
filter at its peak frequency increases as level decreases, in-
dicating the presence of relatively strong compression; �5�
The amount of compression increases with center frequency,
at least at the lower stimulus levels. These would appear to
be the characteristics that a filter system must have to explain
notched-noise masking. Both parallel and cascade systems
can meet the requirements, but it appears that the system
with the cascade architecture can produce a slightly better fit
with fewer coefficients because of its more parsimonious
representation of the high-frequency side of the tip filter.

IV. DISCUSSION

A. The trade-off between goodness of fit and number
of coefficients

Table I shows the parameter values and goodness of fit
values for three versions of each of the filter systems: the
cascade cGC, the parallel roex, and the parallel cGC. In each
case, the filter system was fitted to the combined data of
Baker et al. �1998� and Glasberg and Moore �2000�. The first
and second columns show the type of filter architecture and
the total number of filter coefficients, that is, the total exclud-

FIG. 4. Characteristics of the parallel cGC filter in the same format as Fig. 2. This version of the parallel cGC filter had eight coefficients �see Table I�.
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ing the coefficients associated with K and P0. The number of
K and P0 coefficients was the same for all versions of all
three filter systems. The filter coefficients are all written as a
function of normalized ERBN-rate, Ef. The last column
shows the rms error in decibels.

The upper section of Table I summarizes the results of
fitting the cascade cGC filter to the combined data sets. The
top row shows a 12-coefficient fit described by Patterson et
al. �2003, Figs 6–10 and Table I�; all five filter parameters
were allowed to vary linearly with Ef, and one filter param-
eter, f rat, was allowed to vary with level; f rat is the center
frequency of the pGC filter relative to that of the HP-AF.
Patterson et al. �2003� noted that the slopes of the regression
functions that show how the filter parameters vary with Ef

were surprisingly shallow �their Fig. 7�, and they showed
that the number of regression coefficients could be progres-
sively reduced from 12 to six with little increase in rms error,
by successively setting the shallowest slope to 0 and then
refitting the data �their Table I�. The rms error rose from 3.59
to 3.71 dB. The coefficients for the resulting six-coefficient,
cascade cGC filter are presented in the bottom row of the
upper panel of Table I; these are the basis of the functions in
Fig. 3. One attraction of the six-coefficient fit is that all of
the changes associated with center frequency are directly re-
lated to the ERBN function.

The remaining two sections of Table I show that the
number of coefficients in the parallel filter systems can also
be reduced by restricting the number of regression coeffi-
cients to one per filter parameter. In both cases, a reduction
from 14 to eight coefficients is accompanied by a very mod-
est increase in rms error. The fully level-dependent versions
of the two parallel filter systems have 14 coefficients because
both of the tip-filter parameters, pl and pu, have to vary with
level to produce a good fit. Similarly the restricted versions
have eight rather than six coefficients because these same
parameters, pl and pu, still have to vary with level to produce
a good fit. The eight-coefficient, parallel roex filter is the
basis of the functions in Fig. 2, and the eight-coefficient,
parallel cGC filter is the basis of the functions in Fig. 4. Both
of these eight-coefficient filter systems provide excellent fits
to the notched-noise data sets. However, if the tip-filter pa-
rameters are restricted to be level independent, giving six-
coefficient fits, then the rms error rises markedly, as shown in
Table I.

This analysis of the trade-off between number of coeffi-
cients and goodness of fit for the three filter systems indi-

cates that a cascade system with an HP-AF function that
shifts in frequency can explain the way the auditory filter
changes with level better than a parallel system with a tip
filter that narrows as level increases, and the cascade filter
system requires fewer coefficients than either of the parallel
filter systems.

B. Filter bandwidth

The width of the auditory filter is typically described in
terms of its ERB �Patterson, 1974; Moore and Glasberg,
1983�; this is the integral of the entire filter function divided
by the filter response at its center frequency. However, Koll-
meier and Holube �1992� have argued that, when comparing
the bandwidths of highly asymmetric filters, where one skirt
becomes much shallower than the other, it is better to use the
10-dB bandwidth, BW10 dB, or a measure they refer to as
BW90. BW90 is “the bandwidth that encompasses 90% of
the integrated area above, and 90% of the integrated area
below, the maximum value of the filter characteristic” �Koll-
meier and Holube, 1992�. Table II shows the ERB, BW90,
and BW10 dB values for the three filter systems at two stimu-
lus levels, 40 and 80 dB. The center frequency is 1.0 kHz in
each case. The functions relating ERB to center frequency,
shown in Figs. 2�c�, 3�c�, and 4�c�, all have virtually the
same shape, so the relative widths of the three filters will be
essentially the same at all center frequencies.

Table II shows an orderly pattern of relationships. The
ERB values are consistently smaller than the corresponding
BW90 values, which are in turn consistently smaller than the
corresponding BW10 dB values. On average, BW90 is 1.52
times the ERB, and BW10 dB is 1.84 times the ERB. The
bandwidth at 80 dB SPL is considerably larger than at
40 dB; the ratio is 1.49 for the ERB, 1.65 for BW90, and
1.55 for BW10 dB. The filters with parallel architecture �the
parallel roex and the parallel cGC� have comparable widths,
no matter what the measure, and they are consistently nar-
rower than the cascade cGC filter. The width of the cascade
cGC filter is about 1.12 times the width of the parallel roex
filter and 1.15 times the width of the parallel cGC filter. So,
the bandwidth values provided by the three measures are
much as would be expected from their definitions, and the
wider values associated with the cascade architecture are not
due to the use of the ERB as the bandwidth measure.

As noted in Sec. I C, detailed examination of the fit pro-
vided by the roex filter to the data associated with narrow

TABLE II. Three measures of bandwidth for the three types of filter, cascade cGC, parallel roex, and parallel
cGC; the values are for the filter centered at 1.0 kHz and they are presented for two stimulus levels, 40 and
80 dB. The three bandwidth measures are the equivalent rectangular bandwidth �ERB�, the 10-dB bandwidth,
BW10 dB, and BW90, the 90% bandwidth suggested by Kollmeier and Holube �1992�.

ERB BW90 BW10 dB

40 dB 80 dB 40 dB 80 dB 40 dB 80 dB Average

Cascade cGC filter 196 278 275 416 340 492 333
Parallel roex filter 147 220 252 433 281 451 297
Parallel cGC filter 152 241 229 398 270 440 288
Average 165 246 252 416 297 461 306
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notches in the masking noise typically reveals a systematic
deviation from the data. In particular, the thresholds pre-
dicted by the roex filter drop more quickly than the observed
thresholds as notch width increases from zero �Patterson et
al., 1982; Glasberg et al., 1984b�, and more quickly than the
unconstrained auditory filter of Patterson �1976�. This sug-
gests that the underlying filter shape has a broader tip than
the roex filter. Glasberg et al. �1984a� compared auditory
filter shapes derived using three different types of masker,
including notched noise and rippled noise �Houtgast, 1977�;
it has been argued that the latter may give a more accurate
estimate of the shape of the tip of the filter. The tip of the
filter derived with rippled noise was broader than that de-
rived with notched noise. Houtgast �1977� also found rela-
tively large filter bandwidths using rippled noise in simulta-
neous masking. Finally, Oxenham and Dau �2001a� found
that they could not account for the masking produced by
complex tone maskers with Schroeder-positive and
Schroeder-negative phase using a gammatone filter with a
relatively sharp tip �similar to that of the roex filter�, but they
could account for the data with a filter with a broader tip
�resembling the cascade cGC�. Overall, these results support
the idea that filter shapes estimated using the roex filter
model have tips that are slightly sharper than the “true” fil-
ters. The cascade cGC filter model may provide a more ac-
curate representation of the sharpness of the tip of the audi-
tory filter.

One thing that is clear from Table II is that the tradition
of describing the auditory filter in terms of its ERB, or 3-dB,
bandwidth at low stimulus levels leads to a characterization
of auditory frequency selectivity that is not representative of
everyday listening. People nowadays routinely listen to mu-
sic at levels around 80 dB and they often have to listen to
speech in noisy environments for which the overall level is
rather high. The BW90 measure, which is sensitive to audi-
tory filter asymmetry and the way the asymmetry increases
with level, shows that the auditory filter will be relatively
wide in listening conditions that are quite common. In these
situations, it is unlikely that harmonics on the high-frequency
side of speech formants will be resolved �Moore, 1998, page
211�.

C. Compression and phase

The input/output function of a filter system reveals the
degree of compression that it applies. Table III shows the
slopes of the I/O functions for six roex and gammachirp filter
systems, over the range of center frequencies from 0.25 to
6.0 kHz �top row�. The slope is measured over the range
from 30 to 80 dB SPL �assuming that the values of Prxp and
Pgcp are effectively equivalent to the input level in dB SPL
for narrow-band signals centered close to the filter center
frequency�. The second and third rows show the slope values
for the roex filters fitted by Glasberg and Moore �2000� and
by Baker et al. �1998� to their own data. Recall that their
version of the roex filter was incomplete, inasmuch as the
upper side was defined by a single roex function. The fourth
row shows the slope values for the cascade cGC filter with
six coefficients; the I/O functions are presented in Fig. 3�d�.
The sixth and seventh rows show the slope values for the
parallel roex and parallel cGC filters with eight coefficients;
the I/O functions are shown in Figs. 2�d� and 4�d�, respec-
tively. The degree of compression increases with filter center
frequency for all of these filter systems, that is, the slope of
the I/O function decreases with increasing center frequency.
In the current paper, the data from all of the probe frequen-
cies are fitted simultaneously. The cross-frequency constraint
forces the slope of the I/O function to vary monotonically
with probe frequency. There was no such constraint in the
fits of Glasberg and Moore �2000� �second row�. In this case,
the slope varies nonmonotonically with frequency; the larg-
est compression occurs at 1.0 kHz where the slope is 0.39.

The parallel roex filter is the most similar to the incom-
plete roex filters fitted by Baker et al. �1998� and Glasberg
and Moore �2000� to their data. The parallel roex was fitted
to the combined data of Baker et al. �1998� and Glasberg and
Moore �2000�, and so it is not surprising that the slope values
�sixth row� are comparable to those reported by Baker et al.
�third row� and by Glasberg and Moore �second row�. The
parallel roex values are actually closer to those reported by
Baker et al. than to those reported by Glasberg and Moore
�2000� because the data set of Baker et al. has almost three
times the number of thresholds as the data set of Glasberg
and Moore, and the thresholds were all given equal weight in
the parallel roex fit. The slope values for the parallel cGC

TABLE III. Slope values for the input/output functions of several auditory filters, for center frequencies from
0.25 to 6.0 kHz. In each case, the slope was calculated over the input range 30–80 dB SPL. �See the text for
details.�

Probe frequency �kHz� 0.25 0.50 1.0 2.0 3.0 4.0 6.0

Roex
�Table II of Glasberg and Moore, 2000�

0.73 0.70 0.39 0.56 ¯ 0.57 ¯

Roex
�Table IV of Glasberg and Moore, 2000�

0.51 0.50 0.45 0.44 0.37 0.39 0.36

Cascade cGC filter �six-coefficients�
�Patterson et al., 2003�

0.62 0.50 0.42 0.37 0.36 0.35 0.34

Cascade cGC filter �seven-coefficients�
�Patterson et al., 2003�

0.69 0.57 0.48 0.40 0.36 0.33 0.29

Parallel roex filter 0.71 0.65 0.58 0.49 0.44 0.40 0.35
Parallel cGC filter 0.75 0.67 0.56 0.45 0.37 0.32 0.25
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filter �seventh row� show a greater range than those for the
parallel roex; the slopes for the lower center frequencies
�0.25 and 0.5 kHz� are comparable to the largest values re-
ported by Glasberg and Moore �second row�, while those at
the highest center frequencies �4.0 and 6.0 kHz� are smaller
than the smallest values reported by Baker et al. �third row�.
In contrast, the slope values for the cGC filter decrease with
increasing frequency only up to 2 kHz, and then remain
roughly constant at about 0.35.

Assuming that these slope values are related to the
“strength” of the cochlear active mechanism, it is instructive
to compare the variation with frequency described above
with the variation found by other researchers �Bacon et al.
2004�, who have used a variety of measures thought to be
related to the strength of the active mechanism in the co-
chlea. Hicks and Bacon �1999� used three measures: �1� the
effects of level on frequency selectivity in simultaneous
masking, measured using notched-noise maskers at spectrum
levels of 30 and 50 dB; �2� two-tone suppression, measured
using forward maskers at the signal frequency and suppres-
sor tones above the signal frequency; and �3� growth of
masking, measured using forward maskers well below the
signal frequency. All three measures revealed a progressive
increase in nonlinear behavior as the signal frequency in-
creased from 0.375 to 3.0 kHz, although the change between
1.5 and 3.0 kHz was often rather small. Moore et al. �1999�
measured the slopes of growth-of-masking functions in for-
ward masking for a masker centered at the signal frequency
and a masker centered well below the signal frequency. The
ratio of the slopes for the two conditions was taken as a
measure of cochlear compression �Oxenham and Plack,
1997�. The ratio changed progressively over the range 2.0 to
6.0 kHz. Plack and Oxenham �2000� measured pulsation
threshold for a sinusoidal signal alternated with a sinusoidal
masker with frequency 0.6 times that of the signal. The
slopes of the functions relating pulsation threshold to
“masker” level decreased with increasing frequency from
0.25 up to 1.0 kHz, and then remained roughly constant as
the signal frequency was increased up to 8.0 kHz. Lopez-
Poveda et al. �2002� used temporal masking curves �Nelson
et al., 2001� to estimate cochlear compression for frequen-
cies from 0.5 to 8.0 kHz. They interpreted their results as
indicating that the amount of compression did not vary mark-
edly with center frequency, but at low center frequencies
compression extended over a wide range of frequencies rela-
tive to the center frequency. Finally, Rosengard et al. �2005�
estimated cochlear compression using both growth-of-
masking functions in forward masking and temporal masking
curves. They pointed out that the interpretation of the results
depended on what is assumed about the amount of compres-
sion that occurs when the masker frequency is well below the
frequency/place at which the signal is detected. Depending
on the assumption made, the compression could be inter-
preted as being relatively invariant with frequency over the
range 1.0 to 6.0 kHz, or as increasing with increasing fre-
quency. Overall, these results present a mixed picture. They
do not allow a clear decision as to which of the filter models
evaluated here gives a better representation of the way that
cochlear compression varies with frequency.

It should also be noted that both the cascade and parallel
filter systems could be modified to allow compression to
vary with frequency and level in a different way, should a
definitive set of data emerge in the future. Indeed, Patterson
et al. �2003� report fitting a seven-coefficient version of the
cGC filter, in which the compression-range parameter, c2,
was allowed to vary linearly with Ef, to the combined data
set of Baker et al. �1998� and Glasberg and Moore �2000�.
The summary of this seven-coefficient fit is presented in the
middle row of the top panel in Table I; the compression
range increases with Ef, and allowing c2 to vary reduces the
rms error from 3.71 to 3.64 dB, which is just above the value
for the 12-coefficient fit, 3.59 dB. The compression slopes
for the seven-coefficient version of the cascade cGC filter are
presented in the fifth row of the central panel of Table III.
With regard to the parallel roex and the parallel cGC filters,
the slopes of the I/O functions would probably asymptote in
the region above 2.0 kHz if another coefficient were added to
the function describing how Gmax varies with frequency; this
would allow the relationship to be parabolic. Whether this
would improve the goodness of fit sufficiently to warrant the
extra coefficient is not clear.

In this paper, we have focused on the magnitude re-
sponse of the auditory filter, since the stimuli in the notched-
noise experiments were specified only in terms of their
power spectra. However, the phase response of the auditory
filter model is also of interest, especially if the filter is to be
used for characterizing the auditory analysis of stimuli such
as Schroeder-phase complex tones �Kohlrausch and Sander,
1995; Carlyon and Datta, 1997�. The phase response at a
fixed place on the basilar membrane, corresponding to a
single auditory filter, has negative curvature �Robles and
Ruggero, 2001�. Similarly, psychophysical estimates of the
phase response of the human auditory filter suggest that it
has negative curvature, and that the normalized �dimension-
less� curvature increases with increasing center frequency
�Lentz and Leek, 2001; Oxenham and Dau, 2001b�. The
phase response of the cGC filter has negative curvature of the
appropriate form, for frequencies within the passband of the
filter, and the normalized curvature increases with center fre-
quency in the appropriate way. However, the curvature does
not appear to be great enough to account for the data of
Lentz and Leek �2001� or Oxenham and Dau �2001a�. This
may happen because the phase response of the cGC for fre-
quencies well above the center frequency flattens off,
whereas in the physiological data the slope remains negative
for frequencies well above the center frequency. For most
stimuli, the output of the filter would be dominated by fre-
quency components within the passband, and for these fre-
quencies the phase response of the gammachirp filter appears
to be appropriate, at least qualitatively.

D. The nonfilter parameters K and P0

In the fitting process, the relationship between the effi-
ciency constant, K, and the frequency variable, Ef, was found
to take the form of a downward-pointing parabola. In other
words, detection efficiency was greatest for midrange fre-
quencies. The parabolas for the three filter systems are
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shown in Fig. 5; the ends of the functions are marked by plus
signs. The parabolas for the cascade cGC, the parallel roex,
and the parallel cGC filter systems are shown by dashed,
solid, and dotted lines, respectively. The K function for the
cGC filter falls below those for the parallel roex and parallel
cGC filters in the region above 0.5 kHz. This follows directly
from the fact that the bandwidth of the cascade cGC is
greater than that of the parallel roex filter and the parallel
cGC filter �see Figs. 2�c�, 3�c�, and 4�c��. A broader filter
passes more noise, so to predict the observed thresholds, the
value of K has to be lower �Patterson et al., 1982�.

The relationship between P0 and the frequency variable,
Ef, was also found to take the form of a parabola, and the
parabolas for the three filter systems are shown in Fig. 5 by
lines that end in stars. Once again, the parabolas for the
cascade cGC, the parallel roex, and the parallel cGC filter
systems are shown by dashed, solid, and dotted lines, respec-
tively. This parameter is related to the absolute threshold and
it is used to predict the way threshold asymptotes in wide-
notch conditions at low stimulus levels. The functions for the
three filter systems are very similar and they are also in good
agreement with the P0 estimates reported by Glasberg and
Moore �2000� and Baker et al. �1998� using the incomplete
roex filter.

V. SUMMARY AND CONCLUSIONS

The roex filter has been successfully used for many
years to represent the magnitude response of the auditory
filter in studies of tone-in-noise masking, and recently the
roex�p ,w , t� version, with parallel roex�p� and roex�t� filters,
has been used to simulate the interaction of the “tip” and
“tail” components of the cochlear filter as a function of
stimulus intensity �Glasberg and Moore, 2000; Oxenham and
Shera, 2003; Baker and Rosen, 2006�. Nevertheless, the
roex�p ,w , t� filter is limited in its application because there is
no time-domain version of the filter and no roex�p ,w , t� fil-
terbank to simulate basilar-membrane motion in response to
complex sounds like speech and music. It is also the case

that the fits provided by the complete roex�p ,w , t� filter to
notched-noise masking data are somewhat unstable, unless
one of the high-frequency skirts is removed, in which case
the magnitude response is discontinuous and the filter is
physically unrealizable.

We have developed a compressive gammachirp �cGC�
filter system with parallel architecture like that of the parallel
roex filter and compression in the tip filter branch, to provide
a filter system that has a similar magnitude response to the
parallel roex filter, and which provides a basis for producing
a time-domain version of the filter. Basically, we replaced the
roex filters with gammachirp filters �compare Figs. 1�a� and
1�c��. A quantitative comparison of the parallel roex and par-
allel cGC filters was made by fitting both to the simultaneous
notched-noise masking data of Baker et al. �1998� and Glas-
berg and Moore �2000�. The behavior of the parallel cGC
filter is quite similar to that of the parallel roex filter. In
particular: �1� The filters become broader as stimulus level
increases at all center frequencies; �2� The filters are asym-
metric with the high side sharper than the low side, and the
asymmetry increases with increasing level; �3� The tails of
the filters converge on both sides at high stimulus levels,
indicating that the gain is effectively level independent for
frequencies far removed from the center frequency; �4� The
gain of the filter at its peak frequency increases as stimulus
level decreases, indicating the presence of relatively strong
compression; �5� The amount of compression increases with
increasing center frequency, at least in the region below
2.0 kHz. It remains the case, however, that fits to notched-
noise data with the parallel cGC filter are still somewhat
unstable because the high-frequency skirts of the component
filters interact, as with the parallel roex filter.

We also compared the fit of the cascade cGC filter �Irino
and Patterson, 2001; Patterson et al., 2003� to the notched-
noise data, to the fits provided by the parallel roex and par-
allel cGC filters. The cascade cGC filter provides at least as
good a fit as either of the parallel filters to the simultaneous
masking data, with 25% fewer coefficients, and the fits are
stable. The advantage of the cGC filter appears to be a direct
result of the architecture of the gammachirp filter with its
parsimonious representation of the high-frequency side of
the filter. The cascade cGC filter also provides a somewhat
more precise fit to the tip of the auditory filter �as determined
by the data for small notch widths� than the roex filter does.
The effects of level and frequency on the cascade cGC filter
system are quite similar to those described above for the
parallel filter systems. Moreover, a dynamic version of the
cascade cGC filter has been developed that can simulate fast-
acting compression �Irino and Patterson, 2005, 2006�, so the
cGC filter could potentially facilitate future research on the
temporal properties of auditory filtering.

In conclusion, it would appear that the compressive
gammachirp filter, in either its parallel or cascade form, of-
fers better prospects for the representation of the auditory
filter than the roex filter.
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Normal-hearing listeners’ ability to “hear out” the pitch of a target harmonic complex tone �HCT�
was tested with simultaneous HCT or noise maskers, all bandpass-filtered into the same spectral
region �1200–3600 Hz�. Target-to-masker ratios �TMRs� necessary to discriminate fixed
fundamental-frequency �F0� differences were measured for target F0s between 100 and 400 Hz. At
high F0s �400 Hz�, asynchronous gating of masker and signal, presenting the masker in a different
F0 range, and reducing the F0 rove of the masker, all resulted in improved performance. At the low
F0s �100 Hz�, none of these manipulations improved performance significantly. The findings are
generally consistent with the idea that the ability to segregate sounds based on cues such as F0
differences and onset/offset asynchronies can be strongly limited by peripheral harmonic
resolvability. However, some cases were observed where perceptual segregation appeared possible,
even when no peripherally resolved harmonics were present in the mixture of target and masker. A
final experiment, comparing TMRs necessary for detection and F0 discrimination, showed that F0
discrimination of the target was possible with noise maskers at only a few decibels above detection
threshold, whereas similar performance with HCT maskers was only possible 15–25 dB above
detection threshold. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2221396�

PACS number�s�: 43.66.Dc, 43.66.Fe, 43.66.Hg �JHG� Pages: 1493–1505

I. INTRODUCTION

In everyday life, several sound sources are often simul-
taneously present in the environment. An essential task for
the auditory system is to analyze these complex acoustic
mixtures in order to detect, identify, and track sounds of
interest amid other sounds �Bregman, 1990�. For humans and
many animal species, the target sounds often fall under the
category of harmonic complex tones �HCTs�. This encom-
passes voiced speech sounds and animal vocalizations, the
sounds produced by most musical instruments, and many
artificially produced alarm signals. Thus, determining how
HCTs are “heard out” in the presence of various other types
of interfering sounds is an important step toward a better
understanding of auditory perception in everyday situations.
Besides its theoretical importance, this type of research could
have interesting applications in the design of artificial audi-
tory scene analysis systems for automatic speech recogni-
tion, automated musical transcription, or perceptual coders
for audio compression. Similarly, understanding how the
normal auditory system processes HCTs in the presence of
other sounds may improve our relatively limited understand-
ing of the listening difficulties experienced by hearing-
impaired listeners and cochlear-implant users in environ-
ments where multiple sound sources are simultaneously
present.

Our understanding of listeners’ abilities to hear out and
identify HCTs in the presence of competing sounds stems
primarily from studies involving either vowel identification
or fundamental-frequency �F0� identification or discrimina-
tion. In so-called double- or concurrent-vowel experiments,
two �usually synthetic� vowels are presented simultaneously
to a listener, whose task is to identify them. The results of
such experiments have demonstrated an important role of
differences in fundamental frequency ��F0� between the two
vowels in promoting correct identification �e.g., Scheffers,
1983; Summerfield and Assmann, 1991; Culling and Darwin,
1993; de Cheveigné et al., 1995�. Various models have been
proposed to explain this effect �Parsons, 1976; Weintraub,
1987; Stubbs and Summerfield, 1988; Assmann and Sum-
merfield, 1990; Meddis and Hewitt, 1992; de Cheveigné et
al., 1995; de Cheveigné, 1997; Cariani, 2001�. These models,
which operate in the spectral or temporal domain, usually
involve as a first stage the estimation of at least one of the
two F0s present, and as a second stage the use of that F0
information to either select or suppress groups of harmonics.
An assumption of this class of model is that the improvement
in concurrent-vowel identification with increasing �F0 is re-
lated to F0-based perceptual segregation. However, it has
been suggested �Culling and Darwin, 1994� that F0-based
segregation may only work for �F0s larger than those at
which the improvement in concurrent-vowel identification
performance typically plateaus �i.e., about 1 semitone, or
6%�. At smaller �F0s, identification could be mediated by
beats between adjacent harmonics in the experimental
steady-state sounds, which may allow “glimpsing” of the in-
dividual vowels at different times �Assmann and Summer-
field, 1994; Culling and Darwin, 1994; however, see de
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Cheveigné �1999b� for a critique of this interpretation�. Fur-
thermore, it has been shown that listeners can identify above
chance even pairs of vowels that have the same F0 �e.g.,
Scheffers, 1983; Zwicker, 1984; Assmann and Summerfield,
1989; Qin and Oxenham, 2005�. Thus, good performance in
a concurrent-vowel experiment does not necessarily imply
F0-based perceptual segregation.

Segregation of concurrent HCTs has also been studied
using F0 identification �Beerends and Houtsma, 1989� and
F0 discrimination �Carlyon 1996a; 1997�. Beerends and
Houtsma �1989� found that the ability of listeners to cor-
rectly identify the pitches of two simultaneous two-
component complexes was strongly impaired only when
none of the four components was sufficiently separated in
frequency from the others to be individually resolved by the
peripheral auditory system. This finding suggests that the
ability to exploit �F0s in order to hear out concurrent HCTs
may be constrained by the interference of spectral compo-
nents within the auditory periphery, due to limited cochlear
frequency resolution. Using rather different techniques, Car-
lyon �1996a; 1997� also concluded that peripheral resolvabil-
ity played an important role in determining listeners’ ability
to hear out one HCT in the presence of another. The first
study �Carlyon, 1996a� measured listeners’ performance in a
sequential F0 discrimination task between two consecutive
target HCTs in the absence and presence of a simultaneous
masker HCT, bandpass-filtered into the same spectral region,
with the same F0 in the two observation intervals. In the
condition where the target and masker both consisted prima-
rily of resolved harmonics, performance was only moder-
ately affected by the masker. In the condition where the tar-
get and masker only contained unresolved harmonics,
listeners were still able to perform the task, but reported not
being able to hear two sounds; instead, they heard the target
and masker as a single “crackly” sound. Carlyon concluded
that performance in that condition was probably based on the
discrimination of global changes in the pitch evoked by the
target-plus-masker mixture, rather than the pitch of the target
alone. Specifically, the rate of envelope peaks of the com-
bined masker and target increased with increases in the target
F0, giving a so-called “mean-rate cue.” This conclusion was
supported by a later study �Carlyon, 1997�, which showed
chance performance in a similar task when the mean-rate cue
was neutralized by using pseudorandom pulse trains gener-
ated in such a way that, when mixed together, they contained
the same number of pulses.

The present study was designed to gain additional infor-
mation regarding the perceptual segregation of concurrent
harmonic complexes occupying overlapping spectral regions,
and the role of peripheral frequency resolution in this ability.
Similar to Carlyon �1996a, 1997�, we used an
F0-discrimination paradigm, with two important differences.
First, instead of using a fixed target-to-masker ratio �TMR�
of 0 dB �as in Carlyon �1996a��, we measured the TMR nec-
essary to detect a fixed �F0 between the targets. A fixed
�F0, which was suprathreshold in the absence of the masker,
provided us with an operational definition for listeners’ abil-
ity to “hear out” the target and enabled us to test this ability
over a range of TMRs. Second, the F0 of the masker was

roved across intervals, to discourage listeners from using any
composite pitch of the target and masker, deriving from a
“mean-rate” cue. Varying degrees of peripheral resolvability
of the harmonics were obtained by using F0s ranging from
below 100 Hz to above 400 Hz and bandpass filtering the
stimuli between 1200 and 3600 Hz. For example, with the
100-Hz target F0, the spectral components of the target were
unresolved from each other, and thus remained unresolved
after the addition of the masker; with the 200-Hz target,
some components were resolved but may have been unre-
solved after being added to the masker �depending on the
TMR and masker F0�; at the 400-Hz F0, the target compo-
nents were well resolved from each other and some of them
could still remain resolved after the masker was added. Fi-
nally, in addition to using harmonic maskers, we also used
noise maskers. Besides the fact that noise constitutes another
common source of interference in real-life environments, the
results of the noise-masker conditions provide control or ref-
erence data, against which to compare the effects of HCT
maskers.

A preliminary experiment measured F0 discrimination
thresholds for isolated HCTs. The main experiment �experi-
ment 2� measured the TMR required to discriminate the F0
of a HCT in the presence of harmonic or noise maskers.
Experiment 3 repeated experiment 2, but without roving the
masker F0 across the two intervals of each trial, to investi-
gate the possible roles of masker distraction and of compos-
ite �signal-plus-masker� percepts when they provide reliable
information. Experiment 4 investigated the effect of intro-
ducing additional segregation cues between the masker and
target, based on onset and offset asynchronies. The final ex-
periment measured detection thresholds for the target HCTs
in both harmonic and noise maskers, in order to determine
the relationship between the TMR necessary for the detection
of a target and the TMR necessary for pitch discrimination
judgments.

II. GENERAL METHODS

A. Stimuli

In all experiments, the target stimuli were 500-ms �total
duration� HCTs gated on and off with 20-ms raised-cosine
ramps. They were bandpass filtered between 1200 and
3600 Hz using digital trapezoidal filters �on a log frequency
scale� with slopes of 48 dB/oct. The filtering was done in the
spectral domain by individually adjusting the amplitude of
each sinusoidal component and then summing the compo-
nents together. Depending on the experiment, the target
HCTs were either presented alone �experiment 1� or accom-
panied by simultaneous maskers �experiments 2–5�. When
present, the maskers were usually 500 ms in duration �in-
cluding 20-ms raised-cosine ramps� and were usually gated
on and off together with the targets �with the exception of
experiment 4�. The maskers were either HCTs or Gaussian
noise, bandpass filtered in the same way as the targets. When
the masker was a HCT, depending on the condition being
tested, its nominal �i.e., average� F0 was either equal to �C0
condition�, 7 semitones lower than �C−7 condition�, or 7
semitones higher than �C+7 condition� the nominal target
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F0. In most experiments, the masker F0 was roved across
trials and intervals. The details of the roving are provided
within the descriptions of each experiment.

The target HCTs had nominal F0s of 100, 200, or
400 Hz; actual target F0s were roved across trials over a
6-semitone range �±3 semitones�, independent of the masker
F0. Within the selected passband �1200–3600 Hz�, these
nominal F0s result in different degrees of peripheral resolv-
ability of the harmonics. While the exact limit between re-
solved and unresolved harmonics can vary somewhat de-
pending on how the measurements are made and how
resolvability is defined, it is generally believed that the first
six to ten harmonics are peripherally resolved �Plomp, 1964;
Bernstein and Oxenham, 2003�. With the stimulus passband
used here �1200–3600 Hz�, target HCTs having a nominal
F0 of 100 Hz contained only harmonics higher than the 10th,
i.e., all peripherally unresolved; target HCTs with a nominal
F0 of 200 Hz contained harmonics between the 5th and the
21st, thus including some resolved and some unresolved
components; and target HCTs with a nominal F0 of 400 Hz
contained only harmonics less than about the 10th, i.e., all
resolved. Of course, this analysis only holds for each HCT in
isolation; the addition of a masker HCT reduced the degree
to which individual harmonics were resolved in ways that
depended on the TMR as well as on the specific masker and
target F0s; we will return to this question when discussing
the results.

The starting phases of the target and masker components
were drawn randomly and independently from a uniform dis-
tribution spanning 0°–360° on each presentation. This was
done in order to avoid providing listeners with consistent
cues associated with a specific choice of phase relationship
for the stimulus components �e.g., de Cheveigné, 1999b�.

All stimuli were presented in lowpass-filtered �1200-Hz
cutoff� pink noise. The purpose of this background noise was
to prevent listeners from detecting distortion products gener-
ated at lower harmonic frequencies, which could have con-
founded the interpretation of the results. To ensure that dis-
tortion products would always be masked, the 1/3rd-octave
band level of the lowpass noise was adjusted on each trial to
be equal to the highest level per component of the target or
masker. The background noise was turned on 500 ms before
the onset of the first target on a trial and off 500 ms after the
offset of the second target on the same trial. It had a total
duration of 2.5 s, including 20-ms raised-cosine ramps.

B. Procedure

In all experiments, thresholds were measured using a
two-interval, two-alternative forced-choice �2I-2AFC� proce-
dure with an adaptive three-down one-up rule, which tracked
the 79.4%-correct point on the psychometric function �Lev-
itt, 1971�. Each trial consisted of two 500-ms observation
intervals separated by 500 ms. The intervals were marked by
“lights” on a virtual response box, displayed on a computer
screen. In all experiments except the last, the two intervals
contained target HCTs that differed in F0 by an amount,
�F0, which was either varied adaptively �experiment 1� or
kept constant �experiments 2–4� within each experimental

run. The interval containing the target with the higher F0
was selected randomly with a 0.5 probability, and the listen-
er’s task was to indicate whether the higher-F0 target oc-
curred in the first or second interval. Responses were entered
via a computer keyboard �key “1” for interval 1, key “2” for
interval 2�. Visual feedback was provided following each
trial. The procedure and task used in the final experiment are
described separately under Sec. VII.

When a masker was present, its overall �root-mean-
square �rms�� level was either kept fixed at 56 dB SPL �ex-
periments 2–4� or roved across observation intervals be-
tween 51 and 61 dB SPL �experiment 5�. The rms level of
the target was always set relative to the �actual� rms level of
the masker. In all experiments except the first, the TMR was
the variable in the adaptive tracking procedure. After three
consecutive correct responses, the TMR was decreased; after
each incorrect response, it was increased. At the beginning of
a block of trials, the step size by which the level of the target
was increased or decreased was set to 6 dB; it was reduced
to 4 dB after the first reversal in the direction of tracking
from increasing to decreasing, and to 2 dB after the second
such reversal. Thereafter, the step size was kept fixed at
2 dB. The procedure stopped after a total of six reversals
with the 2-dB step size. The threshold was defined as the
average TMR at the last six reversal points. Each condition
was repeated at least three times for each listener.

C. Apparatus

The stimuli were generated digitally and played out via a
soundcard �LynxStudio LynxOne� with 24-bit resolution and
a sampling frequency of 32 kHz. The stimuli were then
passed to a headphone buffer �TDT HB6� before being pre-
sented to the listener via the left earpiece of Sennheiser HD
580 headphones. Subjects were seated in a double-walled
sound-attenuating chamber.

D. Listeners

Four listeners �one female, ages between 22 and 28 yr�
took part in the study. They all had pure-tone hearing thresh-
olds less than 20 dB HL at octave frequencies between 250
and 8000 Hz. All had some musical education and had sev-
eral years of experience playing an instrument.

III. EXPERIMENT 1. F0 DISCRIMINATION
THRESHOLDS

A. Rationale

The aim of this preliminary experiment was to measure
F0 difference limens �DLF0s� for the target HCTs at each of
the three nominal target F0s tested in the absence of any
interference. This enabled the individual adjustment of the
�fixed� �F0 between the two targets in the other experi-
ments, such that it corresponded to a constant proportion of
each listener’s DLF0.

B. Methods

DLF0s for target complexes with a nominal F0 of 100,
200, or 400 Hz were measured using a 2I-2AFC paradigm
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with an adaptive three-down one-up procedure. At the start
of each trial block, the �F0 between the two targets was set
to 20% of the actual reference F0, which was drawn ran-
domly on each trial from a 6-semitone range centered on the
nominal F0 as explained in Sec. II. The �F0 was then adap-
tively varied by a factor of 4 for the first two reversals, 2 for
the next two reversals, and �2 for the last six reversals. The
DLF0 was computed as the geometric mean of �F0 at the
last six reversal points. Each listener completed at least three
such runs at each nominal target F0. The resulting DLF0s
were geometrically averaged to produce a single DLF0 esti-
mate per listener per condition. The overall level of the target
was kept constant at 56 dB SPL. As in all other experiments,
the background lowpass noise was present to mask distortion
products but, unlike in subsequent experiments, there was no
masker in the same spectral region as the target.

C. Results

The mean DLF0s, averaged �geometrically� across lis-
teners are shown in Fig. 1. They were largest at the 100-Hz
F0 �around 4%�, and smallest at the 400-Hz F0 �around
0.45%�. This is consistent with data from other studies using
comparable stimulus conditions. In particular, the finding of
substantially larger DLF0s in the 100-Hz F0 condition �for

which the passband of the target HCT contained only unre-
solved harmonics� than in the 200- and 400-Hz F0 condi-
tions �for which the target contained resolved harmonics�, is
consistent with earlier results �e.g., Hoekstra, 1979; Houtsma
and Smurzynski, 1990; Shackleton and Carlyon, 1994; Bern-
stein and Oxenham, 2003; 2005�.

IV. EXPERIMENT 2. F0 DISCRIMINATION OF
HARMONIC TARGETS IN SIMULTANEOUS HARMONIC
OR NOISE MASKERS

A. Methods

The target stimuli were similar to those used in experi-
ment 1. However, in contrast to experiment 1, the �F0 be-
tween the two consecutive targets was kept constant through-
out each run. Depending on the condition, the �F0 for each
listener was set to 2 or 4 times the DLF0 in quiet, as mea-
sured individually in experiment 1. The target was always
accompanied by a HCT or noise masker, filtered into the
same spectral region, and the TMR was varied adaptively.
The overall masker level was fixed at 56 dB SPL. The
masker F0 was roved over a 6-semitone range across trials.
Further roving was introduced between the two intervals
within each trial, to discourage listeners from basing their
judgments on any global percepts evoked by the target-plus-
masker mixtures. The within-trial roving was set to 3 times
the �F0 between the two targets, corresponding to 6 or 12
times each listener’s DLF0.

B. Results and discussion

Figure 2 shows the threshold TMRs averaged across all
four listeners for the different testing conditions. These data
were analyzed using a repeated-measures analysis of vari-
ance with target F0 �100, 200, or 400 Hz�, masker type �C
−7, C0, C+7, or noise�, and �F0 �2 or 4 times the listener’s
DLF0� as within-listener factors. A general finding, which
was observed in this and all subsequent experiments of the
same type, is that TMRs were lower at the larger �F0 �4
�DLF0� than at the smaller �F0 �2�DLF0� �F�1,3�
=41.31, p=0.008�. This can be explained rather simply by
considering that increasing the �F0 between the two targets
made it easier for listeners to detect which was the higher in
pitch, so that listeners could tolerate lower TMRs while still

FIG. 1. Mean F0 discrimination thresholds or DLF0s for HCTs with nomi-
nal F0s of 100, 200, and 400 Hz �experiment 1�. Thresholds are expressed
in percent of the nominal F0, and plotted on a logarithmic scale. The error
bars represent standard errors of the mean across listeners.

FIG. 2. TMRs required for 79.4%-correct target F0 dis-
crimination in the presence of harmonic or noise
maskers �experiment 2�. Left and right panels show
data using �F0s between the targets in each trial corre-
sponding to two and four times each listener’s DLF0,
respectively. In this and subsequent figures, the masker
type is indicated under the horizontal axis: “N” stands
for noise and “C-7,” “C0,” and “�C7” stand for a com-
plex tone where the F0 range of the masker was cen-
tered 7 semitones below, equal to, or 7 semitones above
that of the target, respectively. Symbols represent target
complex nominal F0s: downward-pointing triangles for
100 Hz, circles for 200 Hz, and upward-pointing tri-
angles for 400 Hz. In this and subsequent figures, the
error bars represent standard errors of the mean across
listeners. In cases of overlap, error bars on one side of
the symbol are omitted for clarity.
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achieving about 79% correct responses in the discrimination
task. The same general trends were usually observed at both
values of �F0 in all experiments, so that there were no sig-
nificant interactions between this and the other experimental
factors. The effects of target F0 and masker type are ad-
dressed below.

1. Effect of average target F0

Overall, the threshold TMRs improved significantly as
the target’s nominal F0 increased from 100 to 400 Hz �main
effect: F�1.20,3.60�=10.55, p=0.035; linear contrast:
F�1,3�=1.887, p=0.041�.1 This effect was particularly large
in the noise-masker conditions �plotted on the right in each
panel of Fig. 2�, where the mean threshold TMR decreased
by more than 10 dB as the nominal target F0 increased from
100 to 400 Hz �F�1.40,4.21�=20.04, p=0.0008�. With har-
monic maskers the reduction in threshold TMR with increas-
ing target F0 was generally not as dramatic, and was only
present when the average masker F0 was different from that
of the target F0 �F�1.31,3.92�=8.54, p=0.018�.

The reason why TMRs in noise vary so dramatically
with target F0 is not completely clear, although it is consis-
tent with earlier studies �Bilsen, 1973; Hoekstra, 1979�.
Bilsen �1973� showed that a 6% change in the F0 of a two-
or three-component HCT was more easily masked by broad-
band noise for high than for low harmonic numbers. Hoek-
stra �1979, pp. 42–43� measured rate discrimination thresh-
olds for bandpass-filtered periodic pulse trains in a noise
masker as a function of TMR, with pulse rate �or F0� as a
parameter. His results indicate that as TMR decreases,
thresholds increase much more dramatically for low-F0 than
for high-F0 pulse trains in a given spectral region. Envelope
pitch information carried by unresolved harmonics may be
more susceptible to noise than the spectral or fine-structure
information carried by resolved harmonics, and this might
explain the very high thresholds in the 100-Hz F0 condition.
For resolved harmonics, such as those in the 200- and
400-Hz F0 conditions, if discrimination could be based on
the frequencies of individual harmonics, then the improve-
ment with increasing F0 might be due to the higher level per
component in the higher F0 conditions: every doubling in F0
leads to a halving of the number of components within the
passband and, for a constant overall level, a concomitant
doubling �3-dB increase� in the intensity of each component.
The extent to which these different explanations can account
for the results remains to be explored.

In the presence of a HCT masker whose F0 was differ-
ent from that of the target, thresholds decreased with increas-
ing F0. This is probably due to the concomitant increase in
average spacing between adjacent spectral components of the
composite stimulus. This presumably resulted in greater pe-
ripheral separation of the target and masker components on
average, so that the likelihood of there being some peripheral
auditory filters with a relatively large TMR at the output
increased. In this case, therefore, the improvement in TMR
with increasing masker and target F0 may relate to an in-
crease in the audibility of the target. The question of target
audibility is addressed further in experiment 5.

2. Effect of masker type

The effect of masker type was dependent on the target
F0 range. For the lowest average target F0 �100 Hz�, there
was no effect of masker type: TMRs at threshold were ap-
proximately the same whether the masker was a noise or a
HCT, and were roughly constant across the three different
relative masker F0 ranges. At the 200-Hz target F0, some
emerging trends for TMRs to vary with masker type and
masker F0 were apparent; harmonic maskers appeared on
average to produce higher threshold TMRs than noise
maskers, and harmonic maskers with an F0 below that of the
target appeared to produce lower threshold TMRs than
maskers with an F0 equal to, or a higher than, the target F0.
However, these trends failed to reach significance. In con-
trast, for the highest average target F0 �400 Hz�, mean
TMRs at threshold were strongly dependent on masker type,
varying over a 14-dB range. Threshold TMRs for the 400-Hz
targets were generally lower in noise than in HCT maskers
�F�1,3�=284.77, p�0.001�. This may reflect a pitch-
interference effect, whereby the pitch of the masker inter-
feres with the ability of listeners to discriminate the pitch of
the target �Gockel et al., 2004�. Consistent with this interpre-
tation, threshold TMRs were highest when the average target
and masker F0s were the same, possibly reflecting the diffi-
culty in distinguishing the masker from the target when they
are both drawn from the same range of F0s.

3. Implications of positive and negative TMRs with
HCT maskers

Threshold TMRs of 0 dB or less imply that the pitch of
both the target and HCT masker may have been heard by the
listeners. This is because the masker level was either the
same as or higher than the target level and therefore was
likely to have had at least as clear a pitch as the target �as-
suming that the pitch salience of the masker and target are
roughly equal when played in isolation�. The threshold TMR
was negative for the 400-Hz target F0 in the 4�DLF0 con-
dition when the masker and target F0s were different, and
approached zero for one of the 200-Hz target F0 conditions.

Positive TMRs are less straightforward to interpret. It
may be that the target essentially masks the pitch of the
masker at high TMRs. This seems particularly likely for the
100-Hz F0 target, where threshold TMRs were rarely below
+3 dB. If the masker F0 was not perceived in the 100-Hz F0
target conditions, this would explain why changes in the
masker F0 range had no effect, and why the TMRs were
roughly the same for both noise and HCT maskers. The in-
audibility of the masker F0 for the 100-Hz F0 target condi-
tion would be consistent with Carlyon’s �1996a� observation
that when listeners were presented with a target and masker
containing in their passband only unresolved harmonics hav-
ing approximately the same level, listeners could not percep-
tually separate the two, and heard the mixture as a fused
sound.

Because our technique involved an adaptive tracking
threshold procedure, and always started with a high TMR, it
is also possible that a positive TMR threshold reflects the
minimum level difference at which it was possible to distin-

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Micheyl et al.: F0 discrimination with concurrent harmonic complexes 1497



guish the target and masker based on loudness differences. In
other words, the psychometric function may be nonmono-
tonic, with a minimum reached when the target and masker
are at similar levels. In that case, it is possible that perfor-
mance might again improve at negative TMRs, when listen-
ers could focus on the quieter of the two sounds present �for
an example from the speech perception literature, see Brun-
gart, 2001�. However, the most likely situation for a level
difference to be effective would be in cases where the F0
range of the masker and target are the same. In the other
cases, it appears unlikely that a level difference would pro-
vide a more salient cue than the large pitch-range differences
already present between the masker and target.

In summary, the positive TMRs observed in most of the
cases tested in experiment 2 suggest that it is usually not
possible to hear out the pitch of a target in the presence of a
synchronously gated, higher-level harmonic masker in the
same spectral region, even when substantial target-masker
F0 differences exist and when the target and masker them-
selves contain mostly resolved harmonics when presented in
isolation.

V. EXPERIMENT 3. INFLUENCE OF WITHIN-TRIAL
RANDOMIZATION OF THE MASKER F0

A. Rationale

In the previous experiment, the masker F0 was random-
ized between the two observation intervals on each trial. This
was done to encourage listeners to base their judgments on
the F0 of the target, rather than on some overall sensation
derived from the mixture of the masker plus the target, such
as Carlyon’s �1996a� mean-rate cue. Although this approach
helps to ensure that responses were based on the pitch of the
target alone, it has the disadvantage that performance might
be limited by the potentially distracting variations in the
masker F0. In other words, performance in experiment 2
may have been limited by confusions between the target and
masker, even when the listeners were able to perceptually
separate the two simultaneous sounds. The observed ten-
dency for TMRs to improve with increased target-masker F0
differences is consistent with this idea.

In this experiment, we kept the masker F0 constant
across the two observation intervals to test two hypotheses
related to the observed threshold TMR measurements of ex-
periment 2. The first hypothesis was that the threshold TMRs
were limited by masker distraction or target-masker confu-
sion in the 400-Hz �and possibly 200-Hz� target F0 condi-
tions, where the threshold TMRs measured in experiment 2
were usually the lowest, indicating that the masker F0 may
have been heard and was sometimes louder than the target. If
so, then a constant masker F0 should lead to an improvement
�a decrease� in the threshold TMRs by decreasing the pos-
sible influence of masker distraction or target-masker confu-
sions. The second hypothesis was that mean-rate cues could
play a role in determining thresholds with complex consist-
ing of only unresolved harmonics �Carlyon, 1996a; 1997�. If
so, then introducing a useful mean-rate cue by keeping the
masker F0 constant should lead to an improvement in per-
formance with the 100-Hz F0 target.

B. Methods

The stimuli and procedure for this experiment were the
same as those for experiment 2, except that the F0 of the
masker was the same in both intervals of a given trial. The
masker F0 was still roved across trials, as in the previous
experiment. Four threshold estimates were obtained in each
condition for each listener. The mean threshold TMRs shown
below were computed as the mean of these threshold esti-
mates across repetitions and listeners.

C. Results and discussion

The average threshold TMRs for this experiment are
shown in the top two panels of Fig. 3. The results displayed
the same general trends as those of experiment 2. In particu-
lar, thresholds improved with increasing target F0
�F�1.77,5.29�=28.66, p=0.002�, and at the highest nominal
target F0 tested �400 Hz�, there was some advantage to hav-
ing a difference in average F0 between target and masker
�F�1,3�=16.20, p=0.028�. To facilitate comparisons be-
tween these results and those of experiment 2, threshold
TMR differences �obtained by subtracting the thresholds
measured in experiment 2 from those measured in corre-
sponding conditions of the current experiment� are plotted in
the lower two panels of Fig. 3. Negative values indicate an
improvement in TMRs with the elimination of the within-
trial rove of the masker F0.

The comparison reveals that keeping the masker F0 con-
stant across observation intervals resulted in substantial im-
provements in thresholds at 400 Hz �F�10,3�=296.09, p
�0.001�, but not at 100 or 200 Hz �p�0.05�. This outcome
is not predicted under the hypothesis that the lack of within-
trial randomization of the masker F0 would allow listeners to
take advantage of Carlyon’s �1996a� mean-rate cue, because
it is an envelope-based cue that should have an effect mainly
at low F0s, where the harmonics of the target were not pe-
ripherally resolved.2 It may be that our use of random-rather
than constant sine- or cosine-phase harmonics, resulting on
average in a weaker representation of the fluctuations in the
stimulus temporal envelope, reduced the usefulness of the
mean-rate cue. Instead, the outcome is consistent with our
earlier observation that the threshold TMRs measured at the
100-Hz F0 in experiment 2 were usually above 0 dB, indi-
cating that the masker was less intense than the target. Under
such conditions, the target was presumably more salient than
the masker, making it perhaps less necessary for the listeners
to actively ignore the irrelevant changes in the masker F0.
These results suggest that the masker F0 was playing little or
no role for both the 100- and 200-Hz target F0 conditions,
making it even less likely that the positive TMRs measured
in experiment 2 reflect segregation based on simple loudness
differences and nonmonotic psychometric functions as dis-
cussed in Sec. IV B 3, or target-masker confusions. Instead,
they confirm our interpretation that, in that experiment, the
100- and 200-Hz target pitch could not usually be heard out
when the target was less intense than the masker.

In contrast, in the 400-Hz nominal target F0 conditions,
the threshold TMRs were usually lower, and sometimes
negative, making it necessary for listeners to actively ignore
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the irrelevant variations in masker F0. From that point of
view, the finding that removing the within-trial variation in
masker F0 improved thresholds at the 400-Hz F0 suggests
that, at that nominal target F0, performance in experiment 2
was limited by target-masker confusions and an inability to
ignore the irrelevant variation in the pitch of the masker,
even though listeners may have heard the masker and target
as two separate objects.

VI. EXPERIMENT 4: INFLUENCE OF ONSET-OFFSET
ASYNCHRONIES

A. Rationale

Onset and offset asynchronies are usually regarded as a
powerful cue for concurrent sound segregation. Components
that start and end at the same time tend to be grouped to-
gether by the auditory system, while components that start or
end at different times tend to be perceived as separate ob-
jects. There are many illustrations of this in the psychoacous-
tical literature �for reviews, see Bregman, 1990; Darwin and
Carlyon, 1995�. An important question is whether onset-
offset asynchronies can help listeners to segregate concurrent
HCTs.

Some evidence that they do can be found in two earlier
studies in which listeners had to identify a synthetic vowel
masked either by another vowel �Akeroyd and Summerfield,
2000� or by a flat-spectrum HCT �Demany and Semal,
1990�. In the asynchronous condition, the masker started ap-
proximately 500 ms before and ended either simultaneously
with �Demany and Semal, 1990� or 100 ms after �Akeroyd
and Summerfield, 2000� the target. The asynchrony was

found to have a beneficial effect on identification accuracy
�Akeroyd and Summerfield, 2000� or masked thresholds
�Demany and Semal, 1990�.

On the other hand, Carlyon �1996a, 1996b� found no
benefit of target-masker asynchronies in experiments which,
like the present ones, required listeners to discriminate the
F0 of two consecutive target HCTs in the presence of an-
other HCT. In fact, when the target contained only unre-
solved harmonics in its passband, an asynchronous masker
not only failed to help listeners, but even had a detrimental
influence on performance. Carlyon �1996b� interpreted this
as a sequential interference effect in pitch discrimination,
whereby the leading �or trailing� portion of the masker had a
negative influence on the processing of the F0 of the subse-
quent �or preceding� target.

The present experiment further tested the influence of
onset-offset asynchronies on the segregation of concurrent
HCTs but with two important methodological differences
from the Carlyon �1996a, 1996b� studies. First, measuring
threshold TMR enabled us to investigate the hypothesis that
asynchronies could provide a useful segregation cue for un-
resolved HCTs for sufficiently large TMRs where the target
F0 can be heard out. Second, this experiment used a target-
masker asynchrony of 500 ms �instead of the 150-ms asyn-
chrony in the Carlyon studies�, testing the hypothesis that the
lack of a benefit observed by Carlyon was due to an insuffi-
ciently long onset cue, as might be predicted from the results
of Darwin and Ciocca �1992�, who found that for one com-
ponent to cease contributing to the overall pitch of a com-
plex, the asynchrony had to exceed 300 ms.

FIG. 3. Upper panels: Threshold
TMRs required for 79.4%-correct F0
discrimination of harmonic targets in
the presence of harmonic maskers
having the same F0 in the two obser-
vation intervals within a trial. Lower
panels: Differences in TMRs between
experiment 3 �masker F0 roved across
intervals� and experiment 2 �masker
F0 held constant across intervals�.
Negative values indicate an improve-
ment in TMR with the elimination of
across-interval F0 roving in experi-
ment 3. Left and right panels show
data using �F0s between the targets in
each trial corresponding to two and
four times each listener’s DLF0 in
quiet, respectively.
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B. Methods

This experiment was similar to experiment 3, except that
the masker was turned on 500 ms before the onset of the first
target and it continued uninterrupted until 500 ms after the
offset of the second target. Thus, the masker duration was
2.5 s. The masker F0 remained constant throughout the 2.5 s
but, as in the previous two experiments, it was roved over 6
semitones across trials. Because the masker F0 remained
constant within each trial, the threshold TMRs were com-
pared to the results of experiment 3, and not to the results of
experiment 2, in which the masker F0 was also roved across
intervals.

C. Results and discussion

The upper panels in Fig. 4 show the threshold TMRs
measured in the current experiment. The lower panels show
the difference between these TMRs and those measured in
experiment 3 �synchronous maskers, fixed masker F0 across
observation intervals� or, for the noise maskers, those mea-
sured in experiment 2. The differences were computed by
subtracting the threshold TMRs measured in experiment 3
�or 2, for the noise maskers� from those measured in the
current experiment, so that negative values reflect an im-
provement �decrease� in thresholds with the introduction of
the onset-offset asynchrony. The differences were on average
all negative, suggesting that when target-masker asynchro-
nies had an effect, it was beneficial. For the noise maskers,
the difference between the TMRs measured in the synchro-
nous condition �experiment 2� and the asynchronous condi-
tion �this experiment� failed to reach statistical significance.

The lack of effect of asynchronous gating with the noise
maskers is probably due to the fact that these maskers dif-
fered markedly in timbre from the targets, which already
provided a strong cue for perceptual segregation between the
target and the masker, and made it unlikely that listeners
would confuse target and masker.

For HCT maskers, the difference in TMR between the
synchronous condition �experiment 3� and the asynchronous
one �this experiment� proved significant at both 200 Hz
�F�1,3�=19.50, p=0.022� and 400 Hz �F�1,3�=11.88, p
=0.041�, but just failed to reach significance at 100 Hz
�F�1,3�=8.15, p=0.065�. These results are in contrast with
those of Carlyon �1996a, 1996b�, who found no benefit of
target-masker asynchronies on target-F0 discrimination per-
formance, even when the target and masker contained re-
solved harmonics in their passbands, at least prior to being
mixed. This suggests that the relatively short �150-ms� asyn-
chrony in the Carlyon studies may have been insufficient to
promote the perceptual segregation of concurrent HCTs, at
least for the purpose of subsequently discriminating their
pitch. The studies of Demany and Semal �1990� and Akeroyd
and Summerfield �2000�, which found a beneficial effect of
target-masker asynchrony on the identification of target vow-
els, also used onset asynchronies of about 500 ms. The cur-
rent finding that target-masker asynchronies helped signifi-
cantly at the 200 and 400 Hz nominal F0s indicates that two
HCTs containing resolved components in their passband can
be perceptually segregated, and that the segregation can be
enhanced through asynchronous gating.

Our results also differ from those of Carlyon �1996a,
1996b� in that we never found the asynchronous gating to

FIG. 4. Upper panels: TMRs corre-
sponding to 79.4%-correct F0 dis-
crimination of harmonic targets in the
presence of asynchronous maskers
�experiment 4�. Lower panels: Differ-
ences in TMRs between experiment 4
�asynchronous maskers� and those
measured in experiment 3 �synchro-
nous harmonic maskers� or 2 �syn-
chronous noise maskers�. The average
differences shown in these panels were
computed by subtracting the synchro-
nous TMRs measured in experiments
2 or 3 from the asynchronous TMRs
measured in experiment 4. Negative
TMRs indicate the benefit provided by
target-masker asynchronies. Left and
right panels show data using �F0s be-
tween the targets in each trial corre-
sponding to two and four times each
listener’s DLF0 in quiet, respectively.
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have a detrimental effect in the case where the target and
masker harmonics contained only unresolved harmonics.
This apparent discrepancy in outcomes could be related to
the fact that the TMR in Carlyon’s study was fixed at 0 dB,
whereas in ours the TMR could be positive. At positive
TMRs, the masker is lower in level than the target, and so
may interfere less with the target, irrespective of whether it is
gated synchronously or asynchronously with the target.

The finding that target-masker asynchronies did not sig-
nificantly help listeners when the nominal target F0 was low
�100 Hz� agrees with Carlyon’s �1996a� observations in sug-
gesting that it may not be possible to perceptually segregate
two simultaneous complexes containing only unresolved
components, even when large gating asynchronies exist be-
tween them.

VII. EXPERIMENT 5. DETECTION OF HARMONIC
TARGETS IN NOISE AND HARMONIC MASKERS

A. Rationale

Experiments 2–4 measured the TMR necessary to dis-
criminate a given difference in the F0 of the target. Some of
the differences between conditions in this study may be re-
lated to differences in the audibility of the target. This final
experiment was devoted to measuring the detectability of the
target in the conditions of experiment 2. Thus, whereas ex-
periment 2 required listeners to hear out the pitch of the
target, here listeners were only required to detect its pres-
ence. An interesting question is whether and how the detec-
tion thresholds relate to the TMR levels required for F0 dis-
crimination. One possibility is that the target pitch can be
discriminated with the required level of accuracy as soon as
the target is detected, in which case the target detection
thresholds should be similar to the TMRs measured in the
previous experiments. A more likely scenario is that the tar-
get must be set some level above its detection threshold in
order for its pitch to be accurately perceived. In this case, the
interesting questions are how far above its detection thresh-
old must a target HCT be for its pitch to be correctly dis-
criminated, and whether that level is the same or different as
the masker or target F0 is varied, or as the masker changes
from noise to a HCT.

B. Methods

Detection thresholds were measured using a 2I-2AFC
procedure. In contrast to all the earlier experiments, the tar-
get was presented in only one interval, which listeners had to
identify. The interval containing the target was selected ran-
domly with a 0.5 probability prior to each trial. Another dif-
ference with the previous experiments is that the level of the
masker was roved over a 10 dB range �−5 to +5 dB� around
the nominal level across observation intervals as well as
across trials, in order to discourage listeners from basing
their judgments on differences in global loudness between
the stimuli. In all other respects, the targets and maskers in
this experiment had identical characteristics to those used in
experiment 2.

C. Results and discussion

1. Masked detection thresholds

The masked target detection thresholds are shown in
Fig. 5. Detection thresholds were considerably higher �i.e.,
poorer� in the presence of the noise masker than in the pres-
ence of a harmonic masker �planned comparison: F�1,3�
=2618.24, p�0.0005�. This result can be explained by con-
sidering that when a masker is periodic, listeners can easily
detect the disruption in temporal �envelope or fine structure�
regularity caused by the addition of a signal with a different
periodicity, in what is typically heard as fluctuations or as
roughness. In contrast, when the masker is aperiodic, this cue
is generally not available �Hellman, 1972; Moore et al.,
1998; Treurniet and Boucher, 2001b; 2001a; Gockel et al.,
2002; 2003�. This effect may be captured by de Cheveigné’s
�1993, 1999a� harmonic cancellation model, which can be
understood as a mechanism for detecting a disruption in tem-
poral regularity.

Thresholds usually decreased �i.e., improved� as the
nominal F0 of the target increased from 100 to 200 and then
400 Hz. This effect was found for both harmonic maskers
�F�1,3�=48.37, p=0.006� and noise maskers �F�1,3�
=117.56, p=0.002�. The decrease in thresholds with increas-
ing F0 may reflect the increasing level per component of the
target HCT for a given overall stimulus level. To the extent
that listeners are not able to integrate spectral information
efficiently, thresholds may be dependent on the level of each
component within a complex, rather than the overall level of
the complex �e.g., van den Brink and Houtgast, 1990�. For
the C0, C+7, and N masker conditions, the decrease in
threshold TMR is roughly equal to the 3 dB per F0 doubling
that would be expected if this were the case. Another possi-
bility is that the complexes sound more tone-like and less
noise-like at higher F0s. Gockel et al. �2002� found a similar
pattern of results to those reported here when the HCTs were
in random phase, but not when they were in sine phase,
which generally produces a more salient pitch.

The improvement in target detection thresholds with in-
creasing F0 in the HCT masker conditions may be more an
effect of masker F0 than of target F0. This is suggested by

FIG. 5. Masked detection thresholds for target HCTs with nominal F0s of
100, 200, and 400 Hz, in the presence of harmonic or noise maskers �ex-
periment 5�.
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the following two observations: First, in the HCT masker
conditions, thresholds decreased �improved� consistently
with increases in the nominal F0 of the masker, relative to
that of the target; thresholds in the C−7 condition were
higher than in the C0 condition �F�1,3�=13.93, p=0.034�,
which in turn were higher than in the C+7 condition
�F�1,3�=20.54, p=0.020�. Second, a comparison of condi-
tions with very similar masker F0s but different target F0s
suggests only a small and inconsistent effect of target F0 in
the presence of a harmonic masker.3 Thus, in contrast to
thresholds in noise, thresholds in the presence of harmonic
maskers do not seem to be strongly dependent on the target
F0 �at least within the range tested here�, but instead depend
more on the masker F0. The reason for the dependence of
thresholds on masker F0 may relate to the spectral spacing of
masker components. As the F0 increases, the spectral gaps
between masker components also increase, thereby increas-
ing the possibility for detecting the target in spectral regions
between successive masker components.

2. Levels above masked threshold required for
accurate target F0 discrimination

In order to investigate how the TMRs required for cor-
rect target F0 discrimination were related to the TMRs re-
quired for correct target detection, we subtracted the thresh-
old TMRs for detection measured in this experiment from
the TMRs measured for target F0 discrimination in experi-
ment 2. The resulting values are referred to as target sensa-
tion levels �SL�. The SL indicates the level required, relative
to the detection threshold, to discriminate the given changes
in target F0 with an accuracy of 79.4% correct. Presenting
the results in this way allows a determination of the role of
audibility in determining listeners’ abilities to hear out the F0
of the target complex. If differences in threshold TMR across
conditions resulted from differences in audibility alone, then
these conditions would yield similar threshold TMRs when
expressed in SL terms.

Target SLs are shown in Fig. 6. The format of this figure
is similar to that of Fig. 2, with the left- and right-hand
panels showing the results obtained with target �F0s set to
two and four times the listener’s DLF0, respectively. The
important difference between the current figure and Fig. 2 is

that here, the threshold TMRs in ordinate are expressed in
dB SL, rather than relative to the masker level.

Several observations are apparent in the SL data plotted
in Fig. 6. First, with the noise masker, the target SLs de-
creased significantly as the target F0 increased from 100 to
200–400 Hz �linear contrast: F�1,3�=12.81, p=0.037�. This
confirms our earlier statement that, in the noise masking con-
ditions of experiment 2, the improvement in threshold TMRs
with increasing target F0 �shown in Fig. 2� could not be
entirely explained in terms of target audibility. For the har-
monic maskers, the threshold TMRs in dB SL �shown in Fig.
6� were not found to vary significantly with the target F0.
Thus, the improvements in threshold TMRs with increasing
target and masker F0 observed in the harmonic-masker con-
ditions of experiment 2 �Fig. 2� were paralleled by similar
improvements in detection thresholds �Fig. 5�. The improve-
ments in discrimination and detection in the presence of
HCT maskers may depend on the separation of the spectral
components of the target and masker, which increased with
F0.

The target SLs measured using harmonic maskers were
generally much higher than those measured with noise
maskers �contrast analysis: F�1,3�=656.35, p�0.001�. Spe-
cifically, with harmonic maskers, listeners typically needed
target levels between 15 and 25 dB above the detection
threshold in order to correctly discriminate the changes in
target F0. This suggests that, in HCT-masker conditions, the
�F0� discriminability of the targets was not determined pri-
marily by their detectability. In contrast, with noise maskers,
listeners could correctly discriminate changes in the F0s of
targets whose level was only a few decibels above their de-
tection threshold. This is consistent with the idea that the
detection of a HCT in noise may be mediated by the detec-
tion of pitch �Hafter and Saberi, 2001�. A similar conclusion,
for the detection of frequency modulation on a harmonic
complex, was reached by Carlyon and Stubbs �1989�.

VIII. GENERAL DISCUSSION

A. On the possible influence of target-masker
confusion

We have generally discussed the results in terms of the
ability of listeners to perceptually segregate the target from

FIG. 6. Target levels above detection
threshold �dB SL� required for 79.4%-
correct target F0 discrimination in the
presence of harmonic or noise
maskers, showing the level required,
relative to the detection threshold, to
discriminate the changes in target F0
with an accuracy of 79.4% correct.
Each “SL” value was computed by
subtracting the detection threshold
measured in experiment 2 �Fig. 2�
from the TMR measured in experi-
ment 5 �Fig. 5�.
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the masker. However, another logical possibility is that the
target and masker are perceptually segregated �i.e., produce
two separate percepts with different pitches�, but that thresh-
olds reflect a confusion on the part of the subject as to which
pitch belongs to the target and which to the masker. This
appears to be unlikely in the case of the 100-Hz F0 targets:
in all cases, manipulations that should have reduced confu-
sion, as well as improved segregation, such as keeping the
masker F0 constant or introducing asynchronous gating, had
no significant effect on threshold.

Confusion was most likely to play a role when the target
F0 was 400 Hz and masker and target levels and F0s were
most similar. For instance, in Fig. 2, it can be seen that the
highest thresholds �poorest performance� in the 400-Hz tar-
get conditions were observed when the target and masker
occupied the same F0 range �C0 conditions�. On the other
hand, keeping the F0 constant across trials within each inter-
val �Fig. 3� did not selectively improve performance in the
C0 condition, as might have been expected if the results in
Fig. 2 were dominated by confusion effects. Thus, it appears
that confusion did not play a major role in determining
thresholds.

B. The role of peripheral resolvability in concurrent
sound segregation

When presented in isolation, the targets in the present
study comprised resolved harmonics in the F0 ranges of 200
and 400 Hz, but only unresolved harmonics in the 100-Hz
F0 range. The experiments showed that manipulations de-
signed to enhance the perceptual segregation of the masker
and target improved performance for the 200- and 400-Hz
targets, but not for the 100-Hz targets. This is probably be-
cause, in the case of the 100-Hz target, only one pitch was
heard at a time, and the target was only discriminable when
it was perceptually more salient than the masker. It might
therefore be tempting to conclude that resolved harmonics
are crucial for hearing out one harmonic sound in the pres-
ence of another. However, it is important to consider not only
the resolvability of the target components in isolation, but
also their resolvability once they are added to the masker.

The resolvability of components within a mixture de-
pends on several factors, including the actual F0s of the
target and masker, their relative and absolute levels and what
criterion is used in defining resolvability. To provide some
initial guidance, we assume the case of equal-amplitude har-
monics in both the target and masker. Under such circum-
stances, resolvability is traditionally estimated either in terms
of the minimum spacing between components �e.g., Plomp,
1964� or in terms of the number of components falling
within the bandwidth of auditory filters with center frequen-
cies within the stimulus passband �e.g., Shackleton and Car-
lyon, 1994�. Here, we used a technique consistent with both
of these approaches. We assume that a component is resolved
if no other component falls within the 10-dB bandwidth of
the auditory filter centered at the component’s frequency.
Note that this is equivalent to requiring a minimum spacing
between a component and its nearest neighbor in order for
that component to be deemed resolved; in the present case,
that minimum distance is equal to half the 10-dB bandwidth

of a model auditory filter. The 10-dB bandwidth equals 1.8
times the equivalent rectangular bandwidth �ERB� defined
as: 21.4 log10�4.37CF+1�, where CF is the filter center fre-
quency, in kilohertz �Glasberg and Moore, 1990�. Thus, we
consider that a target component is resolved if its nearest
neighbor is at least 0.9 ERB away from it one either side.
Since 0.9 ERB is almost equivalent to a critical band, our
approach is broadly consistent with the results of Plomp
�1964�, who concluded that “the ear is able to distinguish a
simple tone in a complex sound if the frequency distance to
the adjacent tones exceeds the critical bandwidth.” Our ap-
proach for estimating resolvability also agrees with the com-
mon view, inspired by early as well as recent findings �e.g.,
Bernstein and Oxenham, 2003�, that harmonics below the
10th are usually resolved. Indeed, 0.9 ERB is close to about
10%, which is roughly the distance between the 10th har-
monic in a single harmonic complex and its nearest neigh-
bors, and is also similar to the minimum distance between
audible partials, as established by Plomp �1964�.

Using these criteria, it is easy to show that in the 100-Hz
target F0 condition, no target component was resolved
within the stimulus passband �1200–3000 Hz� prior to the
addition of the masker, from which it obviously follows that
no target component was resolved after the masker was
added. For the 200- and 400-Hz target F0 conditions, the
situation is less straightforward, and computer simulations
were performed in order to determine on what proportion of
the trials, on average, at least one component of the target
was resolved. The simulations used the same stimulus pa-
rameters as in the experiments, including the relative posi-
tions and roving range of the target and masker F0s. The
results revealed that in conditions where the nominal F0 of
the target was 200 Hz, the addition of the masker resulted in
none of the target components being resolved. For the
400-Hz nominal target F0, the proportion of trials on which
at least one target component was resolved in the mixture
was less than 1% for the C−7 condition, around 6% for the
C0 condition, and around 30% for the C+7 condition. Thus,
for the case in which the harmonics of the target and masker
are of equal amplitude, only the components of the 400-Hz
F0 target were partially resolved when added to the masker.

This simple analysis, in combination with our results
showing good performance in many conditions with a
200-Hz F0 target suggest the possibility that a sound may be
successfully segregated from another even if none of its
components is resolved within the mixture. This seems to
contradict the findings of Beerends and Houtsma �1986;
1989�, who found that at least one component from each
two-tone complex had to be resolved for the two pitches to
be successfully identified. However, their complexes con-
sisted of only two components, which generally produce a
relatively weak pitch percept, even in isolation. Neverthe-
less, it is premature to draw strong conclusions based on this
simple analysis. More insight might be gained from compre-
hensive computational modeling, incorporating both relative
and absolute level effects; this is beyond the scope of the
current study.
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C. Implications for hearing impairment and artificial
auditory-scene analysis

Multiple harmonic sources are common in everyday lis-
tening environments, such as multitalker conversations and
music, and present particular challenges to hearing-impaired
listeners and cochlear-implant users. The current results,
showing that higher TMRs are required for the successful
separation of concurrent HCTs when the spectral compo-
nents are not well separated at the auditory periphery, con-
tribute to further establishing the link between the loss of
peripheral frequency resolution that is often associated with
cochlear damage and the difficulties in complex acoustic en-
vironments that are often reported by hearing-impaired lis-
teners. At the same time, our finding of negative threshold
TMRs in conditions where no resolved harmonic were
present �e.g., the 400-Hz nominal target F0, C−7 condition
in experiment 2, or the 200-Hz nominal target F0 conditions
in experiment 4� suggest that hearing out sounds may not
rely solely on their spectral resolution within a mixture.

A second area where the present findings may have in-
teresting applications is the design of artificial auditory scene
analysis systems. In recent years, mechanisms have been
proposed for the separation of simultaneous HCTs, which
operate based on cues present in the temporal pattern of ac-
tivity from individual peripheral channels �Cariani, 2001; de
Cheveigné, 2003�, leading to the possibility that segregation
can be achieved without spectrally resolved components.
While the present results provide some evidence that concur-
rent HCTs can indeed be separated with some degree of suc-
cess even when no resolved harmonics are present, they also
indicate that factors that promote increased peripheral sepa-
ration between spectral components usually promote percep-
tual separation. Furthermore, the observation that in condi-
tions in which the peripheral separation of the spectral
components is poorest �e.g., at the 100-Hz nominal target
F0�, positive TMRs are usually required for successful ex-
traction of the target F0, suggests that some degree of spec-
tral analysis may be required for the successful separation of
simultaneous HCTs by human listeners. This is consistent
with de Cheveigné’s �2001, 2005� proposal that peripheral
filtering may enhance the target-to-masker ratio in some
channels, up to a point where temporal source-segregation
mechanisms can operate effectively.

IX. SUMMARY

The ability to detect and discriminate F0 differences in
HCT targets was measured in normal-hearing listeners in the
presence of spectrally overlapping HCT or noise maskers.
The following conclusions were drawn:

�1� The TMR required for listeners to be able to accu-
rately discriminate changes in the F0 of a target HCT varied
depending on the nature of the masker. With noise maskers,
the TMR for F0 discrimination was generally within 10 dB
of the TMR required for detection. In contrast, with a har-
monic masker, the threshold TMRs for F0 discrimination
were typically between 15 and 25 dB higher than the thresh-

old TMR for detection. Thus, detection thresholds are prob-
ably not a valid measure of listeners’ ability to perceptually
segregate concurrent HCTs.

�2� When the target comprised only unresolved harmon-
ics �100-Hz F0 range�, TMRs were always above 0 dB for
the discrimination tasks, suggesting that listeners were only
able to perform the task when the target F0 dominated the
percept, and were not able to hear the pitches of both the
target and the masker simultaneously, in line with earlier
studies �Beerends and Houtsma, 1986; Carlyon, 1996a�.

�3� When the target contained resolved harmonics �200-
and 400-Hz F0 range�, TMRs were reduced �improved� by
manipulations designed to assist in perceptually segregating
the masker and target, such as difference in F0 range and
onset/offset asynchronies. No such changes were observed
with the 100-Hz F0 target, again suggesting that listeners’
ability to hear out the pitches of harmonic complexes pre-
sented simultaneously in the same spectral region is limited
by the peripheral resolvability of their components.

�4� At low or negative TMRs, even the 200- and 400-Hz
targets probably contained only unresolved harmonics when
combined with the masker. Therefore, harmonics may not
need to remain spectrally resolved after being mixed with
another source in order for the pitches of two simultaneous
HCTs to be heard. However, further empirical and computa-
tional modeling studies will be required to provide a more
stringent test of this preliminary conclusion.
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with the higher F0, and appeared to be related to the mean first-order
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present experiment were based on this mean-rate pitch, thresholds should
have been lower in the condition where the target F0 was higher than the
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sults, the perceived F0 probably corresponded to that of the target. The fact
that this prediction was not borne out in the present data suggests that the
listeners did not rely on the mean-rate cue here.
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200-Hz/C+7-semitones condition with the 400-Hz/C-7-semitones condi-
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The influence of spatial separation on divided listeninga)
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If spatial attention acts like a “spotlight,” focusing on one location and excluding others, it may be
advantageous to have all targets of interest within the same spatial region. This hypothesis was
explored using a task where listeners reported keywords from two simultaneous talkers. In
Experiment 1, the two talkers were placed symmetrically about the frontal midline with various
angular separations. While there was a small performance improvement for moderate separations,
the improvement decreased for larger separations. However, the dependency of the relative talker
intensities on spatial configuration accounted for these effects. Experiment 2 tested whether spatial
separation improved the intelligibility of each source, an effect that could counteract any
degradation in performance as sources fell outside the spatial spotlight of attention. In this
experiment, intelligibility of individual sources was equalized across configurations by adding
masking noise. Under these conditions, the cost of divided listening �the drop in performance when
reporting both messages compared to reporting just one� was smaller when the spatial separation
was small. These results suggest that spatial separation enhances the intelligibility of individual
sources in a competing pair but increases the cost associated with having to process both sources
simultaneously, consistent with the attentional spotlight hypothesis. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2234849�

PACS number�s�: 43.66.Dc, 43.66.Pn, 43.66.Qp �AJO� Pages: 1506–1516

I. INTRODUCTION

In the 1950s, Broadbent described auditory attention us-
ing the Filter Theory, in which some stimuli are filtered out
and others are admitted on the basis of basic characteristics
such as frequency and spatial location �Broadbent, 1958�.
This idea has since been developed most extensively for spa-
tial attention in the visual perception literature, where it is
known as the “spotlight” model. In the visual system a rep-
resentation of space is available directly at the periphery, and
is largely maintained at higher levels of the system. The spa-
tial spotlight of attention is thought to operate directly on this
representation to modulate competition between simulta-
neous objects. However, full development of the spotlight
model in auditory spatial attention has proven to be a chal-
lenge for researchers. Although there is evidence that listen-
ers can orient their attention spatially to enhance the detec-
tion and identification of simple targets �Spence and Driver,
1994; Mondor and Zatorre, 1995; Quinlan and Bailey, 1995�,
the role of spatial attention in the case of simultaneous sound
sources is less clear. One difficulty lies in the fact that audi-
tory location is computed in the auditory system rather than
being represented in the sensory epithelium. As the periph-
eral representation is a frequency map, sounds coming from
different locations often share the same set of peripheral re-
ceptors, and auditory source location must be computed from
the mixture of signals reaching the left and right ears. This
means that the ability to admit an acoustic source at one

location and filter out a source at another location will be
limited by the ability to separate the acoustic energy coming
from different locations in addition to any constraints on the
ability to distribute spatial attention.

When a listener must extract the content of one source �a
“target”� in the presence of competing sources �“maskers”�,
spatial separation of the target and masker is generally ben-
eficial to performance �Bronkhorst, 2000�. When the masker
reduces the audibility of components of the target �“energetic
masking”�, there are two ways in which spatial separation
offers an advantage. First, the relative energy of the target
and masker at the ears changes with target and masker loca-
tion, such that spatial separation increases the target audibil-
ity in each frequency band at one of the ears �the “better
ear”�. Second, binaural processing allows listeners to detect
the presence of target energy at a particular time and fre-
quency band if the target and masker contain different inter-
aural time and/or level differences �Zurek, 1993; Bronkhorst,
2000�. When competing sources do not have significant fre-
quency overlap and reduced audibility is not the primary
source of interference, a masker with similar spectrotemporal
characteristics can still interfere with the perception of the
target �so-called “informational masking”�. One important
source of informational masking is trial-to-trial variability in
the target and/or masker, which leads to listener uncertainty
as to how to classify a given spectrotemporal pattern. This
kind of interference is reduced when the target and masker
are distinguished in a way that reduces confusions between
them. For example, differences in perceived spatial location
have been shown to reduce informational masking by allow-
ing listeners to selectively attend to the target at the location
of interest �Freyman et al., 1999; Freyman et al., 2001; Best
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for Research in Otolaryngology.
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et al., 2005; Kidd et al., 2005; Shinn-Cunningham et al.,
2005�. In these situations, the spotlight of attention may play
a role.

This study examines the effect of spatial separation
when a listener must attend to two sustained sound sources
simultaneously. In the example used here, keywords had to
be extracted from each of two talkers in a competing pair.
Previous studies of divided listening with speech have typi-
cally used dichotic signals in which each ear receives only
one of the two competing sources �Broadbent, 1954; Mas-
saro, 1976� and have not considered spatial factors in detail.
One recent study �Shinn-Cunningham and Ihlefeld, 2004�
examined the effect of spatially separating two competing
talkers �by 90°� on the ability of listeners to report both
messages. In that study, in which the talkers were presented
at different relative intensities, the louder talker could always
be recalled with relative ease. As a result, listeners appeared
to allocate attention primarily to the quieter talker, a strategy
similar to that employed in a selective attention task. Spatial
separation improved performance, probably for the same rea-
sons it improves performance in a true selective listening
task �discussed above�. In contrast, in the present study the
two talkers were presented with equal intensity and were
separated symmetrically about the midline. Thus, the two
talkers are equally difficult to hear, and processing resources
should be more equally allocated between the two competing
talkers �i.e., the listening strategy is more likely to engage
truly “divided” listening�. In this case, it is not clear what the
effect of spatial separation of the two targets might be. It is
reasonable to expect that spatial separation would be advan-
tageous in that it would enhance the audibility of the two
sources as well as reducing confusion between them, as de-
scribed above. However, if one considers the putative spot-
light of spatial attention, spatial separation could be detri-
mental in a divided listening task. If the spotlight is focused
at a given moment on one source, then the other is likely to
be excluded if it is distant from the first, and simultaneous
processing will be impaired.

In Experiment 1, the effect of spatial separation on the
ability of listeners to report keywords from two simultaneous
talkers was examined. Results suggest that there is little ef-
fect of spatial separation overall, except for some modulation
of performance due to changes in energy at the two ears. In
Experiment 2, an attempt was made to untangle two poten-
tially opposing effects: �1� a benefit of spatial separation for
segregating competing messages; and �2� a disadvantage of
spatial separation when dividing spatial attention.

II. EXPERIMENT 1

A. Methods

1. Subjects

Eight paid subjects �ages 20–30� participated in the ex-
periment. Four subjects had previous experience in psycho-
physical studies of a similar nature. All subjects participated
in Experiment 1A, and six of the subjects went on to partici-
pate in Experiment 1B.

2. Speech materials

Speech materials were spoken sentences taken from the
publicly available Coordinate Response Measure speech cor-
pus �Bolia et al., 2000�. These sentences all contain seven
words, three of which are keywords that vary from utterance
to utterance. The form of the sentences is “Ready call-sign
go to color number now,” where the italicized words indicate
keywords. In the corpus there are eight possible call-signs
�“arrow,” “baron,” “charlie,” “eagle,” “hopper,” “laker,”
“ringo,” “tiger”�, four possible colors �“blue,” “green,”
“red,” “white”�, and eight possible numbers �1–8�. All com-
binations of these words produce 256 phrases, which are
each spoken by eight talkers �four male, four female�, giving
a total of 2048 sentences. The sentences are time aligned
such that the word “ready” always starts at the same time,
but some variations in overall rhythm occur between differ-
ent sentences so that the keywords in different utterances are
not exactly aligned.

3. Stimuli

For each trial, two sentences spoken by the same talker
were chosen randomly from the corpus with the restriction
that all keywords differed in the two sentences. In order to
reduce the energetic interference between the two sentences,
they were processed to produce intelligible speechlike sig-
nals that had little spectral overlap �Shinn-Cunningham et
al., 2005; see also Arbogast et al., 2002; Brungart et al.,
2005, for similar approaches�. The signals were bandpass
filtered into eight nonoverlapping frequency bands of 1 /3
octave width, with center frequencies spaced evenly on a
logarithmic scale from 175 to 4400 Hz. Four bands were
randomly chosen for the first sentence �two from the four
lower bands and two from the four higher bands�. The Hil-
bert envelope of each band was then used to modulate a
sinusoidal carrier at the center frequency of that band, and
the sentence was reconstructed by summing the four modu-
lated sinusoids. For the second sentence, the remaining four
frequency bands were chosen and the same procedure was
followed. The two reconstructed sentences were root-mean-
square �rms� normalized to result in a relative level of 0 dB
�see Fig. 1 for example spectra�.

The stimuli were processed to create binaural signals
containing realistic spatial cues and presented over head-
phones. In Experiment 1A, a full set of spatial cues was used
in the simulation. Binaural stimuli were created by convolv-
ing the speech signal with the appropriate anechoic left and
right head-related transfer functions �HRTFs� measured on a
KEMAR manikin at a distance of 1 m �Brungart and
Rabinowitz, 1999�. The two binaural stimuli were then added
to simulate the two speech sources at their desired locations
in external space. In Experiment 1B, level differences that
were present in the HRTF simulation were removed in order
to eliminate location-dependent changes in the relative level
of the two sentences at the ears; thus only one spatial cue
�the interaural time difference, ITD� was used in these simu-
lations. A single, frequency-independent ITD was extracted
from each HRTF pair by finding the time delay of the peak in
the broadband interaural cross-correlation function. These
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ITDs were used to delay the left and right ear signals relative
to one another to control the perceived lateral locations of
the competing sources.

4. Procedure

Subjects were seated in a sound-treated booth in front of
a personal computer �PC� terminal. Presentation of the
stimuli was controlled by a PC, which selected the stimulus
to play on a given trial. Digital stimuli were sent to Tucker-
Davis Technologies hardware for digital-analog conversion
and attenuation before presentation over insert headphones
�Etymotic Research ER-2�. Following each presentation,
subjects indicated their responses by clicking on a graphical
user interface displayed on the PC monitor. The interface
consisted of an eight-by-four grid, with the color of the
square and the number printed within it representing one of
the 32 possible color/number pairs.

In each trial, two simultaneous sentences were presented
and subjects were required to respond with two color/number
pairs �in either order�. No feedback was provided. A response
was considered correct only if both color/number pairs were
reported correctly. Note that chance performance, achieved
by randomly guessing the two color/number pairs, is 0.3%
for this task.

Stimulus locations were all on the horizontal plane pass-
ing through the ears �0° elevation�. Performance was mea-
sured with sources separated symmetrically about the mid-
line with separations of 0°, 30°, 60°, 90°, 120°, 150°, or
180°. The seven configurations were presented five times in
a random order in each run. Each subject completed ten such
runs for each experiment, for a total of 50 responses for each
configuration. The 20 runs �ten each for Experiments 1A and
1B� were carried out over four to five sessions. Subjects did
no more than one hour of testing per day.

5. Training

Before the start of the experiment, subjects participated
in a short series of training runs designed to familiarize them

with the stimuli and task. In a training test, subjects were
presented with stimuli containing a single sentence in quiet,
and were required to indicate the color/number pair they per-
ceived. After each trial, correct-answer feedback was pro-
vided by a written message on the screen. A training run
consisted of 130 trials. Subjects completed as many runs as
required to bring their proportion of correct responses to at
least 95%. All subjects reached this level within three train-
ing runs.

B. Results—Experiment 1A

Individual subjects differed in their absolute level of per-
formance, but overall trends were similar. Mean percent cor-
rect scores across subjects �and standard errors� are shown in
Fig. 2�a�. Spatial separation had a modest effect on perfor-
mance; for a given subject, performance did not vary by
more than 30 percentage points across all spatial configura-
tions. However, there were consistent patterns in the data:
performance tended to first increase and then decrease with
increasing source separation, peaking at 90°–120° separa-
tion.

In order to factor out overall differences in subject per-
formance and concentrate on the effect of spatial separation,
percent correct scores for each subject were normalized by
subtracting the percent correct in the colocated �separation
0°� configuration. The resulting normalized values summa-
rize how performance changed with source separation. Fig-
ure 2�b� shows the normalized data pooled across the eight
subjects �means and standard errors�. The trends described
for the raw data are reinforced when individual differences
are factored out in this way: increasing the spatial separation
tended to first improve and then degrade performance. A
repeated measures analysis of variance �ANOVA� confirmed
that there was a significant effect of spatial separation on
performance �F�6,42�=7.1, p�0.001�. Post-hoc analyses
�pairwise comparisons with a Bonferroni correction� indi-
cated that separations of 60°, 90°, 120°, and 150° were all
significantly different from the colocated configuration �no
other comparisons reached significance�.

Although the two targets were nominally presented with
equal intensity, variations in the HRTFs with source location
caused variations in the level of each target at each ear. This
is especially true for a target placed to the side, where the
acoustic shadow cast by the head greatly attenuates the level
received at the far ear, particularly at high frequencies �above
about 2 kHz�. Indeed, for a given spatial configuration, each
of the two sources has a different ear in which their level
�relative to that of the other source� is greater. Moreover, the
magnitude of this better ear “level ratio” varies as a function
of the spatial configuration. Note, however, that as the
stimuli were composed of nonoverlapping frequency bands,
the level ratio does not correspond to signal-to-noise ratio in
the traditional sense �i.e., it is not the “within frequency
band” signal-to-noise ratio and thus is not a direct measure
of energetic masking�. It may be better described as repre-
senting an overall loudness ratio of one target relative to the
other.

An acoustic analysis was performed to examine whether

FIG. 1. Frequency spectra of two example sentences after processing. The
two signals were processed to minimize their spectral overlap. Sentences
were divided into eight 1 /3 octave bands with center frequencies between
175 and 4400 Hz. Four different bands were chosen for each sentence and
their envelopes used to modulate sinusoids at the center frequency of each
band. Intelligible speech signals were reconstructed by summing the four
modulated sinusoids.
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the relative level of the competing sources at the ears might
help to explain the trends seen in the behavioral data. For
each spatial configuration, 50 speech pairs were generated
and the level ratio �LR� for each source was calculated using
the broadband rms level of each source after HRTF filtering
for each ear. The changes in better-ear LR as a function of
spatial separation �averaged across the two sources and their
respective better ears� are shown in Fig. 2�c�. Note that by

definition, the LR for the colocated pair is 0 dB. It can be
seen that the LR increases as separation grows to 120°, but
then decreases with further separation. This analysis suggests
that the relative overall loudness of the two talkers at each
ear can at least partially account for the behavioral results.
Performance was positively correlated with the mean of the
computed LRs across the two better ears �r2=0.90, p
=0.001�.

Experiment 1B was designed to eliminate energy effects
in order to confirm their role in the results of Experiment 1A
and to determine whether there is any residual influence of
perceived spatial separation of the two sources in a divided
attention task. By using only ITDs in the spatial simulation,
the level variations induced by the HRTF processing in Ex-
periment 1A were removed �in essence, the LRs for these
stimuli are fixed at 0 dB�.

C. Results—Experiment 1B

The mean percent correct scores �and standard errors�
across the six subjects for the different configurations are
shown in Fig. 3�a�. The curve is noticeably flatter than that
obtained in Experiment 1A. Interestingly, overall perfor-
mance is better �by approximately five percentage points� in
Experiment 1B than in Experiment 1A. However, it is im-
portant to keep in mind that all subjects in Experiment 1B

FIG. 2. �a� Mean percent correct scores for the different spatial configura-
tions in Experiment 1A. Results are pooled across the eight subjects and
error bars indicate standard error of the mean. �b� Normalized percent cor-
rect scores for Experiment 1A. Normalization was carried out for each in-
dividual by subtracting the score for the colocated configuration. Results are
pooled across the eight subjects and error bars indicate standard error of the
mean. �c� Level ratios for the different spatial configurations. Level ratios
describe the level of a source in its “better ear” relative to the level of the
other source. These ratios were calculated for 50 example stimuli and the
means across the two sources �at their respective better ears� are shown.

FIG. 3. �a� Mean percent correct scores for the different spatial configura-
tions in Experiment 1B. Results are pooled across the six subjects and error
bars indicate standard error of the mean. �b� Normalized percent correct
scores for Experiment 1B. Normalization was carried out for each individual
by subtracting the score for the colocated configuration. Results are pooled
across the six subjects and error bars indicate standard error of the mean.
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completed Experiment 1A first. Thus, overall improvements
in performance may reflect the fact that subjects were more
experienced in the task in Experiment 1B.

As in Experiment 1A, percent correct scores for each
subject at each reference location were normalized by sub-
tracting the score in the colocated �separation 0°� configura-
tion. In Fig. 3�b�, the normalized data pooled across the six
subjects are shown. There was no consistent change in per-
formance across subjects with increasing separation �a
repeated measures ANOVA found no significant effect
�F�6,30�=1.1, p�0.05��.

D. Error analysis

To examine the different kinds of errors that listeners
made in incorrect trials, errors were classified as one of six
types: �i� “drop 1” errors where one keyword was incorrect;
�ii� “drop 2 �same�” errors where both keywords from one of
the two stimuli were incorrect; �iii� “drop 2 �different�” er-
rors where one keyword from each source was incorrect; �iv�
“switch” errors where the four keywords were reported but
in incorrect pairs; �v� “drop 3” errors where three of the four
keywords were not reported; and �vi� “drop 4” errors where
none of the keywords were included in the response. An
example of each kind of error is given in the Appendix.

Table I shows the average error rates pooled across sub-
jects and spatial separations, for Experiments 1A �left col-
umn� and 1B �right column�. In both experiments, no influ-
ence of the side of the talker �left versus right� was found for
error types involving more error for one talker than the other
�sign test, p�0.05�. Thus performance was roughly equally
affected by errors for the sources in the left and right hemi-
fields. Table I shows that the majority of errors in both ex-
periments were “drop 1” followed by smaller numbers of
“drop 2 �same�,” “drop 2 �different�,” and “switch” errors.

To investigate which of the different error types were
responsible for the changes in performance observed with
increasing spatial separation in Experiment 1A, error rates
were normalized by subtracting the individual error rates at
0° separation. Figure 4�a� shows these individually normal-
ized error rates for the different error types, although “drop
3” and “drop 4” errors are not shown due to their extremely
low occurrence. Error bars have been omitted for the sake of
clarity. The error type that changes most dramatically with
spatial separation is the “drop 2 �same�” error. Repeated
measures ANOVAs on the different error rates confirmed that

this was the only type to change significantly with spatial
separation �F�6,42�=5.3, p�0.001�. This suggests that the
main influence of spatial separation in Experiment 1A was to
alter the probability that a listener would miss one of the two
sources completely.

Even though there was no significant change in overall
performance with spatial separation in Experiment 1B, it is
possible that the types of errors made depended on the sepa-
ration. To investigate this possibility, error rates were nor-
malized by subtracting the individual error rates at 0° sepa-
ration as for Experiment 1A. Figure 4�b� shows these
normalized error rates, although again “drop 3” and “drop 4”
errors are not shown due to their extremely low occurrence.
It appears that spatial separation has no consistent effect on
the general pattern of errors, a conclusion confirmed using
repeated measures ANOVAs on the different error types.

E. Discussion

These experiments examined the ability of listeners to
track two simultaneous speech sources with minimal spectral
overlap. When full HRTFs were used, performance improved
with moderate separations �best performance for separations

TABLE I. Distribution of error types for incorrect trials in Experiment 1A
�left column� and Experiment 1B �right column�. Results are pooled across
subjects and across the seven spatial separations.

Error type
Experiment 1A

�% trials�
Experiment 1B

�% trials�

Drop 1 46.1 43.8
Drop 2 �same� 11.0 8.0
Drop 2 �different� 8.4 5.3
Switch 5.7 6.7
Drop 3 1.2 0.7
Drop 4 0.2 0.0

FIG. 4. Normalized error rates for incorrect trials in �a� Experiment 1A and
�b� Experiment 1B. Normalization was carried out for each individual and
each error type by subtracting the rate for the colocated configuration. Re-
sults are pooled across subjects. Error bars have been omitted for the sake of
clarity, but statistical tests are described in the text.
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in the range 90°–120°� but then decreased with further sepa-
ration. This trend was eliminated in Experiment 1B, when
spatial locations were simulated using only ITDs. Further-
more, the pattern of responses in Experiment 1A was corre-
lated with the relative levels of the two sources at their
acoustically better ears. These results strongly suggest that
variations in the relative level of the two sources at the ears
modulated the difficulty of the task in Experiment 1A and,
ultimately, the accuracy of responses. Indeed, in the best spa-
tial configuration �120° separation�, the mean level ratio was
9 dB, meaning that each target source was 9 dB more intense
in its better ear than the competing source. Interestingly, if
listeners are able to use these monaural level ratios it sug-
gests that they use the information at the two ears indepen-
dently when tracking two sources in different hemifields.

A surprising finding in the error analysis was that there
was no change in the frequency of “switch” errors as spatial
separation was varied. Previous experiments using the Coor-
dinate Response Measure corpus have found that this kind of
error is quite common, especially when the talkers are of the
same sex and in close spatial proximity �Brungart et al.,
2001�. It would thus be expected that this type of error would
be high in the 0° separation condition and would decrease
with spatial separation. The fact that these error rates were
relatively low reflects a robust ability to properly stream the
two talkers in this task, i.e., to keep the two talkers as sepa-
rate perceptual objects even when they are at the same spatial
location. In addition, it is likely that other kinds of errors
�particularly “drop 1” errors� limited performance to such an
extent that the influence of “switch” errors was masked.

There was no evidence in this experiment of differential
processing of sources in the left and right hemifields. This is
in contrast to a large body of literature demonstrating that
speech stimuli coming from the right are preferentially pro-
cessed. When two speech sources are presented simulta-
neously to the left and right sides, a right-side advantage has
been demonstrated when spatial location is determined by
ear of presentation, external loudspeaker location, or even
ITD only �see Darwin et al., 1978 and Morais, 1978 for
reviews�. It is not clear why a left/right-side difference was
not observed in the present study, although the differences
reported in the literature are often quite small �especially
when the sources are mixed at the two ears such as in our
simulation rather than presented to different ears� and may
be revealed only in larger data sets. Furthermore, it may be
that these kinds of speech-specific effects occur less robustly
for highly degraded speech signals such as those used in this
experiment.

The results of Experiment 1B suggest that changes in the
lateral positions of the two sound sources �produced by dif-
ferences in ITD� did not influence performance on this task.
One possibility is that perceived location estimates based on
ITD alone are “diffuse,” and that the two broad images as-
sociated with the two sources were not very clearly defined
in this experiment. However, this seems unlikely based on
recent data showing that when energetic masking is not the
primary factor limiting performance, changes in perceived
location give rise to similar improvements in selective listen-
ing tasks, regardless of which spatial cues produce the dif-

ferences in perceived location �Shinn-Cunningham et al.,
2005�. Given this, the results of Experiment 1 can be inter-
preted as evidence against the idea of a spotlight of auditory
attention. In this task there appears to be no increased diffi-
culty in following sources that are widely separated com-
pared to those in close proximity. However, there is another
potential explanation for this result. Despite efforts to mini-
mize spectral overlap between the two sources, there was
undoubtedly some remaining spectral overlap between the
talkers, which may have been reduced by spatial separation.
Thus, spatial separation may have rendered each of the two
sources more intelligible �Gallun et al., 2005; Shinn-
Cunningham et al., 2005�. Moreover, spatial separation may
improve segregation of the talkers. Both of these effects
would work in opposition to any degradation in performance
as sources fall outside the spatial spotlight of attention.

III. EXPERIMENT 2

A second experiment was performed to disentangle the
possible opposing effects discussed above. The experiment
was similar to Experiment 1, but different levels of noise
were added to the speech signals in order to equate the dif-
ficulty of understanding the two talkers in the different con-
figurations. In effect, the interference between the talkers
was matched in all spatial configurations, allowing the effi-
ciency of dividing attention to be compared directly. As there
was no longer a need to reduce energetic masking, unproc-
essed speech was used in this experiment. Furthermore, in an
effort to increase the “naturalness” of the setup, the two
speech samples were chosen to have different voices and
were presented from a pair of loudspeakers in a classroom.
Furthermore, the locations were fixed in blocks rather than
changing from trial to trial.

A. Methods

1. Subjects

Five paid subjects �ages 20–30� participated in Experi-
ment 2. All had previous experience in auditory psycho-
physical studies, and one participated in Experiment 1.

2. Stimuli

Speech materials were taken from the same corpus used
in Experiment 1 �described in Sec. II A 2�. For each trial,
two sentences spoken by different male talkers were chosen
randomly from the corpus with the restriction that all key-
words differed in the two sentences. No processing of the
signals was done other than rms normalization, which set the
relative levels of the two signals to 0 dB.

3. Procedure

Subjects were seated on a chair fitted with a headrest in
a quiet, empty, carpeted classroom. The two sentences were
presented from two matched Bose cube loudspeakers posi-
tioned 1 m from the listener at ear level. Stimuli were gen-
erated by PC-controlled Tucker-Davis Technologies hard-
ware, amplified by a Crown amplifier, and sent to the
loudspeakers via an eight-relay output module �KITSRUS
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K108�. Following each presentation, subjects indicated their
responses by pressing the appropriate letter/number keys on
a hand-held keypad.

Testing was done at three spatial separations about the
midline: 10° �close�, 90° �intermediate�, and 180° �far�. For
each spatial configuration, subjects completed a noise cali-
bration test as well as tests measuring single-task and dual-
task performance.

The noise calibration test was designed to find the ap-
propriate level of broadband white noise to add to the two
loudspeakers such that when selectively attending to one of
the two talkers, each individual listener could report key-
words from the attended talker with an accuracy of 85%.
Pairs of sentences were presented in noise at a variety of
levels. Subjects were asked to report the color/number from
the left talker only. No feedback was provided. Six noise
levels were tested, with each noise level presented 25 times
in a random order for a total of 150 trials in the test. The
range of noise levels tested was fixed across listeners but was
different for each spatial configuration. The levels, stated in
decibels relative to the level of each of the speech signals,
were in 6 dB steps between −20 and 10 dB �close�, −14 and
16 dB, �intermediate�, and −16 and 14 dB �far�. For each
configuration, a logistic function was fit to the raw data and
the noise level corresponding to 85% performance was esti-
mated.

In the experimental sessions that followed the noise cali-
bration test, subjects were presented with one sentence plus
noise �at the appropriate level� from each loudspeaker. Per-
formance was measured in both single-task and dual-task
conditions. Importantly, the stimulus set was identical in
these two situations; only the task of the listener changed. In
the single-task condition, subjects were asked to report key-
words from either the left talker �as in the noise calibration
test� or from the right talker �the talker to be attended was
fixed within a test�. Based on the noise calibration test, it was
expected that performance in these tests would be approxi-
mately 85%. In the dual-task condition, listeners were asked
to follow both talkers, and were required to respond with two
color/number pairs �as in Experiment 1�. Verbal instructions
indicated that listeners should enter their response to the left
talker followed by their response to the right talker �an in-
struction that was not given in Experiment 1�, and responses
were considered correct if both color/number pairs were re-
ported correctly and in the correct order �left then right�. No
feedback was provided during testing.

Two tests of 100 trials each were completed for each of
the three tasks conditions �left single task, right single task,
dual task� in each of the three configurations. The resulting
18 tests were completed in a counterbalanced fashion �where
the random ordering of the first nine tests was reversed in the
second nine tests� to eliminate biases due to learning. All
testing �noise calibration and single-/dual-task� was com-
pleted over six to seven sessions per subject.

4. Training

Before performing Experiment 2, subjects participated
in three short training runs designed to familiarize them with
the stimuli and task. In a training test, subjects were pre-

sented with pairs of sentences using one of the spatial con-
figurations and were instructed to attend to the left talker, the
right talker, or to both talkers. The combinations of configu-
ration and task were randomly chosen for each listener, how-
ever over the course of the three training runs, each listener
was exposed to each task �left, right, dual� and each spatial
configuration �close, intermediate, far�. Subjects indicated
the color/number pair�s� they perceived and received correct-
answer feedback via a written message on the hand-held re-
sponse unit. A training run consisted of 100 trials.

B. Results

Table II lists the noise levels �in decibels relative to the
level of the speech signals� determined from the noise cali-
bration test for each individual in each configuration. The
mean noise levels across subjects are also shown. As pre-
dicted, the task of following one of the talkers was most
difficult for the close configuration so that a lower level of
noise had to be added to reduce performance to 85% than for
the other configurations. Note that the increase in noise level
with spatial separation in these single-task trials is one esti-
mate of the amount of spatial unmasking �in decibels� for
these separations.

Mean percent correct scores across subjects are shown
in Fig. 5. The upper lines represent performance in the “at-
tend right” �dashed line� and “attend left” �dotted line� trials,
respectively. These data confirm that subjects performed the
single task with approximately 85% accuracy in all three
configurations, although performance in the “attend right”
condition was better than in the “attend left” on average �sig-
nificant using a sign test, p�0.05�. This may simply be an
artifact of small differences in loudspeaker characteristics, or
it may represent a “right-side advantage” as discussed in Sec.
II E. Although no such asymmetry was found in Experiment
1, this may be because this subtle speech-specific bias is
more prominent for clear unprocessed speech signals than for
the processed stimuli used in Experiment 1. To confirm that
subjects were able to distinguish the left from right loud-
speaker successfully, the errors that resulted from subjects
reporting the keywords from the wrong talker �i.e., reporting
the right talker first or the left talker last� were counted.
These errors were extremely rare �occurring in 0.9% of trials
in total�, confirming that listeners had no difficulty in judging
the relative locations of the two talkers, even in the close
configuration.

TABLE II. Noise levels determined from the noise calibration tests for
individual subjects as well as the mean across subjects. Levels are in deci-
bels relative to the level of the speech signals, and correspond to 85%
performance on the single task for each spatial configuration.

Subject Close Intermediate Far

S1 −15.8 1.3 1.9
S2 −13.9 −1.7 −0.3
S3 −25.9 −3.0 −5.3
S4 −11.9 0.8 −2.1
S5 −22.3 −5.5 −4.8
mean −16.9 −1.6 −2.1
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The solid line represents performance in the dual-task
trials. Performance was near 40% for close targets but near
30% for intermediate and far targets. This is slightly higher
than the average performance in Experiment 1, probably due
to the use of more natural and robust unprocessed speech
signals.

To calculate a single measure of the “cost” associated
with divided listening in the different spatial configurations,
performance in the dual task was subtracted from average
performance in the single task for each subject. These cost
values are plotted for each subject in Fig. 6. A repeated mea-
sures ANOVA confirmed that there was a significant effect of
spatial separation �F�2,8�=9.6, p�0.05�. Although post-hoc
tests �pairwise comparisons with a Bonferroni correction�
failed to reach significance, visual inspection of Fig. 6 makes
it clear that the effect was due primarily to the fact that cost
values were consistently smallest for the close configuration.

C. Error analysis

To further examine the different kinds of errors that lis-
teners made in incorrect dual-task trials, errors were classi-
fied into different error types. The same error classification
described in Experiment 1 was used, with the exception that
drop errors associated with the left and right talkers were
analyzed separately. Infrequent confusion between the left
and right talkers, and combinations of a drop error and a
left/right confusion, were pooled and classified as “other”
errors.

Table III shows the average error rates pooled across
subjects and spatial separations. The majority of errors were
of the kind “drop 1,” as was the case in Experiment 1. For
this experiment, however, a larger proportion of the “drop 1”
errors were due to an error in reporting the right talker than
the left. A smaller number of “drop 2” errors also occurred,
with most of these involving errors in reporting both key-
words from the right talker or one keyword from each talker.
A small number of “switch” errors occurred, and these were
approximately as frequent as they were in Experiment 1.

The fact that the error rates were much higher for the
right source than for the left source—reversing any right-
talker processing advantage observed in the single task—is
most likely a result of the instructions given in this experi-
ment. It seems that asking listeners to report the left talker
first encouraged them to give higher priority to the left
talker. In contrast, listeners in Experiment 1 were simply
instructed to respond to both sources and no such asymmetry
in performance was observed, presumably because attention
was allocated more equally between the left and right talkers.

To investigate which of the error types drove the
changes in performance observed with increasing spatial
separation, error rates for the most common error types were
normalized by subtracting the individual error rates at 10°
separation �Fig. 7�. Error bars have been omitted for the sake
of clarity. This figure shows that most error types increased
when spatial separation was increased, which explains the

FIG. 5. Mean percent correct scores for the different spatial separations in
Experiment 2 in both single-task �dashed and dotted lines� and dual-task
�solid lines� trials. Single-task scores are shown separately for “attend left”
and “attend right” conditions. Dual-task scores are based on trials in which
both sources were correctly reported. Results are pooled across the five
subjects and error bars indicate standard error of the mean.

FIG. 6. Performance cost associated with responding to both targets �differ-
ence in percent correct between single-task and dual-task trials�. Cost is
shown for each subject in each of the three spatial configurations.

TABLE III. Distribution of error types for incorrect trials in Experiment 2.
Results are pooled across the five subjects and the three spatial separations.

Error type % trials

Left Right
Drop 1 15.6 25.8
Drop 2 �same� 2.9 6.1
Drop 2 �different� 5.3
Switch 4.1
Drop 3 0.8
Drop 4 0.0
Other 6.0
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overall decrease in performance at these larger separations.
Interestingly, errors involving the right talker tended to be
maximal at the 90° separation, and errors involving the left
talker tended to be maximal at the 180° separation. Six re-
peated measures ANOVAs �one for each error type� were
performed, and the effect of spatial separation reached sig-
nificance only for the “drop 2 �right�” errors �F�2,8�=6.1,
p�0.05� �solid black line� and “drop 2 �different�” errors
�F�2,8�=9.8, p�0.05� �dotted black line�. This suggests that
the primary effect of spatial separation was to increase the
probability that a listener would misreport the right talker
completely or drop one keyword from each of the talkers.
Note that “switch” errors decreased with spatial separation,
consistent with spatial separation reducing confusion be-
tween elements of the two sources. Importantly, if these were
not counted as errors �i.e., if the important criterion for “cor-
rectness” was simply how many of the four keywords were
reported� the increase in dual-task cost as a function of spa-
tial separation would be enhanced.

D. Discussion

These results show that there is a substantial perfor-
mance cost associated with responding to two sentences
compared to responding to one. This cost ranged between 30
and 60 %, depending on the subject and spatial configura-
tion. This result is consistent with recent work �Gallun et al.,
submitted� showing that performing two of the same kind of
task �such as identifying two phrases simultaneously� results
in a performance cost. Importantly, a number of factors may
contribute to this cost. Not only are the attentional demands
increased in the dual-task trials, but subjects must report four

items instead of two and the memory load is increased. How-
ever, the main factor of interest in this study was not the
magnitude or origin of the cost, but the impact of spatial
configuration on the cost. It can be assumed that the memory
load and general response demands were constant across spa-
tial configurations. Furthermore, the design of the experi-
ment meant that the accuracy with which each individual
talker could be followed was constant across spatial configu-
rations. Thus, we can be reasonably confident that changes in
performance as a function of spatial separation are largely
attributable to the distribution of attention between the com-
peting talkers.

The main finding of the current experiment was that the
cost associated with divided listening was smallest when the
targets were in close spatial proximity. This finding is con-
sistent with the idea that auditory spatial attention operates
like a spotlight. As discussed in the Introduction, a spatially
restricted attentional spotlight predicts that the simultaneous
processing of two distant targets will be impaired. Several
models have been put forward to describe this effect �see
Fig. 8�. It may be that the spotlight has to be broadened to
simultaneously encompass two distant targets �the “zoom
lens” model; see Eriksen and St. James, 1986� or switched
rapidly between them, and in either case a decrease in pro-
cessing efficiency may result. Alternatively, it may be that
“multiple spotlights” of attention can be deployed �McMains
and Somers, 2004; 2005�, in which case there may be little or
no cost in performance with spatial separation. Although the
present experiments were not designed to address which of
these mechanisms might apply in the auditory system, the
error patterns give some preliminary indications. The fact

FIG. 7. Normalized error rates for incorrect dual-task trials in Experiment 2.
Normalization was carried out for each individual and each error type by
subtracting the rate for the “close” configuration. Results are pooled across
the five subjects. Error bars have been omitted for the sake of clarity, but
statistical tests are described in the text.

FIG. 8. If auditory spatial attention acts as a “spotlight” to enhance the
perception of a relevant source and exclude others, it may be advantageous
to have any sources of interest within a restricted region. Spatial separation
of two targets of interest will require either �a� a broadening of the spotlight,
�b� a strategy where attention is switched between the two sources, or �c� a
splitting of the spotlight to form multiple spotlights.
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that the majority of errors involved one source or the other
suggests that attention was focused on only one source at a
time. This is further supported by the fact that when subjects
gave one talker priority on the basis of response require-
ments �the left talker in Experiment 2�, they tended to make
many more errors on the other talker. These errors tended to
increase with spatial separation, consistent with the spotlight
being spatially restricted. On the other hand, there were also
a reasonable number of errors involving both talkers, and
their occurrence increased with spatial separation. This is
more consistent with a “broadening” of the spotlight; listen-
ers attended to both sources but with reduced processing ef-
ficiency as they stretched limited attentional resources to
cover a greater area �Eriksen and St. James, 1986�. The oc-
currence of some “switch” errors �although small in number�
at all spatial separations lends some weight to this possibility,
as including both sources within the same attentional channel
could disrupt perceptual segregation of the two sources. Im-
portantly, these patterns are also consistent with listeners em-
ploying a restricted spotlight of attention that is switched
between the sources, resulting in information being missed
from one source during instances when attention was on the
other source. A final possibility is that listeners are able to
attend to two distinct locations in space �using “multiple
spotlights”�, but that there is an overhead associated with
splitting the attentional spotlight in this way. This kind of
model has been described in vision, where subjects are able
to allocate attention to two noncontiguous zones of the visual
field simultaneously �Awh and Pashler, 2000; Müller et al.,
2003; McMains and Somers, 2004�. Furthermore, a similar
division of attention has been shown for frequency detection
in the auditory system, where listeners primed with two dif-
ferent frequencies are better able to detect probe tones occur-
ring at those frequencies and not at frequencies in between
�Macmillan and Schwartz, 1975; Scharf, 1998�.

Further experiments examining spatial configurations in
which a distracting, nontarget stimulus is located in between
two targets could tease apart whether spatial attention is split
or broadened. In experiments on visual spatial attention it is
assumed that intervening distracters degrade performance in
cases where the spotlight is broadened because they are
obligatorily attended, but not in cases where the spotlight is
effectively split �McMains and Somers, 2005�. Importantly,
however, adding intervening distractors in an auditory task
has more complex implications than it does in vision. In
particular, acoustic interactions between targets and the dis-
tractor will affect the peripheral representation of the target
stimuli in addition to influencing higher processes such as
the spatial distribution of attention. If experiments determine
that the auditory spotlight can be split, further experiments
will be required to distinguish between a sustained splitting
of attention and a rapid switching of attention between loca-
tions. This distinction is impossible to make with long
speech stimuli such as those used here, where accuracy is
based on information accumulated over tens to hundreds of
milliseconds. Experiments involving much briefer stimuli
may be required to address this issue �Miller and Bonnel,
1994�.

One final point regarding divided listening deserves con-

sideration. It was noted in Experiment 2 that error patterns
differed for the left �presumably “higher-priority”� and right
�presumably “lower-priority”� talkers. It is possible that these
differences expose different mechanisms involved in report-
ing the two sources. Errors involving the left talker were less
frequent than those involving the right talker, but increased
steadily with spatial separation. This pattern is highly con-
sistent with subjects focusing a spatial spotlight of attention
on the left source, and attempting to share it between two
locations to simultaneously process the right talker. However
errors involving the right talker peaked at the intermediate
configuration and dropped again for the far configuration. It
may be that processing of the lower-priority source depends
more on temporary storage in working memory than on the
focusing of spatial attention. The increase in errors involving
the right source peaks at 90° separation, which is the con-
figuration that �on average� required the addition of the high-
est level of noise in this experiment �see Table II�. Thus it is
possible that the addition of noise to the speech signals de-
graded the sensory trace storing the lower-priority right
talker, and/or influenced recall of the lower-priority key-
words. Future experiments will be aimed at determining the
influence of cognitive factors in multiple-talker listening, in
particular how working memory storage and recall are af-
fected by the spatial arrangement, signal-to-noise ratio, and
task-mediated prioritization of simultaneous sources.

IV. SUMMARY AND CONCLUSIONS

These experiments examined the effect of spatial sepa-
ration of two competing speech sources on the ability of
listeners to report keywords from them both. In particular,
the “spotlight” model of spatial attention was examined by
testing the hypothesis that attending to both talkers would be
more efficient if they occupied the same spatial region.

The results of Experiment 1A, which systematically ex-
amined the effect of spatial separation, show that spatial
separation modulates performance predominantly due to
changes in relative energy levels at the two ears. Importantly,
it seems that energy ratios at the ears can be independently
utilized when listening to two simultaneous talkers. When
energy variations were eliminated �Experiment 1B�, perfor-
mance was relatively stable across different spatial configu-
rations, suggesting that spatial attention may not act like a
spotlight. Experiment 2 was performed to examine whether
this lack of modulation of performance with spatial separa-
tion was the result of two opposing effects: a poorer ability
to attend to both sources working in opposition to an im-
proved separability and/or intelligibility of the competing
signals. To do this, the intelligibility of the two sources was
equalized across configurations by adding broadband mask-
ing noise and the “cost” of divided listening was measured.
Results suggest that small separations result in a smaller per-
formance cost when two talkers must be processed simulta-
neously, and are largely consistent with the spotlight model
of spatial attention.
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Correct
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Drop 1
Ready Baron go to green one now
Ready Charlie go to red two now

Drop 2
�same�

Ready Baron go to green three now
Ready Charlie go to red two now
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�different�

Ready Baron go to green one now
Ready Charlie go to red four now

Switch
Ready Baron go to blue two now
Ready Charlie go to red one now

Drop 3
Ready Baron go to green three now
Ready Charlie go to white two now

Drop 4
Ready Baron go to green three now
Ready Charlie go to white four now
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Drive pressure to stapes velocity �Vst� transfer function measurements are collected and compared
for human cadaveric temporal bones with the drive pressure alternately on the ear canal �EC� and
middle ear cavity �MEC� sides of the tympanic membrane �TM�, in order to predict the performance
of proposed middle-ear implantable acoustic hearing aids, as well as provide additional data for
examining human middle ear mechanics. The chief finding is that, in terms of the Vst response, MEC
stimulation performs at least as well as EC stimulation below 8 kHz, provided that the EC is
unplugged. Plugging the EC causes a reduced response for MEC drive below 2 kHz, due to a
corresponding reduction of the pressure difference between the two sides of the TM. Between 8 and
11 kHz, the MEC drive transfer functions feature an approximately 17 dB drop in magnitude below
the EC drive case, the cause of which remains unknown. The EC drive transfer functions reported
here feature significantly less magnitude roll-off above 1 kHz than previous studies �with a slope of
−2.3 vs −6.7 dB/octave for Aibara et al., Hear. Res. 152, 100–109 �2001��, and significantly more
phase group delay �134 vs 62 �s for Aibara et al.�. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2221414�

PACS number�s�: 43.66.Ts, 43.64.Ha, 43.64.Bt �BLM� Pages: 1517–1528

I. INTRODUCTION

The idea of implanting a hearing aid device in the
middle ear cavity �MEC� has been proposed as early as 1970,
on the basis that such an implant might in some cases im-
prove acoustic performance and/or patient acceptability over
conventional hearing aids �Goode, 1970�. In contrast to con-
ventional acoustic hearing aids, which inject sound into the
ear canal �EC�, an implanted acoustic hearing aid would in-
ject sound directly into the MEC, where it would drive the
tympanic membrane �TM� from the surface facing the
middle ear rather than the surface facing the EC. The class of
acoustic middle ear implantable hearing aids is different
from the class of middle ear implantable hearing aids that
vibrate the ossicular chain through direct mechanical contact
�Zenner et al., 1998; Hough et al., 2001; Fisch et al., 2001;
Lenarz et al., 2001; Chen et al., 2004�. The former may be
more advantageous in that they may be easier to deploy.

While a large number of published studies contain hu-
man temporal bone measurements of EC pressure �Pec� to
stapes velocity �Vst� transfer functions �Vst / Pec�, as driven
with an EC sound source �Goode et al., 1994; 1 Voss et al.,
2000; Aibara et al., 2001; Gan et al., 2001; Chien et al.,
2006�, none that the authors are aware of report transfer
functions from MEC pressure �Pmec� to stapes velocity
�Vst / Pmec�, as driven with a MEC sound source. Such mea-
surements could serve as a basis for evaluating the relative
effectiveness of injecting sound into the MEC as opposed to
the EC, to predict the performance of an implantable acous-
tic hearing aid device.

In this study, measurements of Pec, Pmec, Vst, cochlear
promontory velocity �Vpr�, and noise floor were collected on

four human cadaveric temporal bones. For most of these
quantities, separate measurements were taken on the same
preparations with sound injected into the EC and sound in-
jected into the MEC, as well as with both an intact and a
separated incudo-stapedial joint �ISJ�. Additional measure-
ments were made with MEC drive and an unplugged EC, to
better replicate the most likely operational scenario for an
implanted hearing aid. This collection of measurements al-
lows several different types of transfer function to be directly
compared between EC and MEC drive cases, for the same
bones, thus providing ample means to examine the potential
effectiveness of an implantable acoustic hearing aid.

In addition to the applicability to hearing aid research,
these measurements provide opportunities to examine the
mechanisms affecting sound transfer through the middle ear.
In conventional circuit-type models of the middle ear, the
transfer of sound through the TM and ossicular chain is im-
plied to originate with the pressure difference between the
two sides of the TM �Onchi, 1961; Zwislocki, 1962; Shaw
and Stinson, 1983; Shera and Zweig, 1991; Peake et al.,
1992; Shera and Zweig, 1992; Rosowski and Merchant,
1995; Puria and Allen, 1998�. By comparing the pressure
difference to Vst transfer functions for EC and MEC drive
cases, one can gauge the extent to which the pressure differ-
ence alone can account for the measured Vst response.

II. METHODS AND MATERIALS

A. Postmortem materials

A total of seven human temporal bones were used for
this project. Measurements were taken on only four of the
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bones, as one was used to develop the experimental proce-
dure and two were damaged during preparation. The four
bones on which measurements are reported are referred to as
E1, E2, E3, and E4. E2 was extracted from a 71 year old
white male, E3 from a 68 year old black male, and E4 from
a 76 year old black male. Age and race information for E1 is
not available. All bones were obtained from the Palo Alto VA
Hospital Pathology Department, were refrigerated after ex-
traction, and were frozen within four days.

B. Preparation of temporal bones

Each bone used in this project was initially taken from
the freezer and allowed to thaw in a refrigerator for
1–3 days before preparation. Once thawed, soft tissue was
removed from the bone and the EC was cleared of ear wax
and other debris. Next, a surgical drill was used to open the
MEC via the mastoid, exposing the stapes and round window
through the facial recess. Care was taken to preserve the
stapedial tendon, incus buttress, and any other structures af-
fecting ossicular motion. The EC was not modified in this
study, thus preserving the anatomical relationship between its
medial portion and the tympanic membrane �see also Muru-
gasu et al., 2005�. This constitutes a departure from previous
methods in which the EC was removed and replaced by a
tube perpendicular to the plane of the TM to allow visibility
of the umbo �Goode et al., 1994; Voss et al., 2000; Gan et
al., 2001; Aibara et al., 2001; Puria, 2003�.

The drilled bone was then enclosed in a layer of latex,
using two finger cots cut from an examination glove, in order
to seal in moisture. To facilitate later identification, the latex
regions covering the EC and opened MEC were marked with
permanent ink. The covered bone was then placed in a mold
with the markings facing up, and a plaster-like substance,
KERR Model Stone �www.kerlab.com�, was poured into the
mold surrounding most of the bone, but leaving the marked
regions partially exposed. Once the model stone finished
hardening, the bone was removed from the mold and the
material covering the EC and MEC was removed to allow
access.

To supply sound to the MEC, a 2.5 cm polyethylene
tube, obtained by removing the foam from an EARLINK
eartip �www.earlink.com�, was affixed to one edge of the
MEC with Durelon carboxylate dental cement
�www.3mespe.com�, such that visibility of the footplate and
round window was not impaired. During experiments, the
outer end of this tube was connected to a sound source. An
ER7-14C microphone probe tube �Etymotic Research;
www.etymotic.com� was also cemented to the wall of the
MEC, with the tip as close to the posterior stapes crus as was
practical, typically within 2–5 mm.

Excess moisture was removed from the MEC using suc-
tion and small pieces of twisted tissue paper in order to make
the surfaces suitable for applying retroreflective microbead
targets. For all bones, targets were placed on the center of the
stapes footplate, and for E2–E4 they were also applied to the
bony promontory between the round and oval windows, as
well as to the center of the round window. The opened MEC
was then sealed by building up the sides with either DAP

FunTak �www.dap.com� for E1, or modeling clay for E2–E4,
and placing a glass coverslip on top. Figure 1 shows a draw-
ing of the experimental setup superimposed upon a micro CT
cross-sectional image of a human temporal bone �not one of
the bones used in this experiment�.

C. Measurement system

All measurements were made using SYSid �www.sysid-
labs.com�, which consists of software �version 6.5� and ac-
companying hardware �an Ariel DSP-16+ board�. SYSid pro-
duces an output signal that can be used to drive a sound
source, and synchronously measures the magnitude and
phase of two input signals: one from a laser Doppler vibro-
meter �LDV� and another from a probe tube microphone in
this case.

The output of the SYSid board was connected to a power
amplifier �for E1 a Yamaha P2075, and for E2–E4 a Crown
D-75� with a gain setting of 0 dB, and the output of the
power amplifier was connected to a switcher box �for E2–
E4� capable of directing the signal to either of two identical
sound sources. The sound sources both consist of a #2955
Knowles hearing aid receiver �www.knowles.com� with a
200 � series resistor. An ER 3-04 plastic coupling nipple
�Etymotic Research� was placed on the output port of the
receiver and glued in place with epoxy. One sound source
was used to drive the EC by connecting the coupling nipple
to a foam EARLINK ear tip that was inserted into the EC,
and the other was used to drive the MEC by connecting it to
the sound delivery tube that was glued to the wall of the
MEC. For E2–E4, switching between EC and MEC drive
was a simple matter of toggling a switch. For E1, however,
because only one driver was used, it was manually moved
between the EC and MEC. The unused sound delivery tube
was then plugged.

For E2–E4, pressure measurements were made using
two ER-7c probe tube microphones �Etymotic Research�,

FIG. 1. �Color online� Diagram of the experimental setup superimposed on
a micro-CT scan of a human middle ear cross section �30.72 mm scan di-
ameter, with 15 �m in-plane and out-of-plane resolution�. Sound is injected
into either the EC or the drilled but closed MEC, and the pressure is mea-
sured on both sides of the TM using probe tube microphones. The stapes
footplate velocity is measured using a laser Doppler vibrometer �LDV�.
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one measuring pressure in the MEC and the other measuring
pressure in the EC. Using a sharp instrument, the EC probe
tube was fed through the foam of the eartip used for driving
the EC, such that its open end could measure the pressure in
the small air space between the foam plug and the TM �Fig.
1�. Due to lack of visibility, the distance between the tip of
the EC probe tube and the umbo could not be determined
directly, but is estimated to be less than 1 cm based on how
deeply the foam plug was inserted into the EC �the distance
between the probe tube and the umbo was often limited by
the natural angulation of the TM with respect to the EC�. The
two microphones were connected to another switch that was
in turn connected to one of the inputs to the SYSID board
�channel B�. For E1, because only one ER-7c microphone
was available at the time, it was manually moved between
the EC and MEC by disconnecting and reconnecting to the
appropriate probe tubes.

For E2–E4, velocity measurements were made using a
Polytec �www.polytec.com� HLV-1000 LDV attached to a
Carl Zeiss table-mounted operating microscope �www.car-
lzeiss.com� with the Polytec HLV MM2 accessory. The HLV
MM2 contains a prism and joystick that allow the laser spot
to be manipulated while being viewed through the micro-
scope. The LDV was set to the 25 �mm/s� /V range option,
the 30 kHz low-pass filter corner frequency, and the high-
pass filter turned off. The output was connected to the other
input of the SYSID board �channel A�. For E1, a Polytec
OFV302 LDV system was used instead, with the
25 �mm/s� /V range setting, 20 kHz low pass filter setting,
and the fast acquisition mode setting. A separate floor-
mounted Carl Zeiss microscope was used for aiming the la-
ser beam. The LDV controller was connected to a Yamaha
power amplifier �P2075� with a gain setting of 20 dB.

The sound stimulus for all measurements was a sine
wave swept over 175 logarithmically spaced frequency
points from 0.1 to 25 kHz, with a constant SYSID output
Voltage set to either 0.1 or 0.5 V for E1 �for EC-driven and
MEC-driven measurements, respectively�, and 0.5 V for E2–
E4. For each input frequency, a 4096 point response signal
was averaged 15 times.

D. Calibration

Probe tube microphone and LDV magnitude and phase
calibration procedures have been previously described
�Aibara et al., 2001; Puria, 2003�.

E. Measurements

For each ear, four quantities were measured:

�1� Vst—stapes footplate velocity.
�2� Pec—ear canal pressure.
�3� Pmec—middle ear cavity pressure.
�4� Vpr—velocity of the bony cochlear promontory �to esti-

mate the artifact level�.

Each of these was measured for three drive conditions:

�1� EC drive—sound delivered to the EC via a foam ear tip
inserted into the EC.

�2� MEC drive—sound delivered to the MEC, with the EC
ear tip still in place, to enable direct comparison with EC
drive under the same experimental conditions.

�3� MEC drive �no plug�—like MEC drive, but with an open
EC, to mimic the most common scenario for operation of
an implanted hearing aid.

In addition, for each drive condition, the four quantities were
measured with:

�1� An intact incudo-stapedial joint.
�2� A cut incudo-stapedial joint.

Noise floor measurements were taken for some of the vari-
ables by disconnecting the input signal but otherwise per-
forming the measurements in the normal manner. Round
window velocity measurements were also taken for E2–E4,
but those results are not presented in this paper.

Due to various factors, not all measurements are avail-
able for all ears. In some cases measurements were added to
the protocol after the first ear, and in the case of E2 the cut
ISJ data were deemed invalid because the incus and stapes
were later observed to still be touching. Table I lists which
ears contribute to the data set for each measurement.

F. Analysis

SYSid magnitude and phase measurements, in response
to tones, were loaded into MATLAB �www.mathwoks.com�,
where custom scripts were used to calculate transfer func-
tions, compute statistics, and generate plots.

Plots were generated to display un-normalized pressure
and velocity measurements as well as pressure-to-velocity
transfer functions, among others. In the case of the un-
normalized EC-driven measurements for E1, the input volt-
age was 0.1 V instead of 0.5 V, so for comparison purposes
the affected E1 magnitudes were scaled by a factor of 5.
Individual curves from E1 to E4 were plotted along with
summary statistics consisting of the mean, mean+standard
error of the mean �“SEM,” which is defined as the standard

TABLE I. Ears contributing to the data set for each measurement type.

Meas Intact ISJ Cut ISJ Noise

1. EC drive
Vst E1, E2, E3, E4 E1, E3, E4 E2, E3, E4
Pec E1, E2, E3, E4 E1, E3, E4 E2, E3, E4

Pmec E1, E2, E3, E4 E1, E3, E4 E2, E3, E4
Vpr E2, E3, E4 E3, E4 ¯

2. MEC drive, plugged ear canal
Vst E1, E2, E3, E4 E1, E3, E4 E2, E3, E4
Pec E1, E2, E3, E4 E1, E3, E4 E2, E3, E4

Pmec E1, E2, E3, E4 E1, E3, E4 E2, E3, E4
Vpr E2, E3, E4 E3, E4 ¯

3. MEC drive, open ear canal
Vst E2, E3, E4 E1, E3, E4 E2, E3, E4
Pec E2, E3, E4 E3, E4 E2, E3, E4

Pmec E2, E3, E4 E1, E3, E4 E2, E3, E4
Vpr E3, E4 E3,E4 ¯
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deviation divided by the square root of the number of mea-
surements�, and mean-SEM. Since the individual plots are
displayed on a log scale, the summary statistics were gener-
ated on a log scale and plotted so they would correctly sum-
marize the mean and spread of the individual curves as plot-
ted �Puria, 2003�.

When plotting velocity data, two scaling adjustments
were performed. First, the measured peak velocity was
scaled by 1/�2 to convert it to rms velocity. Since pressures
were calibrated using a sound level calibrator that was al-
ready set to rms units, pressures did not need to be scaled.
Second, when pointing the laser beam at the stapes footplate,
the beam was not perpendicular to the plane of the footplate.
Defining � as the angle between the normal vector of the
footplate and the incident laser beam, the velocity was scaled
by 1/cos��� in order to approximate the actual velocity in the
perpendicular direction.2 The mean � �55°� previously re-
ported for the footplate �Aibara et al., 2001� was used for all
ears for all stapes velocity measurements. The promontory
velocity, Vpr, was not adjusted for the laser angle because the
laser tended to be nearly perpendicular to the promontory
surface being measured.

In one plot, a comparison is made between current mea-
surements and a past measurement �Aibara et al., 2001�. Be-
cause the Aibara et al. velocity measurements were origi-
nally reported as peak velocities, the transfer function
magnitude was scaled by 1/�2 as described earlier.

All group delays, �, are computed as

� = −
��

��
, �1�

where �� denotes a frequency interval �in units of radians/
second� over which the phase mean appears as an approxi-
mately straight line when plotted on a linear frequency axis.
�� denotes the phase change �in units of radians�, over the
�� frequency interval, of the straight line that best fits the

phase mean over that interval.

III. RESULTS

A. Comparisons of measurements from individual
ears

Figures 2 and 3 present the drive pressure �Pdrive�, Vst,
and Vst / Pdrive for EC and MEC drive cases, respectively.
Each of the two figures is broken into six panels, labeled
�A�–�F�. The upper panels �labeled �A�–�C�� contain magni-
tudes, and the lower panels �labeled �D�–�F�� contain phases.
The first column �panels �A� and �D�� contains the magnitude
and phase of the drive-pressure �Pec in the case of EC drive,
and Pmec in the case of MEC drive�, the second column
�panels �B� and �E�� contains the magnitude and phase of the
resulting stapes velocity, and the third column �panels �C�
and �F�� contains the magnitude and phase of the Vst / Pdrive

transfer function. Curves from the four individual ears are
shown with different line styles and markers to distinguish
them from one another. Additionally, for all panels, the mean
is plotted as a thick black line as well as the mean+SEM �a
thin black line above the mean�, and the mean−SEM �a thin
black line below the mean�. The pressure and velocity noise
floor magnitude measurements are also shown, in panels �A�
and �B�, respectively, as mean and mean±SEM statistics. It
should be noted that noise floor measurements were only
taken on three of the ears �E2–E4: see Table I for a full
listing of which ears were used for the various other mea-
surements described in the following�. The pressure magni-
tude is shown in units of dB SPL, the rms velocity magni-
tude in mm/s, and the transfer function magnitude in �mm/
s�/Pascal. All phase measurements are in units of radians
normalized by �.

FIG. 2. �Color online� Measurements from four ears with sound injected into the EC, of EC pressure, Pec ��A� and �D��, stapes velocity, Vst ��B� and �E��, and
the pressure to velocity transfer functions, Vst / Pec ��C� and �F��. Panels �A�–�C� depict the magnitudes, and �D�–�F� the respective phase measurements. In
addition to the four individual measurements, mean and standard error statistics are also shown in each panel, along with the noise floor in panels �A� and �B�.
The mean pressure magnitude lies above the noise floor by more than 6 dB for all frequencies �A�, but the mean velocity falls within 6 dB of the noise above
12 kHz �B�. Consequently, the “valid range” for the mean velocity and transfer function measurements ��B�, �E�, �C�, and �F�� is considered to be 0.1–12 kHz.

1520 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 K. N. O’Connor and S. Puria: Middle ear-driven stapes velocity responses



1. EC drive „individual ears…

Referring to Fig. 2, for the EC drive case, the drive-
pressure magnitude mean �panel �A�� peaks to 128 dB SPL
at 3.1 kHz. The mean pressure magnitude is at least 19 dB
above the noise mean �at 12 kHz�, and rises as high as
107 dB above the noise �at 1.2 kHz�, averaging 81 dB above
the noise over the full frequency range.3 The magnitude and
phases of the four ears all look similar in shape, with the
exception of the phase above 12 kHz.

The velocity magnitude curves �panel �B�� exhibit some-
what more variability in level than the pressure curves, with
the maximum velocity of the mean curve reaching 4.7 mm/s
�at 1.2 kHz�. The mean velocity falls as low as −9.1 dB rela-
tive to the noise mean �at 20 kHz�, and rises as high as 94 dB
above the noise mean �at 1.4 kHz�. Using as the criterion for
validity that the velocity mean be at least 6 dB above the
noise mean, the velocity mean is valid over the 0.1–12 kHz
range, over which the mean averages 59 dB above the noise
mean.3

The transfer function magnitude �panel �C�� exhibits a
fair amount of variability across ears. Generally speaking,
the transfer functions all rise for low frequencies, peak, pro-
ceed as a relatively flat line, then fall off above 10 kHz, after
peaking in some cases. The low frequency rising slope is
6 dB/octave for the mean �based on the 0.1–0.6 kHz range�,
with the individual ears each having roughly the same slope,
in spite of their differences in level. From 1 to 8 kHz, the
mean shows a slope of −2.3 dB/octave. E3 and E4 feature a
prominent peak at 11.5 and 12.15 kHz, respectively. The
SEM over the 0.1–12 kHz valid range varies from 1.2 �at
2.2 kHz� to 7 dB �at 11.5 kHz�, with a mean of 2.6.

The low-frequency phase is similar for E1, E3, and E4
�panel �F��, and E1, E2, and E4 for high frequencies up to
12 kHz. In the 1.1–11.1 kHz region the group delays are 122
�E1�, 133 �E2�, 185 �E3�, and 97 �s �E4� with the mean
phase having a group delay of 134 �s over the same range.

The phase SEM, over the valid range, varies from 0.05 �at
1.9 kHz� to 0.45 rad/� �at 11.8 kHz�, with a mean of 0.16.

2. MEC drive „individual ears…

MEC drive pressure magnitudes �Fig. 3, panel �A�� ex-
hibit more variability than the EC drive case at low frequen-
cies. Instead of a flat low frequency slope, as seen in the EC
drive case, the mean rises with a slope of 10.1 dB/octave,
from 0.1 to 1 kHz. The maximum of the mean curve is
109 dB SPL �at 1.24 kHz�, versus the maximum of 128 dB
SPL for the EC drive mean curve. The pressure magnitude
falls off rapidly between 5 and 7.8 kHz, and peaks suddenly
around 10.3 kHz before falling again to another local mini-
mum around 13.2 kHz. The Pmec mean varies between 17.1
�at 19.5 kHz� and 97.8 dB �at 1.12 kHz� above the noise
mean, and averages 65.4 dB above the noise over the full
frequency range.

The velocity magnitude �panel �B�� begins and ends
close to the noise floor, with the mean varying from −4.4 �at
13.2 kHz� to 76.6 dB �at 1.12 kHz� relative to the noise
mean. Over the valid 0.14–11 kHz range, the velocity mean
averages 46.8 dB above the noise mean. The low frequency
slope of the mean is 17 dB/octave, over the 0.2–1 kHz
range. The magnitude falls off sharply around 5.2 kHz and
stays down except for the local peak around 10.3 kHz �cor-
responding to the peak observed in the pressure measure-
ments�.

The MEC drive transfer function magnitude �panel �C��
exhibits a rising slope of 6.2 dB/octave over the 0.2–1 kHz
range, followed by a slightly positive slope of
0.16 dB/octave over the 1–8 kHz range, and a drop of
around 24 dB from 8 kHz to the upper limit of the valid
frequency range �11 kHz�. Overall the SEM over the valid
0.14–11 kHz range varies from 1.06 �at 1.5 kHz� to 9.5 dB
�at 7.6 kHz�, with a mean of 2.9.

FIG. 3. �Color online� Measurements from four ears with sound injected into the MEC instead of the EC. MEC pressure, Pmec ��A� and �D��, stapes velocity,
Vst ��B� and �E��, and pressure to velocity transfer functions, Vst / Pmec ��C� and �F�� are shown, in the same manner described for Fig. 2. As in Fig. 2, the mean
pressure magnitude lies above the noise by more than 6 dB for the entire frequency range ��A��, but here the velocity and transfer function means are
considered valid in the 0.14–11 kHz range ��B�, �E�, �C�, and �F��.
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The MEC drive transfer function phase �panel �F�� ex-
hibits reasonable agreement across ears within the valid fre-
quency range. The group delay values in the relatively linear
1.1–7 kHz region are: 168 �E1�, 125 �E2�, 222 �E3�, and
134 �s �E4�, with the mean curve having a group delay of
162 �s. The SEM ranges from 0.044 �at 0.46 kHz� to
0.45 rad/� �at 7.2 kHz�, with mean of 0.14 over the valid
0.14–11 kHz frequency range.

B. Comparisons between intact ISJ, cut ISJ, artifact,
and scaled noise measurements

Figures 4 and 5 again feature Vst / Pdrive transfer function
statistics for EC and MEC drive cases, respectively, but this
time they are plotted alongside a number of additional
curves. Measurements of velocity artifact normalized by
drive pressure are shown, for which the artifact velocity was
measured by aiming the laser beam at retroreflective targets
placed on the cochlear promontory, a bony surface rigidly
connected to the rest of the temporal bone. This measure-
ment illustrates how a presumably rigid portion of the bone
vibrates in the presence of the stimulus, thus serving as a
useful baseline for evaluating the amount of movement ob-
served for the stapes footplate. Measurements of stapes ve-
locity in the absence of ossicular coupling are also shown,
measured after cutting the ISJ, remeasuring stapes velocity,
and normalizing by the drive-pressure. Finally, the Vst noise
floor data have also been normalized by the ordinary �intact
ISJ� drive pressure measurements �magnitude only� to give
an appropriately scaled noise reference. In Fig. 4, the Vst / Pec

mean from the Aibara et al. �2001� study, based on measure-
ments from 11 ears, is shown for purposes of comparison.
The SEM curves for the Aibara et al. data were not available
for the magnitude measurements and are not shown. One

methodological difference between these two studies is that
the Aibara et al. study used an artificial EC, whereas the
current study used the natural EC.4 With the exception of the
Aibara et al. curve, all measurements shown in Figs. 4 and 5
are statistical summaries �mean and mean±SEM� of the
available measurements from the individual ears. The normal
Vst / Pdrive case is based on four measurements, and the cut
ISJ, promontory �artifact�, and noise statistics are based on
three measurements �see Table I for details�.

1. EC drive „intact and cut ISJ, artifact, and scaled
noise…

The mean magnitude of Vst / Pec with an intact ISJ for the
current study closely matches the Aibara et al. mean up to
0.7 kHz �Fig. 4�. The Aibara et al. mean then proceeds to rise
above that of the current study and peak at a slightly higher
frequency: 0.21 �mm/s� /Pa at 1.15 kHz for Aibara et al. ver-
sus 0.14 �mm/s� /Pa at 0.92 kHz for the current mean. From
1.5 to 10 kHz the Aibara et al. mean curve has a slope of
−6.7 vs −2.3 dB/octave for the current mean over the
1–8 kHz range. The Aibara et al. phase closely resembles
the current mean phase up to around 2 kHz, above which it
becomes apparent that the Aibara et al. mean curve exhibits
a significantly smaller group delay: on the order of 62 �based
on the 2–10 kHz region� vs 134 �s �based on the
1.1–11.1 kHz region� for the current case.

The cut ISJ mean lies above the scaled noise mean by at
least 6 dB over the 0.1–9.8 kHz range, and as much as
59.5 dB �at 3 kHz�, and averages 36.1 dB above the mean
over this range. The artifact mean lies above the scaled noise
mean by at least 6 dB from 0.27 to 7.6 kHz, and as much as
49.4 dB �at 1.4 kHz�, averaging 29.1 dB above the mean
over this range. Over the shared 0.1–9.8 kHz valid range,
the current Vst / Pec �intact ISJ� mean ranges from 20.8 �at

FIG. 4. �Color online� Ear canal-driven pressure to velocity transfer func-
tions �Vx / Pec, where x is either “st” for stapes or “pr” for promontory� for
the current study with intact ossicles �1�, for the 2001 Aibara et al. study �2�,
and for the current study with a cut ISJ �3�, along with the artifact measure-
ment of the cochlear promontory velocity normalized by the drive pressure
�4�, and the velocity noise floor magnitude normalized by the drive pressure
�5�. The top panel contains the magnitude and the bottom panel the phase
measurements. As mentioned in Fig. 2, �1� is considered valid below
12 kHz. �3� and �4� are considered valid in the 0.1–9.8 and 0.27–7.6 kHz
ranges, respectively.

FIG. 5. �Color online� MEC-driven pressure to velocity transfer functions
�Vx / Pmec, where x is either “st” for stapes or “pr” for promontory�, all for the
current study, with intact ossicles �1� and a cut ISJ �2�, as well as an artifact
measurement �3�, and velocity noise normalized by the drive pressure �4�.
As mentioned in Fig. 3, �1� is considered valid in the 0.14–11 kHz range.
�2� and �3� are considered valid in the 0.25–7.6 and 0.31–7 kHz ranges,
respectively, with the frequencies immediately surrounding 10 kHz also
considered valid.
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6.2 kHz� to 53.9 dB �at 1 kHz� above the cut ISJ mean, and
averages 35.5 dB above it. Over the shared 0.27–7.6 kHz
valid range, the Vst / Pec �intact ISJ� mean ranges from 30 �at
7.4 kHz� to 63.5 dB �at 0.48 kHz� above the artifact mean,
and averages 46.6 dB above it. Finally, over the shared
0.27–7.6 kHz valid range, the cut ISJ mean lies above the
artifact mean, by at least 3.9 dB �at 2.5 kHz� and as much as
17.9 dB �at 0.37 kHz�, and averages 10.9 dB above the arti-
fact mean.

The artifact phase mean exhibits a rather high apparent
group delay of 232 �s �based on the 2–7.6 kHz range�, con-
siderably higher than that of the current Vst / Pec �intact ISJ�
mean of 134 �s �based on the 1.1–11.1 kHz range�. The cut
ISJ phase mean exhibits a group delay of 172 �s �based on
the approximately linear 1.1–9.8 kHz range�, though the in-
dividual curves �not shown� exhibit highly variable slopes,
which account for the large SEM for low and high frequen-
cies.

2. MEC drive „intact and cut ISJ, artifact, and scaled
noise…

Unlike the EC drive case in which cut ISJ and artifact
measurements are normalized by the drive pressure in the
EC, in the MEC drive case �Fig. 5� they are normalized by
the drive pressure in the MEC. The cut ISJ and artifact
means lie above the scaled noise mean by more than 6 dB
between 0.25 and 7.6 kHz, and 0.31 and 7 kHz, respectively.
The cut ISJ mean lies above the scaled noise mean by as
much as 65.2 dB �at 3.5 kHz�, and averages 36.4 dB above
it. The artifact mean lies above the scaled noise mean by as
much as 43.8 dB �at 3.5 kHz�, and averages 26.1 dB above
it. Both cut ISJ and artifact means become valid again in the
vicinity of 10 kHz, as the signal to noise ratio �SNR� im-
proves with a peak in the drive pressure �see Fig. 3�. The cut
ISJ mean lies above the artifact mean by between −4.2 �at
0.42 kHz� and 24.5 dB �at 3.7 kHz�, averaging to 12 dB
above the artifact mean over the shared valid 0.31–7 kHz
range. The Vst / Pmec �intact ISJ� mean lies above the cut ISJ
mean by between 4.4 �at 7.6 kHz� and 28.8 dB �at
0.92 kHz�, averaging 15.8 dB above the cut case mean �in
the shared 0.25–7.6 kHz valid range�, and lies above the
artifact by between 4.2 �at 0.43 kHz�, and 41.1 dB �at
0.98 kHz�, averaging 28.4 dB above the artifact mean �in the
shared 0.31–7 kHz valid range�.

C. Vst /Pdrive „EC drive, MEC drive, and MEC drive with
an open EC…

Figure 6 shows the Vst / Pdrive transfer functions for the
three drive cases �EC drive, MEC drive, and MEC drive with
an open EC�. Since the EC drive and MEC drive statistics
have already been described and shown separately �in Figs.
2–5�, the focus here is on how they differ from one another
and how they relate to the MEC drive, open EC case.

The EC and MEC drive magnitudes exhibit similar
mean low frequency slopes �6 and 6.2 dB/octave, respec-
tively�, but the MEC drive magnitude is on average 9.4 dB
lower from 0.1 to 0.7 kHz. The two curves begin to overlap
around 1.7 kHz, continuing to around 6 kHz. Above 6 kHz,

the EC drive case rises to a peak while the MEC drive case
dips 17.4 dB below the EC drive curve around 10.3 kHz.
Within the valid frequency range for MEC drive
�0.14–11 kHz, compared to 0.1–12 kHz for EC drive� the
chief differences in magnitude between EC and MEC drive
appear below around 1.5 kHz, and above 8 kHz. The MEC
drive, open EC case, valid between 0.1 and 11.5 kHz �lim-
ited by the velocity, based on measurements not shown�,
more closely resembles the EC drive case than the MEC
drive case does, up to around 6 kHz, above which it exhibits
some of the same features as the MEC drive case. The MEC
drive, open EC case mean lies slightly above the EC drive
case �by 2.6 dB on average�, with overlapping SEM, up to
around 1.8 kHz. The overall SEM for the MEC drive, open
EC case ranges from 0.2 �at 0.65 kHz� to 12.4 dB �at
7.4 kHz�, with a mean of 3.2, based on the valid
0.1–11.5 kHz frequency range.

Both MEC drive phases look similar below around
7 kHz, above which the SEM for the open EC case spreads
and the mean drops below the closed EC case. The EC drive
case is generally around � radians higher than the MEC
drive cases below 8 kHz, implying that the TM is moving
the ossicles in the opposite direction, as expected. The mean
phase group delay of the MEC drive, open EC case is 157 �s
�based on the approximately linear 1.1–11.1 kHz region�,
compared with 134 and 162 �s for the EC and MEC drive
cases, respectively. The MEC drive, open EC phase SEM
ranges from 0.01 �at 1.4 kHz� to 0.88 rad/� �at 10.3 kHz�,
with a mean of 0.21.

D. Vst normalized by the pressure difference between
the two sides of the TM

In Fig. 7, Vst for EC and MEC drive cases is normalized
by the pressure difference across the TM from the drive side
to the opposite side in each case. For the EC drive case this

FIG. 6. �Color online� Comparison of drive pressure to stapes velocity trans-
fer functions �Vst / Px, where x is either “ec” for EC, or “mec” for middle ear
cavity� for EC drive �1�, MEC drive with the ear plug still in the EC �2�, and
MEC drive with the ear plug removed from the EC �3�. As mentioned in
Figs. 2 and 3, �1� and �2� are considered valid in the 0.1–12 and
0.14–11 kHz ranges, respectively. �3� is considered valid in the
0.1–11.5 kHz range.
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corresponds to Vst / �Pec-Pmec� with Pec being the drive-
pressure, and for the MEC drive case it corresponds to
Vst / �Pmec-Pec� with Pmec being the drive-pressure. Again
only statistics are shown, based on four ears in both cases.

The mean magnitude for the EC drive case looks very
similar to that of Vst / Pec, whereas the MEC drive case
changes significantly from Vst / Pmec when normalized by the
pressure difference, to closely resemble the EC drive case
below 8 kHz. The valid frequency ranges, limited again by
the velocity measurements, are 0.1–12 kHz for EC drive and
0.14–11 kHz for MEC drive. The magnitude means show
relatively close agreement from 0.14 kHz up to around
8.5 kHz, with the MEC drive mean on average 1.4 dB higher
than the EC drive mean and the SEM of the two cases over-
lapping for the entire 0.14–8.5 kHz range. Above 8.5 kHz
the behaviors differ, with the MEC drive mean dipping
downward, and the EC drive mean rising to a peak. The
phases are roughly parallel and around � radians apart below
8 kHz.

IV. DISCUSSION

A. Comparisons to previous studies

Ear canal-driven stapes velocity transfer functions �or
the equivalent information presented in the form of stapes
displacement measurements� have been reported by several
groups, including Goode et al. �1994�, Voss et al. �2000�,
Gan et al. �2001�, Aibara et al. �2001�, and Chien et al.
�2006�. The authors are not aware of any earlier reports of
MEC-driven transfer functions.

The most notable differences observed between the cur-
rent study and previous studies concern the slope of the high-
frequency magnitude and the group delay from the phase of
the Vst / Pec transfer functions. All other studies show the
high-frequency transfer function with a significantly steeper

high-frequency magnitude roll-off than the current study, and
phase group delay of the current study tends to be somewhat
larger than that of the other studies.

Generally speaking, the mean SEM values for the cur-
rent study are around twice as high as those of the other
studies. Much of the difference observed in SEM values can
be attributed to the lower sample size for the current experi-
ment �N=4� compared to the other studies �where N ranges
from 6 to 18�. If the current standard deviation stayed the
same, but the sample size matched that of the other studies,
the SEM values would become quite comparable to �and
often better than� those of the other studies. While the
smaller sample size of the current study warrants some de-
gree of caution in interpreting the results, the authors feel
that the inter-ear variation of the current study is sufficiently
similar to that of the other studies to justify consideration of
these results.

B. Block diagram of the experimental setup

Figure 8 contains a block diagram representing the ex-
perimental setup with a few simplifying assumptions, much
of which is based on the model presented by Peake et al.
�1992� and by Shera and Zweig �1992�. Switch SW1 controls
the state of the EC: in position �A�, the EC sound source,
represented by pressure source PS1 with series impedance
ZS1, has been inserted in the EC. This is true for the EC drive
and MEC drive with plugged EC cases. In position �B�, the
EC is open �the plug is removed�, so the radiation impedance
of the EC is attached instead, represented by ZRad. This ap-
plies to the MEC drive, open EC case. The pressure in the
EC, Pec, is depicted as being the pressure across either of
these impedance blocks, and the positive terminal of Pec is
directly connected to the positive terminal of Ptm, and repre-
sents the pressure at the TM on the EC side. These connec-
tions represent one of the simplifying assumptions of the
model, namely: the pressure inside the EC is assumed to be
uniform in space. In reality, the pressure at the output of the
sound source �terminal �A� of SW1� is at a slightly different
point in space from the tip of the probe tube where Pec is
measured, and the pressure on the EC side of the TM is not
a single point at all, but could refer to the pressure at some
point anywhere over the entire surface of the TM. Consider-
ing that the typical dimensions of the EC airspace between
the sound source and the TM are fairly small, and that the
actual spacing between these points is estimated to be less
than 1 cm, spatial variation of pressure in the EC is believed
to be minimal below 8 kHz or so.

The EC pressure is shown as being the sum of the pres-
sure difference between the two sides of the TM, Ptm, and the
pressure inside the MEC, Pmec. Pmec is the pressure measured
by the MEC probe tube, and in the diagram it is equated to
the pressure at the output of the MEC sound source, repre-
sented as PS2 with series impedance ZS2, and the pressure on
the MEC side of the TM, represented as the negative termi-
nal of Ptm. As in the EC case, equating these three points is
a simplifying assumption since in reality the points are sepa-
rated in space. The MEC airspace as it is prepared in this
experiment is considerably larger overall than the enclosed

FIG. 7. �Color online� Comparison of pressure difference across the TM to
stapes velocity transfer functions for EC drive �1� and MEC drive with the
ear plug still in the EC �2�. In each case, the pressure difference is calculated
by subtracting the pressure on the opposite side of the TM from the pressure
on the side being driven. �1� and �2� are considered valid in the 0.1–12 and
0.14–11 kHz ranges, respectively.
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EC air space, but the typical separations between the TM,
probe tube, and output of the sound source tend to be on the
order of 1 cm. The pressure across the TM, Ptm, drives a
two-port block representing the tympanic membrane,
malleus, and incus. The output of the block, Pis, represents
the effective pressure that the incus exerts on the stapes due
to their mechanical connection. In the case where the incudo-
stapedial joint is separated, SW2 is in the �D� position, to
indicate that this effective termination is zero. The positive
terminal of Pis is connected to an impedance block represent-
ing the stapes and cochlea, Zsc, and the volume velocity of
the stapes footplate, Ust, is shown entering this block, where
Ust is approximately equal to Vst times the area of the stapes
footplate.

The pressure measured in the MEC, Pmec, is connected
to a two-port block representing the MEC airspace. At the
output of this block, one terminal represents the pressure at
the oval window, Pow, and the other terminal represents the
pressure at the round window, Prw. This is the one place in
the model where spatial variation of pressure is not ignored.
The pressure difference between the oval and round windows
is labeled as Pwd. A switch, SW3, is included to allow the
effects of acoustic coupling to be included �E position� or
ignored �F position�. In the E position, the total pressure
across the Zsc block, Ptotal, is the sum of Pis and Pwd, such
that Ust= �Pis+ Pwd� /Zsc. In the F position, however, the pres-
sure at the oval and round windows is forced to be equal, and
Ptotal is made to equal only the pressure due to the ossicular
chain, Pis. For cases where acoustic coupling is expected to
be small, such as at low frequencies where spatial pressure
variation is expected to be small, ignoring acoustic coupling
in the model �SW3=F� greatly simplifies the analysis, be-

cause the MEC and TMOC blocks can then be viewed by the
left-hand side of the circuit in terms of their input imped-
ances, Ztmoc and Zmec.

The acoustic coupling mode of the model �SW3=E� is
useful to account for the presence of volume velocity with
the ISJ cut �SW2=D�. Without acoustic coupling, the model
would predict zero volume velocity in this case, which is not
true, as Figs. 4 and 5 illustrate.

No mechanisms are included to account for bone con-
duction effects, and for higher frequencies spatial pressure
variation effects in the EC and MEC may become significant.

1. EC drive in terms of the block diagram

In the case of EC drive, SW1 is in the A position and the
pressure source PS1 is active while the other source PS2 is
turned off and acts like a short circuit. PS1 sets up a pressure
signal that transfers over ZS1 to set up the pressure measured
in the EC, Pec. Pec is then divided into Ptm, the pressure
across the TM, and Pmec, the pressure measured in the MEC.
Ignoring acoustic coupling �SW3=F�, Ptm causes the TM,
malleus, and incus to move, which causes the incus to exert
a force on the head of the stapes, viewed in terms of the
equivalent pressure as Pis. The only role of the MEC airspace
in this case �where SW3=F� is as part of a voltage divider in
establishing Ptm. Given equivalent input impedances Ztmoc

for the TM, ossicles, and cochlea �TMOC� without acoustic
coupling, and Zmec�ZS2 for the MEC airspace including the
MEC sound source in parallel, the relationship between the
pressure driving the TMOC block, Ptm, and Pec is then

FIG. 8. �Color online� Block diagram approximately representing the experimental setup in terms of acoustic variables, impedance and two-port blocks,
pressure sources, switches, and various interconnections, with mechanisms included for both ossicular and acoustic coupling of sound to the cochlea. Switch
SW1 controls whether the EC is plugged or open, Pec and Pmec are pressures in the EC and MEC, respectively, and Ptm is the pressure difference across the
TM from the EC to the MEC side. Ptm drives the two-port block representing the TM, malleus, and incus, which produces output Pis, the equivalent pressure
due to the incus pushing on the stapes. Pmec, in turn, drives a two-port representing the MEC, which produces output Pwd, the pressure difference between the
oval and round windows. The total pressure across the block representing the stapes and cochlea, Zsc, is composed of a part due to the ossicular chain �Pis�,
and a part due to acoustic coupling �Pwd�. Dividing the sum of the ossicular and acoustic coupling pressure components by Zsc produces the total volume
velocity of the stapes, Ust, which is approximately equal to Vst times the area of the stapes footplate. Switch SW2 controls whether the ISJ is cut or intact, and
SW3 allows the acoustic coupling contribution to either be included or ignored, thus enabling a further simplification of the model.
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Ptm

Pec
=

�Pec − Pmec�
Pec

=
Ztmoc

�Ztmoc + �Zmec��ZS2��
. �2�

Thus, if �Ztmoc�	 �Zmec�ZS2�, Eq. �2� becomes approximately
equal to 1, with Pmec becoming negligibly small and Ptm

becoming approximately equal to Pec, such that essentially
all of the pressure in the EC is used to drive the TMOC
part of the circuit. When Pmec is relatively small, the ac-
tual Pwd can also be expected to be relatively small, so the
actual acoustic coupling component is not expected to be
significant when �Ztmoc�	 �Zmec�ZS2�.

2. MEC drive with a plugged EC, in terms of the block
diagram

In this case SW1 is in the A position since the EC plug
and sound source is still inserted in the EC. PS2 is active, but
PS1 is not active and should be treated as a short circuit.
Again ignoring acoustic coupling, PS2 sets up the input pres-
sure which transfers over ZS2 to establish the pressure mea-
sured in the MEC, Pmec. This pressure is then divided be-
tween −Ptm �negative because Pmec is connected to its
negative terminal�, which drives the TMOC block, and Pec,
which is the pressure across the impedance of the EC sound
source, ZS1. Here, Ptm relates to Pmec as follows:

Ptm

Pmec
= −

�Pmec − Pec�
Pmec

= −
Ztmoc

�Ztmoc + ZS1�
. �3�

Note that, in Eq. �3�, if ZS1 is equal to or larger than Ztmoc in
magnitude and their angles are the same, then the magni-
tude of Ptm/ Pmec will be less than 0.5, indicating that the
pressure transferred to the ossicular chain is at least 6 dB
lower than the measured drive pressure.

3. MEC drive with an open EC, in terms of the block
diagram

In this case, the only difference from the MEC drive,
closed EC case is that SW1 is in the B position, indicating
that the EC is open and is represented by its radiation im-
pedance, ZRad. Ignoring acoustic coupling again, one finds
that

Ptm

Pmec
= −

�Pmec − Pec�
Pmec

= −
Ztmoc

�Ztmoc + ZRad�
. �4�

C. Analysis of EC and MEC drive differences below
8 kHz

Figure 7 shows that the differences between EC drive
and MEC drive �plugged EC� Vst / Pdrive transfer functions
essentially disappear below 8 kHz when Vst is normalized by
the pressure difference across the TM instead of by the drive
pressure. Figure 9 shows how these pressure differences
�Pec-Pmec for EC drive, or Pmec-Pec for MEC drive� relate to
the drive pressure for each of the three drive types. In the
magnitude panel, one can see that EC drive stays within
2 dB of 0 dB all the way to 11 kHz, suggesting that for EC
drive the pressure in the EC is a good indicator of the pres-
sure driving the TM and ossicles. In the case of MEC drive
with the open EC �valid in the 0.14–11.6 kHz range�, the

mean magnitude also stays quite close to 0 dB up to 4 kHz.
MEC drive with the plugged EC, however, shows a mean
drop of 10 dB or more up to 0.5 kHz, with a gradual rise
bringing it close to the other curves by 2 kHz. This indicates
that by plugging the EC, the pressure difference across the
TM is reduced, which in turn can explain the reduced re-
sponse below 2 kHz for the Vst / Pmec �plugged EC� transfer
function. The earlier observation that normalizing Vst by the
pressure difference across the TM can account for the ob-
served difference between the transfer functions �Fig. 7� is
consistent with this. The difference between the plugged
MEC drive case and the other cases below 2 kHz can be
interpreted in terms of the impedances represented in the
block diagram, as described earlier. Because the magnitude
of Ptm/ Pmec for the MEC drive, plugged EC case is smaller
than the other two cases below 2 kHz, the above-presented
equations indicate that, below 2 kHz, the magnitude of ZS1

should be larger than the magnitude of the parallel combina-
tion of Zmec and ZS2 �Eqs. �2� and �3��, and should also be
larger than the magnitude of ZRad �Eq. �4��. Clearly, having
high impedance on the opposite side of the TM can reduce
its ability to move. Above 2 kHz, the three curves generally
stay fairly close together �with the exception of 6–8 kHz and
above 11 kHz�. The Vst / Pdrive transfer functions in turn show
similarities up to 6 kHz, above which the MEC drive curves
show different behavior from the EC drive case.

D. EC and MEC drive differences above 8 kHz

The differences between MEC drive �closed canal� and
EC drive transfer functions below 8 kHz appear to be well-
explained by the difference in pressure drop across the tym-
panic membrane due to the plugged EC, indicating that, be-
low 8 kHz, the sound transfer mechanism from the TM to the
cochlea behaves the same whether the sound source is on the

FIG. 9. �Color online� Comparison of transfer functions relating the drive
pressure to the pressure difference across the TM �Px / Py, where Px is either
“Pec-Pmec” or “Pmec-Pec,” and Py is either “Pec” or “Pmec,” for EC and MEC
drive, respectively� for EC drive �1�, MEC drive with the ear plug still in the
EC �2�, and MEC drive with the ear plug removed from the EC �3�. As in
Fig. 7, the pressure differences are found by subtracting the pressure on the
opposite side of the TM from the pressure on the side being driven. �1� and
�2� are considered valid over the full frequency range, but �3� is only con-
sidered valid in the 0.14–11.6 kHz range.
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EC side or the MEC side. For higher frequencies, however, a
dip centered around 10 kHz appears in the MEC drive mea-
surements whether or not they are normalized by the pres-
sure difference �Figs. 6 and 7�, suggesting that something
else is responsible for the observed dip.

The 7–13 kHz region for MEC drive features drops and
peaks in pressure that result in only some of the velocity
readings having an adequate SNR for some frequencies �Fig.
3�. The drop, peak, and following drop of the MEC drive
pressure magnitude at 7.8, 10.3, and 12.8 kHz appear to be
the result of half, three-fourths, and full wave resonances
inside the 2.5-mm-long plastic sound delivery tube used to
drive both the EC and MEC, based on the similarity between
the tube length and the computed partial wavelengths at
those frequencies. As a result of this up and down behavior
in pressure, the velocity follows a similar pattern, such that
at the low points in pressure, the velocity SNR is low �but
still greater than 6 dB in the mean below 11 kHz�, but at the
height of the peak �10.3 kHz� the velocity SNR is sufficient
for all ears.

Referring to the 10 kHz vicinity in Figs. 6 and 7, where
the velocity SNR is not in doubt, the transfer function indi-
cates that the MEC drive measurements consistently see
around 17 dB less velocity than the EC drive measurements
on average. The magnitude drop is consistent across all ears
for MEC drive, but additional study is required to determine
the nature of this effect.

E. Group delay

The group delay, as computed from the phase of a trans-
fer function �Eq. �1��, is typically interpreted as indicating
the amount of time needed for the output signal of an input-
output system �the numerator of the transfer function� to ap-
pear once the input signal �the denominator of the transfer
function� has entered the system. In the case of the Vst / Pdrive

transfer functions �Fig. 6�, the group delay could theoreti-
cally be interpreted as the amount of time needed for the
drive pressure to travel from the microphone tip to the TM,
to be converted by the TM into mechanical motion of the
umbo, and to be transferred by the ossicular chain into mo-
tion of the stapes footplate. In the current experiment, the
mean Vst / Pdrive group delay numbers are 134, 162, and
157 �s for EC, MEC, and MEC �open EC� drive conditions,
respectively. Viewed in terms of the distance that sound
could propagate in air over that amount of time �assuming
the speed of sound in air is 34 500 cm/s�, the equivalent
distances are 4.6, 5.6, and 5.4 cm. Given that the relevant
dimensions of the temporal bone preparations used in this
study �i.e., the combined distances from the drive-side mi-
crophone tip to the TM surface, from the TM surface to the
umbo, and from the umbo to the stapes footplate� are con-
siderably smaller �see Fig. 1� than these computed distances,
it appears that the effective propagation speed from the EC to
the stapes footplate is less than the speed of sound in air. The
group delay from the Aibara et al. study, 62 �s, translates
into a propagation distance in air of 2.1 cm, which is consid-
erably less than the current study, and a group delay of
112 �s from Voss et al. translates into 3.9 cm, which is only

a little less than the current study. Ear canal pressure to ves-
tibular pressure transfer functions reported in Puria et al.
�1997� and Puria �2003�, in turn, have group delays of 98 and
117 �s, respectively, which translate to 3.4 and 4.0 cm
propagation distances in air. With the possible exception of
the Aibara et al. data, these group delay numbers appear to
suggest that some phenomena within the tympanic mem-
brane and/or ossicular chain cause an effective slowing-
down of the transferred waves.

The EC drive artifact and cut ISJ measurements �Fig. 4�
exhibit rather high group delays, 232 and 172 �s, respec-
tively, which translate into equivalent air propagation dis-
tances of 8 and 6 cm. It is unclear why the phases of these
measurements exhibit such high apparent group delays, but
they are most likely the result of a measurement artifact,
perhaps exacerbated by low signal levels, rather than an ac-
tual indication of wave propagation delay.

V. SUMMARY

Injecting sound into the MEC produces a stapes velocity
response similar to that from injecting sound into the EC,
below 8 kHz, provided that the EC is unobstructed. Block-
age of the EC reduces the response to MEC stimulation be-
low 2 kHz, due to a resulting reduction of the pressure dif-
ference between the two sides of the tympanic membrane. In
the vicinity of 10 kHz, the response to MEC stimulation ap-
pears to drop by as much as 17 dB below the EC-driven
response.

The current set of stapes velocity transfer function mea-
surements consistently exhibit less high frequency magni-
tude roll-off than earlier studies, and significantly more
phase group delay than earlier studies.
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1Goode et al. �1994� reported stapes displacement instead of stapes velocity.
2Recent measurements by Chien et al. �2006� suggest that the angle correc-
tion may not be appropriate at frequencies above 2 kHz.

3As mentioned in Sec. II, the input voltage for E1 was smaller than that of
the other ears for the EC drive case �0.1 V instead of 0.5 V�. In Fig. 2,
panels �A� and �B�, the individual pressure and velocity magnitude mea-
surements for E1 were scaled by a factor of 5 so as to enable the shapes of
the four curves to be directly compared. The original magnitude data for E1
�not shown� are therefore closer to the noise than they appear in the figure.
The signal to noise values, and the valid frequency ranges mentioned in the
text were computed using the original, i.e., unscaled, E1 magnitudes.

4Another methodological difference is that the reported magnitude mean
from the Aibara et al. �2001� study was first computed on a linear scale and
then transformed to a logarithmic scale, whereas the current means were
computed from the beginning on log-transformed data. A consequence of
this is that the mean for Aibara et al. appears on a log scale to be skewed
more toward the individual curves with higher signal levels than toward
those with lower levels.
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Auditory filters and the benefit measured from spectral
enhancement
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Algorithms designed to improve speech intelligibility for those with sensorineural hearing loss
�SNHL� by enhancing peaks in a spectrum have had limited success. Since testing of such
algorithms cannot separate the theory of the design from the implementation itself, the contribution
of each of these potentially limiting factors is not clear. Therefore, psychophysical paradigms were
used to test subjects with either normal hearing or SNHL in detection tasks using well controlled
stimuli to predict and assess the limits in performance gain from a spectrally enhancing algorithm.
A group of normal-hearing �NH� and hearing-impaired �HI� subjects listened in two experiments:
auditory filter measurements and detection of incremented harmonics in a harmonic spectrum. The
results show that NH and HI subjects have an improved ability to detect incremented harmonics
when there are spectral decrements surrounding the increment. Various decrement widths and depths
were compared against subjects’ equivalent rectangular bandwidths �ERBs�. NH subjects effectively
used the available energy cue in their auditory filters. Some HI subjects, while showing significant
improvements, underutilized the energy reduction in their auditory filters.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2221554�

PACS number�s�: 43.66.Ts, 43.66.Fe �DOS� Pages: 1529–1538

I. INTRODUCTION

Speech intelligibility has been identified as one of the
foremost problems for hearing-aid users. Although hearing
aids provide amplification to compensate for the degree of
hearing loss by normalizing loudness and improving thresh-
olds, they do not sufficiently ameliorate the distortion intro-
duced by the damaged cochlea that leads to poor spectral
resolution abilities in individuals with sensorineural hearing
loss �SNHL� �Plomp, 1978�. One of the methods proposed to
resolve this issue is spectral enhancement. It refers to the
process of selectively amplifying spectral peaks in a speech
signal while the spectral valleys or troughs are attenuated or
remain unaffected. The goal of this strategy is to effectively
improve the signal-noise ratio, leading to better intelligibil-
ity.

Numerous researchers have been studying the efficacy
of spectral enhancement strategies producing contradictory
results �Simpson et al., 1990; Baer et al., 1993; Giguère and
Smoorenburg, 1998; Franck et al., 1999; Miller et al., 1999;
Lyzenga et al., 2002; DiGiovanni et al., 2005�. Miller et al.
�1999� conducted a physiologic study using a spectral en-
hancement algorithm called contrast-enhanced frequency
shaping �CEFS�. They presented both unmodified vowels
and vowels processed using CEFS to acoustically trauma-
tized cats and studied their auditory neural responses. Results
indicated that phase-locked neural representation of vowel
formants was substantially improved with the CEFS algo-
rithm. Giguère and Smoorenburg �1998� used cochlear mod-
els to assess spectral enhancement. By simulating the exci-
tation pattern for the vowel /æ/for a normal ear and an ear

with a 50% outer hair cell loss, they found no difference in
the excitation patterns for the damaged cochlea with and
without spectral enhancement. This led them to conclude that
spectral enhancement is not a viable solution to the poor
spectral resolution caused by broadened auditory filters of
the damaged cochlea.

Again, speech perception tests using spectral enhance-
ment algorithms have yielded mixed results. Simpson et al.
�1990� tested subjects with sensorineural hearing loss on
speech-in-noise tests and found that they showed improved
results in word and sentence identification tasks. They found
an increase of 6.4% in identification of consonant-vowel-
consonant words, and an 11.4% increase for Bench-Kowal-
Bamford �BKB� sentences using spectral enhancement. Baer
et al. �1993� changed certain parameters of the same algo-
rithm and carried out further testing; their results however
did not show the significant amount of improvement shown
by Simpson et al. �1990�. The only condition in which they
were able to demonstrate a significant benefit occurred when
spectral enhancement was combined with wide dynamic
range compression. In this condition, an 0.8-dB improve-
ment in SNR was noted. A similar study by Franck et al.
�1999� found that combining spectral enhancement with dy-
namic range compression reduced the benefit of the spectral
enhancement scheme. Although they found an improvement
in vowel perception scores in the “spectral enhancement
alone” and “spectral enhancement along with single channel
compression” conditions, the final consonant perception in
noise scores worsened considerably. Additionally, the best
speech intelligibility scores were found in the unprocessed
condition �Franck et al., 1999�. More recently, Lyzenga et al.
�2002� combined a spectral expansion algorithm with a dif-
ferent algorithm that worked to decrease the effects of up-
ward spread of excitation and observed a 1-dB improvementa�Electronic mail: digiovan@ohio.edu
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in speech reception threshold �SRT�. The range of results for
these different studies includes a decrease in intelligibility to
a modest improvement.

The incongruity of the results of these studies indicates
that the theory of spectral enhancement is inherently flawed
or has been inadequately implemented. In a previous study,
DiGiovanni et al. �2005� attempted to assess the theoretical
viability of spectral enhancement. Both normal-hearing and
hearing-impaired subjects were required to detect and dis-
criminate a narrow-band peak �the approximate width of a
vowel formant� in broadband noise. Frequencies flanking the
target narrow-band signal were decremented to improve the
spectral contrast and consequently the signal-to-noise ratio.
The spectral decrements surrounding the target stimuli were
either 100 or 200 Hz wide, and their depth was either 3 or
6 dB �i.e., their intensity was reduced by 3 or 6 dB compared
to all other bands including the target band�. The test condi-
tions ranged from no decrements to a maximum decrement
6 dB deep and 200 Hz wide. Results showed that spectral
decrements significantly improved detection and discrimina-
tion of spectral peaks in noise for both normal-hearing and
hearing-impaired individuals, leading the authors to the con-
clusion that spectral enhancement is a viable premise. How-
ever, as the stimulus used was broadband noise, conclusions
regarding the effect of spectral enhancement on speech were
limited. The authors further noted that the amount of benefit
shown by hearing-impaired subjects, although significant,
was less than the benefit demonstrated by normal-hearing
subjects. They posited that the broadened auditory filters of
the damaged cochlea in individuals with sensorineural hear-
ing loss limited the amount of measured improvement,
though auditory filters were not measured in that study.

The goal of the present study was to examine the effects
of increasing spectral contrast on detectability of raised har-
monics in a broadband harmonic spectrum. A second goal
was to explore the relationship of auditory filter bandwidths
and the improvements in increment detection when spectral
enhancements are added. In the first experiment, auditory
filters were measured for all subjects. In the second experi-
ment, both normal-hearing and hearing-impaired subjects
were required to detect a narrow-band peak �approximately
the width of a vowel formant� in a harmonic spectrum with a
fundamental frequency of 50 Hz and harmonics up to and
including 5000 Hz. Spectral decrements of varying width
and intensity relative to the overall spectrum level were in-
serted into the bands flanking the peak.

II. EXPERIMENT 1: AUDITORY FILTERS WIDTHS

Individuals with sensorineural hearing loss experience
greater difficulty in speech discrimination tasks and this has,
in part, been attributed to their wider auditory filters. DiGio-
vanni et al. �2005� found that, although hearing-impaired
subjects showed a significant improvement with spectral en-
hancement, they demonstrated less benefit as compared to
normal-hearing subjects. In the present study, the auditory
filter bandwidth of hearing-impaired subjects was measured
at 2 kHz, since this frequency lies well inside the region
where second formants mostly occur. Next, listeners’ benefit

of spectral enhancement was related to their auditory filter
widths to assess the hypothesis that wider auditory filters
lead to poorer benefit from spectral enhancement. Quantita-
tive relationships between a subject’s improvement and their
auditory filter bandwidth will be made.

A. Methods

1. Subjects

Two groups of subjects participated in this study: four
individuals with normal hearing �NH group� and four indi-
viduals with sensorineural hearing loss �HI group�. Informed
consent was obtained from all subjects and they were paid
for participation.

The NH group had audiometric thresholds of 15 dB HL
or better from 0.25 to 8 kHz and a negative report of audi-
tory pathology. The HI group had mild to severe sensorineu-
ral hearing loss, with thresholds ranging from 35 to 50 dB
HL from 1.5 to 3.0 kHz. Audiograms for this second group
were measured at octave intervals, and interoctave intervals
when appropriate, from 0.25 to 8.0 kHz. Audiometric data
for the HI group are shown in Table I. Also, to be included in
the experiment, participants were required to have a rela-
tively constant threshold microstructure around the test fre-
quency, 2.0 kHz. For frequencies between 1.5 and 2.5 kHz,
thresholds were measured at 25-Hz intervals to ensure that
hearing sensitivity did not vary more than 10 dB in the re-
gion around 2.0 kHz. Thresholds measured between 1.5 and
2.5 kHz were obtained using a computer-implemented ver-
sion of Békésy discrete-frequency audiometry. Participants
pressed a button on a computer keyboard to signal “louder”
or “softer,” which raised or lowered the signal level in 1.5-
dB steps. Participants were instructed to press the louder
button if the signal was inaudible and the softer button if it
was audible. The stimulus for the Békésy audiometry task
was a 250-ms tone �with 20-ms raised cosine ramps�.
Thresholds for each frequency were based on the mean of the
last 10 of 12 reversals in stimulus level direction.

2. Stimuli

The stimuli were generated digitally at a sampling rate
of 24.414 kHz using a computer �Dell Dimension, DIM
4550�. The computer was equipped with a signal processor
�Tucker-Davis Technologies, RP2.1� 24-bit digital-to-analog
converter and, after filtering and attenuation �Tucker-Davis
Technologies, PA-5�, sounds were presented to one ear of a
listener through an earphone �Telephonics, TDH-39P�. Bands
of noise and 2-kHz pure tones were generated using the

TABLE I. Audiometric thresholds and ages of subjects in the HI group.

Subject
Age

�years�

Audiometric thresholds �kHz�

0.25 0.5 1.0 1.5 2.0 3.0 4.0 8.0

I1 66 20 25 40 45 50 45 50 65
I2 75 15 20 35 ¯ 40 ¯ 50 60
I3 78 55 45 45 ¯ 40 ¯ 55 80
I4 67 55 60 55 45 40 35 35 65
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aforementioned hardware. The stimuli were 500 ms in dura-
tion with a 500-ms interstimulus interval. The pure tone had
a raised cosine ramp of 10 ms. The noise was low-pass fil-
tered at 8.0 kHz and was generated using a Gaussian distri-
bution. The noise was fixed in level at 46 dB/Hz, which is
equivalent to an overall level of 85 dB SPL. The pure tone
varied in level depending on the subject’s response.

3. Procedure

A three-interval forced-choice procedure was used to
measure the subjects’ auditory filter bandwidths. A two-up
one-down rule was used to track 70.7% on the psychometric
function �Levitt, 1971�. Each block consisted of ten reversals
and the threshold was calculated from the final eight rever-
sals. The step size was 4 dB for the first two reversals and
decreased to 2 dB for the remainder of the block. In any
given trial, two of the intervals contained notched noise
�standard intervals� while one of the intervals contained both
the noise and a 2-kHz tone centered in the spectral gap of the
noise �target interval�. f lo and fhi defined the cutoff frequen-
cies for the high-pass and low-pass conditions, respectively.
The subjects’ task was to determine the interval containing
the tone. Correct answer feedback was given following each
response for a given trial. The subject was seated in a sound
attenuating booth. Each subject underwent a minimum of
two hours of practice before data collection began. Three
blocks were collected for a given point, or notched-noise
condition, for a total of 15 blocks per subject. The three
cutoff frequencies that were collected were derived from g
values of 0.0, 0.2, and 0.4, resulting in five points per filter
�0,0; 0.2, 0.2; 0.4, 0.4; 0.2, 0.4; 0.4, 0.2� �Glasberg and
Moore, 1990� where

g =
�f − f0�

f0
=

�f

f
. �1�

For instance, for g=0.20 and f0=2.0 kHz, f lo=1.6 kHz and
fhi=2.4 kHz.

B. Results

The auditory filters were modeled from the collected
data using Patterson et al.’s �1982� formula for curve fitting
�Roex�p ,r��:

W�g� = �1 − r��1 − pg�e−pg + r , �2�

where p determines the passband width and the rate of fall of
the skirts of the filter and r is the dynamic range limiter.

Auditory filter bandwidths were derived by fitting the
five points of data into the two-parameter Roex�p ,r� model.
Table II shows the equivalent rectangular bandwidths
�ERBs� of the modeled data along with the subject age and
group. The average ERBs were 276 and 473 Hz for the NH
and HI subjects, respectively.

C. Discussion

Auditory filter bandwidths measured in this experiment
largely agree with those established in literature. Dubno and
Dirks �1989� measured filters in nine normal-hearing sub-
jects at a spectrum level of 40 dB/Hz. At 2.0 kHz, their sub-

jects had ERBs ranging from 220 to 320 Hz. The range for
our NH subjects was 222–300 Hz. They also measured au-
ditory filters in hearing-impaired subjects. Their hearing-
impaired subjects had ERBs ranging from 400 to 1640 Hz,
whereas the ERBs for the HI subjects in this study ranged
from 356 to 648 Hz. Glasberg and Moore �1986� also mea-
sured auditory filter bandwidths in normal and hearing-
impaired ears. Their ranges were in agreement with the cur-
rent data as well as with that of Dubno and Dirks’ �1989�.

The difference between the performance of the NH and
HI groups can be attributed to a loss in frequency resolution.
Broadened auditory filters in hearing-impaired subjects is a
common finding �Glasberg and Moore, 1986; Dubno and
Dirks, 1989�. The current data also reveal that the HI sub-
jects performed worse than the NH subjects. Overall, our HI
subjects’ had an average ERB 1.7 times that of the NH sub-
jects’ ERBs.

III. EXPERIMENT 2: INCREMENT DETECTION
THRESHOLDS

DiGiovanni et al. �2005� demonstrated that spectral en-
hancement showed promise as a viable method to improve
speech intelligibility in hearing-impaired individuals. The
stimulus used in their study was broadband noise with a
100-Hz-wide narrow-band peak at 2 kHz. Spectral decre-
ments were inserted adjacent to this peak in order to provide
spectral contrast and subsequently improve the signal-to-
noise ratio. Although the study demonstrated significant im-
provement for both normal-hearing and hearing-impaired
subjects, it did not indicate whether the results could be gen-
eralized to speech stimuli as well. In this study, subjects lis-
tened in detection tasks using a broadband harmonic spec-
trum. Test conditions included various depths and widths of
spectral decrements to assess their relationship with im-
proved performance on spectral enhancement tasks, if any.
Furthermore, a second set of conditions was tested with
stimuli that differed in one respect; a three-harmonic, fixed
10-dB increment was added to the standard and target inter-
vals. These conditions were included to test the possibility
that by introducing a first formantlike fixed increment, up-
ward spread of masking may reduce the benefit of enhancing
the spectrum.

TABLE II. ERBs and ages for HI and NH subjects.

Subject
Age

�years�
ERB
�Hz�

I1 66 647.6
I2 75 449.1
I3 78 355.7
I4 67 440.6

HI Average 473.3

N1 21 222.4
N2 21 300.2
N3 24 296.7
N4 24 283.0

NH average 275.5
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A. Methods

1. Subjects

Subjects used were the same as in experiment 1.

2. Stimuli

Two sets of conditions were run, one with the standard
stimulus and another with a stimulus that had a first formant-
like increment in its frequency spectrum, called the F1
stimulus. While the standard stimulus for this experiment
was a harmonic spectrum with F0=50 Hz �band limited at
5000 Hz�, the F1 stimulus had an additional 100-Hz-wide,
10-dB increment inserted at the first formant region �i.e.,
950, 1000, and 1050 Hz�. The stimuli were 500 ms in dura-
tion with a 500-ms interstimulus interval. The target stimulus
for both sets of conditions had a 100-Hz-wide �three harmon-
ics�, narrow-band increment centered at 2 kHz. Spectral dec-
rements of varying widths were inserted adjacent to the 2
-kHz increment. The convention used to refer to these con-
ditions will be the depth �dB�/width �Hz�. For instance, a 6
-dB-deep, 200-Hz-wide decrement will be referred to as
6/200. The control condition with no decrements will be
referred to as 0/0. F1 stimuli are denoted similarly, but with
the addition of F1 in the designation �e.g., 6 /200F1�. Figure
1 shows a schematic of part of the spectrum for the 0/0 and
6/200 conditions for both the standard and the target stimuli.

3. Procedure

A three-alternative forced-choice task was used to mea-
sure the subjects’ ability to detect the narrow-band increment
in a harmonic series. A two-down one-up paradigm tracking
70.7% on the psychometric function was used �Levitt, 1971�.
The step size was 3 dB for the first two reversals and 1 dB
for the remaining reversals. A block of trials ended after the
completion of ten response reversals. The first two reversals
were discarded and threshold was the mean of the final eight
reversals. The standard harmonic spectrum was presented in
any two of three intervals in a given trial, and in the other
interval, the harmonic spectrum with the 2-kHz increment
was presented. The interval order was determined from a
uniform, random distribution. The subjects were instructed to
pick the interval that was different from the other two and
respond using the computer keyboard. Feedback was given
on a trial-by-trial basis.

Several conditions were collected: 0 /0, 6 /200, 6 /400,
9 /200, 9 /400, 6 /400F1, and 9/400F1 by varying the width
and depth of the spectral decrements surrounding the 2
-kHz increment. The order of conditions was randomized
within subjects. A minimum of three blocks per condition
were measured to calculate thresholds. More blocks were run
if the standard deviation exceeded 3 dB until the standard
deviation was below 3 dB. The number of blocks never ex-
ceeded five.

FIG. 1. Schematic representations of
the stimuli used in experiment 2.
Shown in the two left panels are the
standard stimuli for the 0/0 �upper
panel� and the 6/200 �lower panel�
conditions. Shown in the two right
panels are the target stimuli for the
0/0 �upper panel� and 6/200 �lower
panel� conditions. In this example the
target stimuli are shown with an incre-
ment of 2 dB relative to the spectrum
level of the harmonic spectrum.
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B. Results

Increment detection thresholds for both subject groups
are shown in Figs. 2 and 3. Narrow-band target thresholds
were converted from 10 log��I / I� to 10 log��I / I+1� in or-
der to demonstrate the relative difference at threshold be-
tween the signal increment and the harmonic spectrum. The
spectral enhancement conditions are thus expressed in terms
of decibel increments above the spectrum level of the har-
monic series. The spectral enhancement conditions ranged
from no enhancement �0/0� to a maximum enhancement in
the 9/400 condition. Additionally, F1 conditions �9/400F1
and 6/400F1�, which included a spectral increment of 10 dB
at 950, 1000, and 1050 Hz, were tested. Benefit as it is un-
derstood in this study is the difference between threshold in a
given enhancement condition relative to the 0/0 condition.

A repeated measures analysis of variance was performed
on the entire listener pool to measure the effects of spectral

enhancement in the standard and the F1 conditions. A sig-
nificant group interaction was found on the standard condi-
tion �F�1,6�=6.42, p�0.05�, indicating that, overall,
normal-hearing subjects had better thresholds than the
hearing-impaired group. Additionally, significant effects
of decrement depth �F�2,5�=10.66, p�0.05� and width
�F�2,5�=10.51, p�0.05� were found, indicating that greater
the depth and width of the decrements, the better the detec-
tion thresholds for both groups. No significant depth by
group �F�2,5�=1.45, p=0.318� or width by group �F�2,5�
=0.43, p=0.67� interactions were found, suggesting that
there was no differential effect of decrement depth or width
on either of the two groups. The three-way interaction
�depth�width�group� was not significant �F�4,3�=0.48,
p=0.76�. Overall, the analysis along with the data shown in
Fig. 4 suggests that both groups showed greatest benefit in
the condition with the greatest spectral decrement �9/400�.

FIG. 2. The increment detection re-
sults of the NH and HI groups for the
bidecrement conditions in experiment
2 are shown. The data are presented
after they were converted into �L �i.e.,
the difference between the centerband
spectrum level of the signal and stan-
dard intervals�. Data for the HI sub-
jects are shown in the left panel and
data for the NH subjects are shown in
the right panel. The increment thresh-
olds in dB for each subject as well as
the group average are shown with cor-
responding standard deviation bars.
The 0/0 condition is referred to as
Mono.

FIG. 3. As in Fig. 2, but now showing
results for the F1 stimuli.
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For the F1 conditions, a significant group interaction
was found �F�1,6�=14.25, p�0.05�, indicating that the
normal-hearing subjects had better thresholds than the
hearing-impaired subjects. Also, significant effects of decre-
ment depth �F�2,5�=13.46, p�0.05� and width �F�1,6�
=9.99, p�0.05� were found, indicating that wider and
deeper decrements led to better detection thresholds in the F1
conditions as well. The significant depth by group interaction
�F�2,5�=6.1, p�0.05� suggests that there was a differential
effect of decrement depth on each group. Furthermore, a sig-
nificant interaction between width and depth was found
�F�2,5�=13.46, p�0.05�, suggesting that the relative impor-
tance of the decrement width varied depending on the depth
of the decrement. The three-way interaction �depth�width
�group� was also significant �F�2,5�=6.1, p�0.05�.

These analyses show that spectral enhancement demon-
strated significant benefit for both normal-hearing and
hearing-impaired listeners. The F1 condition, which approxi-
mates a steady-state vowel more closely than the standard
stimulus, suggests that spectral enhancement could be viable
for real-life situations. The greatest amount of improvement
was seen for the most extreme 9/400 spectral enhancement
condition, and the least improvement was seen for the 6/200
condition.

C. Discussion

The findings from experiment 2 agree with the findings
from DiGiovanni et al. �2005�. In their study, one of the
experiments was similar to the standard stimulus in this
study, except that they used noise rather than a harmonic
complex. Both studies showed that the HI subjects per-
formed worse than the NH. While they suggested that there
may be a link between the measured improvement and audi-
tory filter bandwidths, auditory filters were not measured and
therefore this relationship could not be directly evaluated.
From Figs. 4 and 5 it can be seen that the current HI subjects
showed similar improvement to the NH subjects for the stan-
dard conditions and greater improvement for the F1 condi-

tions, whereas the NH group in DiGiovanni et al. �2005�
showed more improvement than the HI subjects. Overall, the
findings of their study and the current study are in agree-
ment. It is clear that both the NH and HI subjects in this
study demonstrated benefit in detection of a set of harmonics
when the spectrum was enhanced.

While both the NH and HI subjects generally demon-
strated benefit in the F1 conditions, the NH subjects did not
show nearly as much benefit as the HI subjects, as shown in
Fig. 5. On average, the HI subjects realized a 2.72-dB benefit
in the F1 conditions while the NH subjects only showed a
0.38-dB improvement. This finding is contrary to our predic-
tion. We predicted that subject performance, and conse-
quently their improvement, would be related to the analysis
band that was used, namely their auditory filter bandwidth in
equivalent rectangular bandwidth �ERB� units. Our NH sub-
jects had consistently narrower auditory filters than our HI
subjects, which led to our prediction that NH subjects would
perform better on this task as well as show greater improve-
ment.

Despite an average improvement of almost 3 dB for
both the F1 conditions, the amount of improvement varied
among the HI subjects. It is difficult to predict if this vari-
ability will carry over to a spectral-enhancement algorithm
used in a real-world environment. Another analysis was per-
formed to better understand the effect of F1 on performance.
The original analysis compared the enhanced conditions to
the 0/0 condition separately for experiments 1 and 2. How-
ever, a comparison to the 0/0 data is not required. To under-
stand the impact of F1, the three conditions �0/0, 6 /400, and
9/400� can be directly compared between the standard and
F1 data from experiment 2. To do this, the 0/0 threshold is
subtracted from the 0/0F1 threshold. This is repeated for the
6/400�F1� and the 9/400�F1� conditions. When this analysis
is done, most of the findings are as expected. That is, the
6/400 and 9/400 conditions have the same or worse thresh-
olds for both groups. This is also true for the 0/0 condition
for the HI subjects. However, the 0/0 threshold for the NH

FIG. 4. The benefit measured for each
decrement condition in experiment 2
is shown relative to the 0/0 condition.
The comparisons were made from the
�L converted data. The left panel
shows individual benefit along with
group average for the HI group and
the right panel shows the same data
for the NH group.
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group was better for all subjects in the presence of F1. The
source of this finding is uncertain for two reasons: �1� all
subjects were trained for at least 4 h prior to data collection
and �2� the presentation order was randomized. All other
findings, however, were as expected. Therefore, the finding
that HI subjects show more improvement in the F1 condi-
tions should be made with caution.

IV. GENERAL DISCUSSION

The effective power within an auditory filter may be the
significant factor in determining performance in experiment
2 �Bilger, 1978; Summers and Leek, 1994�. Similar to Sum-
mers and Leek’s �1994� ripple detection results, our HI sub-
jects performed worse than the NH subjects. Despite this, the
HI subjects showed improvement in the spectrally enhanced
conditions. Summers and Leek �1994� posited that broad-
ened auditory filters resulted in a flattened internal spectrum
leading to the reduced performance. In the current study,
auditory filter data show that the HI subjects have broader
auditory filters than the NH subjects. This might explain the
poorer overall performance of the HI group. If the overall
power within the auditory filter is the determining factor for
performance, then the relative signal-to-noise ratio or, rather,
the increment-to-spectrum ratio would decrease with increas-
ing bandwidth. Furthermore, this would explain the improve-
ment measured for both groups when spectral decrements are
inserted. Removing energy from the background spectrum
results in an increase in the relative power of the increment
to the spectrum. From this, it follows that little or no benefit
would be realized for extremely wide filter bandwidths. As
the filter widens, the effect of removing energy from part of
the spectrum becomes less significant and, ultimately, will
have a negligible impact on performance. However, since the
subject groups were not age matched, differences in perfor-
mance between groups may be partially a result of age dif-
ferences rather than auditory-filter bandwidths.

To better understand the amount of improvement related
to auditory filter bandwidths, two quantitative models were

developed. Multiple cues have been well described to ac-
count for detection of increments in broadband signals
�Formby et al., 1994�. Two of these cues are relevant to this
analysis: overall-energy and spectral-profile cues. The
overall-energy cue simply assumes that performance im-
provements can be predicted by the energy difference be-
tween the standard stimulus and target stimulus within a
band. The spectral-profile cue assumes that the listener uti-
lizes changes in the spectral profile of between the standard
and target stimulus without the contribution of the increment.
�Formby et al., 1994; Heinz and Formby, 1999�. While nei-
ther of these cues incorporate profile analysis per se, a pro-
filelike analysis could have been used by the listener to de-
tect the increment �Green, 1988�. Using these cues, two
models were developed: �1� the overall-energy model and �2�
the spectral-profile model. These models were developed to
predict the maximum possible benefit subjects could realize,
depending on the possible listening cues.

The overall-energy model assumed that the main cue for
detection was the comparison of overall energy in a given
bandwidth �i.e., the auditory filter bandwidth� between the
standard and comparison stimuli. To calculate benefit, the
standard stimulus used the 0/0 condition. The overall level
was calculated for 0 /0 and each enhancement condition
within each subject’s auditory filter bandwidth. To do this,
the number of harmonics within the auditory filter was cal-
culated. Next, the overall energy for these harmonics was
calculated considering the individual levels of the increment
harmonics �without the pedestal�, the decremented harmon-
ics in the enhancement condition, and the fixed-level har-
monics in the event the auditory filter bandwidth was wider
than the decrement width plus the increment width. In this
manner, as the auditory filter bandwidth exceeded the width
of the increment plus decrement, less benefit would be pre-
dicted. The benefit for a particular condition was the differ-
ence in energy between these two stimuli.

The spectral-profile model assumed listeners are using
the spectral differences within a band as the cue. The model

FIG. 5. As in Fig. 4, but now showing
results for the F1 stimuli.
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assumes that listeners are not incorporating the level of the
increment with the pedestal as part of the cue. Therefore, the
energy within a given bandwidth was calculated by compar-
ing the spectral differences between the standard and target
stimuli of the magnitude spectrum within the auditory filter
but outside the increment. Therefore, the number of harmon-
ics within each subject’s auditory filter was calculated. The
three increment harmonics were subtracted. The remaining
harmonics were then considered. For the standard stimulus,
the overall level within the auditory filter minus the level of
the increment was calculated by adding the levels of the
remaining harmonics. For the target stimulus, the overall
level within the auditory filter minus the level of the incre-
ment level was calculated by adding the level of the fixed-
level and decremented harmonics, the number of which de-
pended on the enhancement condition and the auditory filter
bandwidth. The predicted improvement was calculated as the
difference between the level of this band for the 0/0 condi-
tion and an enhancement condition.

The maximum achievable benefit was calculated using
the subjects’ measured auditory filter bandwidths for both
models. Using the subjects’ own bandwidths allows for the
most direct test of the model. The model predictions along
with the measured benefit are shown in Table III. Several
qualitative observations can be made. First, for both models,
greater depth always predicted more benefit. Increasing
width, however, required an analysis band that exceeded the
subjects’ ERB in order to predict greater benefit. This im-
pacted the HI subjects more due to their wider ERBs. Subject
data shown in Fig. 4 indicate that, on average, greater depths
and widths contributed to improved performance. Second,
both models predict less benefit for broader ERBs. However,
subject data did not consistently agree with this trend. HI
subjects provided a greater range of ERBs, but their perfor-
mance did not monotonically vary with their ERB. It is likely
that a greater pool of subjects, especially HI subjects having
broader ERBs, would smooth out this trend. Third, both
models overpredicted the benefit. It may be that subjects do
not make ideal use of the cues. The spectral-profile model
consistently overpredicted the data while the overall-energy
model predicted numbers within the proximity of the data.

To quantify the predictive value of each of the models,
an error analysis was performed. The error analysis involved

a calculation of the root-mean-square �rms� error, in dB, be-
tween the predicted and measured benefit. The results of this
analysis are shown in Table IV. The overall-energy model
has a modest 1.84-dB rms error for all subjects and all con-
ditions combined. The spectral-profile model, however, has
almost three times the rms error than the overall-energy
model. Furthermore, the spectral-profile model overpredicts
the measured benefit for every condition and every subject.
The error analysis for the overall-energy model was calcu-
lated for the NH and HI group means separately to assess if
the model was more accurate for one of the groups. The rms
error was 1.19 and 2.32 dB for the NH and HI groups, re-
spectively. This reveals that the overall-energy model is a
better predictor of benefit for the NH listeners than the HI
listeners. Therefore, subjects likely are using the overall en-
ergy in a particular analysis band as a partial or total cue, that
determines their performance in these listening tasks. More-
over, the model predicts the NH performance within 1.19 dB
rms error while the HI error is approximately double. It may
be that the HI listeners in this study could not utilize the
maximal benefit. However, it appears that the HI subjects
had a greater variability than the NH subjects for this model.
From Table III, subject I3 shows excellent agreement be-
tween predicted and measured improvement. I4 shows a
lesser degree of agreement, and I1 and I2 showed the least
agreement. Given this variability for HI subjects, it is pos-
sible that the auditory filter data may not be sufficient to
describe the performance benefit for all HI subjects.

This study measured auditory filters and increment de-
tection thresholds for NH and HI subjects to elaborate on a
suggested relationship between detection thresholds and au-
ditory filters as discussed in DiGiovanni et al. �2005�. DiGio-
vanni et al. �2005� measured increment detection thresholds

TABLE III. Comparison of benefit predicted by overall-energy model, spectral profile model, and the measured benefit for each subject.

I1 �648 Hz� I2 �449 Hz� I3 �356 Hz� I4 �441 Hz�

Energy
�dB�

Profile
�dB�

Measured
�dB�

Energy
�dB�

Profile
�dB�

Measured
�dB�

Energy
�dB�

Profile
�dB�

Measured
�dB�

Energy
�dB�

Profile
�dB�

Measured
�dB�

6/200 3.5 6.0 −0.04 3.2 4.4 2.59 2.9 6.0 3.17 3.5 6.0 2.62
6/400 3.5 6.0 0.51 4.2 6.0 1.60 2.9 6.0 2.62 3.5 6.0 3.48
9/200 4.9 9.0 0.69 4.4 6.3 1.11 4.0 9.0 4.30 4.9 9.0 2.54
9/400 4.9 9.0 0.82 6.0 9.0 3.85 4.0 9.0 4.37 4.9 9.0 3.77

N1 �222 Hz� N2 �300 Hz� N3 �297 Hz� N4 �283 Hz�
6/200 1.9 6.0 1.21 2.9 6.0 4.60 1.9 6.0 1.46 1.9 6.0 2.50
6/400 1.9 6.0 1.33 2.9 6.0 5.12 1.9 6.0 1.48 1.9 6.0 1.88
9/200 2.6 9.0 1.46 4.0 9.0 4.44 2.6 9.0 0.72 2.6 9.0 1.32
9/400 2.6 9.0 1.37 4.0 9.0 6.16 2.6 9.0 2.50 2.6 9.0 1.83

TABLE IV. Error analysis for predicted and measured benefit.

rms error �dB�

Energy Profile

All subjects 1.8 5.3
NH group 1.2 5.5
HI group 2.3 5.2

1536 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 J. J. DiGiovanni and P. Nair: Spectral enhancement



as well as frequency discrimination for a narrow-band incre-
ment in a broadband noise. They found that subjects im-
proved similarly in both tasks, thus both tasks were provid-
ing the same type of information. The current study limited
the measurement to increment detection thresholds largely
due to this fact as well as that the usage of a harmonic spec-
trum did not lend itself to a frequency discrimination task.

Despite the fact that at high levels an increment may
have a fairly broad excitation, literature has consistently
shown that the important aspect of neural coding an incre-
ment �or formant� in a broadband spectrum �e.g., a vowel
spectrum� is through synchrony and not neural excitation,
and even at high presentation levels that cause a broadband
excitation, the frequency specificity of synchrony was main-
tained �Sachs and Young, 1980; Horst et al., 1985�. In this
manner, if a spectral peak can be “reintroduced” into the
signal, it follows that regardless of the bandwidth of excita-
tion, synchrony will increase local to the place of the spectral
peak in a similar way that formants are coded at higher lev-
els. Therefore, an algorithm that can partially restore the
spectral representation of speech will likely improve speech
intelligibility.

V. CONCLUSIONS

Based on psychophysical, physiological, and clinical
studies, it appears that modest improvements can be
achieved by enhancing peaks in a spectrum by either selec-
tively amplifying the peak or attenuating the energy adjacent
to a peak. Based on the current data and those from literature
�as cited�, several inferences can be made: �1� deeper and
wider decrements are better, at least to 400 Hz wide and
9 dB deep; �2� auditory filter bandwidths are related to im-
provement in enhancement conditions; �3� F1 should not be
amplified significantly �Miller et al., 1999�; �4� amplification
should be focused on F2 and F3 frequency regions �Miller et
al., 1999�; �5� the effects of combined processing �e.g., spec-
tral enhancement and compression� are not well understood
�Franck et al., 1999�; and �5� since it is well known that
consonant perception is a critical factor for speech intelligi-
bility, any spectral enhancement algorithm needs to account
for consonant perception.

These experiments suggest that further research and the
development of an algorithm for spectral enhancement re-
main worthy ventures. Historical arguments suggest that
broadened auditory filters eliminate the possible benefit from
spectral enhancement. However, animal studies have shown
that spectral enhancement is effective in restoring the for-
mant representation at the neural level �Miller et al., 1999�.
DiGiovanni et al. �2005� showed promising results by testing
normal and hearing-impaired listeners in two psychophysical
studies. To further these findings using stimuli that are more
speechlike, two psychophysical experiments were performed
to test the NH and HI benefit from spectral enhancement.
These experiments included �1� auditory filter measurements
and �2� narrow-band signal detection with and without adja-
cent spectral decrements as well as with and without an
added 10-dB fixed increment to simulate the effect of a
lower formant �i.e., the F1 condition�. Even though the HI

subjects performed worse overall, they showed more im-
provement than the NH subjects for both experiments.
Therefore, we conclude that the NH and HI listeners gener-
ally benefit from spectral enhancements when discriminating
a narrow-band signal in a broadband harmonic spectrum.
Furthermore, HI subjects received more benefit from the en-
hancements, contrary to the finding of DiGiovanni et al.
�2005�. Finally, the analysis of auditory filter bandwidths
showed that the NH listeners effectively use all the energy in
their ERB, while some of the HI subjects underperform the
predictions made by the overall-energy model, suggesting
that, for these subjects, the reduced performance is not fully
accounted for by their wider ERBs. It is possible that this is
a result of the physiological limitation imposed by SNHL. In
sum, spectral enhancement remains a viable goal to make
modest improvements in the local signal-to-noise reduction
for the detection of spectral peaks.
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The spatial unmasking of speech: Evidence for better-ear
listening
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Speech reception thresholds �SRTs� were measured for target speech presented concurrently with
interfering speech �spoken by a different speaker�. In experiment 1, the target and interferer were
divided spectrally into high- and low-frequency bands and presented over headphones in three
conditions: monaural, dichotic �target and interferer to different ears�, and swapped �the
low-frequency target band and the high-frequency interferer band were presented to one ear, while
the high-frequency target band and the low-frequency interferer band were presented to the other
ear�. SRTs were highest in the monaural condition and lowest in the dichotic condition; SRTs in the
swapped condition were intermediate. In experiment 2, two new conditions were devised such that
one target band was presented in isolation to one ear while the other band was presented at the other
ear with the interferer. The pattern of SRTs observed in experiment 2 suggests that performance in
the swapped condition reflects the intelligibility of the target frequency bands at just one ear; the
auditory system appears unable to exploit advantageous target-to-interferer ratios at different ears
when segregating target speech from a competing speech interferer. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2228573�

PACS number�s�: 43.66.Rq, 43.66.Ba, 43.66.Pn �GDK� Pages: 1539–1545

I. INTRODUCTION

Listeners often experience the compelling impression
that they can pick up any of a range of voices around them
by focusing their attention on the appropriate direction
�Cherry, 1953�. This introspection is supported by the fact
that listeners achieve better recognition of concurrent voices
when these voices come from different directions. The phe-
nomenon, known as spatial unmasking, can be measured as
the improvement in the masked threshold for the detection or
identification of a target sound as a function of the angle of
separation, in the horizontal plane, between the target and an
interfering sound.

The perceived direction of a sound source in the hori-
zontal plane is largely determined by two binaural cues
�Rayleigh, 1876; 1907�. Interaural level difference �ILD� re-
fers to the difference in sound level at the two ears caused by
different distances to the source �i.e., the inverse-square law�
and, at high frequencies, by the occluding effect of the head
�i.e., head shadow�. Interaural time difference �ITD� refers to
the brief time lag in the signal at the more distant ear caused
by the finite speed of sound. ITD is the dominant cue to
sound direction �Wightman and Kistler, 1992�. These cues
also contribute to the spatial unmasking of speech
�Bronkhorst and Plomp, 1988�. However, the fact that sound
localization and spatial unmasking exploit the same cues
need not imply a common mechanism. Rather, it is thought
that the auditory system exploits ITD and ILD independently
to bring about monaural and binaural improvements in the
target-to-interferer ratio �Bronkhorst and Plomp, 1988; Cull-
ing et al., 2006; 2004; Edmonds and Culling, 2005a; Hawley
et al., 2004; Zurek, 1993�. ILD is mainly associated with
monaural gains in audibility at the ear with the better target-

to-interferer ratio, while ITD gives rise to improvements in
the audibility of a target sound through binaural interaction
�Colburn, 1977; Durlach, 1972; Jeffress, 1948; Levitt and
Rabiner, 1967; Rabiner et al., 1966�.

Zurek’s �1993� model of spatial unmasking predicts the
effect of spatial separation on speech intelligibility by calcu-
lating the target-to-interferer ratio due to head shadow and
binaural unmasking across a series of 1/3-octave frequency
bands and comparing these estimates against the articulation
index �French and Steinberg, 1947�. Here, we focus on how
Zurek’s �1993� model estimates the monaural contribution to
speech intelligibility. The total monaural estimate of the
model can be defined as either the contribution of the mon-
aural frequency bands providing the better target-to-
interferer ratios regardless of ear �which Zurek termed the
“better-bands” rule� or the contribution of the monaural fre-
quency bands at the ear providing the better overall target-
to-interferer ratio �which Zurek termed the “better-ear” rule�.
The predicted difference in speech intelligibility for the
better-bands and better-ear rules is negligible in normal lis-
tening situations, as head shadow will tend to cause one ear
to have the better target-to-interferer ratio in all frequency
bands. The model is agnostic as to whether the auditory sys-
tem employs a better-bands rule or a better-ear rule. None-
theless, the better-bands rule assumes that the human audi-
tory system is free to select monaural information
independently from frequency channel to frequency channel
across the two ears. However, the authors are unaware of any
attempts to empirically test between the predicted effects of
the better-ear and better-bands rules on speech intelligibility.

The experiments reported here compare the predictions
of the better-bands and better-ear rules by exploring the ef-
fect of splitting stimuli spectrally across the two ears using a
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paradigm similar to the one described by Edmonds and Cull-
ing �2005b�. High- and low-frequency bands of target and
interfering speech materials were presented using infinite
ILDs �i.e., each frequency band of each signal was presented
to one ear only� in order to maximize the target-to-interferer
ratio across the ears. We reasoned that if listeners really can
exploit the better-bands rule then it should be possible to
present the high- and low-frequency bands of a target utter-
ance to different ears in the presence of a concurrent inter-
ferer without observing any impact on speech intelligibility.
However, if listeners are only able to attend to the ear pro-
viding the best overall target-to-interferer ratio �i.e., they em-
ploy the better-ear rule�, then performance could be poorer in
this condition than when target and interferer are simply pre-
sented to different ears.

II. EXPERIMENT 1

A. Participants

Nine Cardiff University undergraduate students were re-
cruited and awarded course credit in return for their partici-
pation. All participants reported normal hearing and spoke
English as their first language.

B. Stimuli

Sentences from the MIT recordings of the male speaker
CW reading the Harvard Sentence Lists �IEEE, 1969� were
used as target items and sentences from the speaker DA �an-
other male speaker from MIT recordings of the Harvard sen-
tence lists� were used as interferer items. These sentence
materials were filtered into high- and low-frequency bands
using a 512-point, linear-phase, finite impulse response �FIR�
filter with very steep ��1000-dB/octave� cutoffs. High- and
low-frequency cutoffs spanned a splitting frequency, leaving
a spectral notch of 1 equivalent rectangular bandwidth
�ERB� �Moore and Glasberg, 1983�. These spectral notches
were the same as those employed by Edmonds and Culling
�2005b�: 700–802 Hz �i.e., a splitting frequency of 750 Hz�,
1411–1594 Hz �i.e., a splitting frequency of 1500 Hz�, and
2822–3287 Hz �i.e., a splitting frequency of 3000 Hz�1.
These splitting-frequency manipulations allowed the high-
and low-frequency regions of the speech materials to be pre-
sented in different interaural configurations. Three interaural
configurations of target and interferer were used: monaural,
dichotic, and swapped. In the monaural configuration the tar-
get speech and interferer were both presented to one ear. In
the dichotic configuration the high- and low-frequency bands
of a target sentence were presented to the left ear and the
high- and low-frequency bands of an interfering sentence
were presented to the right ear. Last, in the swapped configu-
ration a high-frequency target band and a low-frequency in-
terferer band were presented to the left ear while a low-
frequency target band and a high-frequency interferer band
were presented to the right ear. Thus, a total of nine condi-
tions �3 interaural configurations�3 splitting frequencies�
was used in this experiment.

C. Procedure

Stimuli were presented to the listener using a TDT AP2
array processor via a TDT psychoacoustics rig �DD1, FT6,
PA4, HB6� over Sennheiser HD 590 headphones in a single-
walled IAC sound-attenuating booth. Speech reception
thresholds �SRTs� were measured using a 1-up/1-down adap-
tive threshold method �Levitt, 1971� in which a set of ten
target sentences was presented against a fixed-level ��70-
dB� interferer sentence �a novel interfering sentence was
used for each SRT measurement�. The initial target-to-
interferer ratio was −28 dB. The first stimulus was repeated,
each time with a 4-dB-more-intense target sentence, until the
listener judged that they could understand half of the sen-
tence and attempted to transcribe it on a computer terminal.
When the listener pressed “return” at the end of their tran-
scription, the actual target sentence appeared below the lis-
tener’s transcript with five keywords in capitals. The listener
self-marked his or her identification of the five keywords. If
more than two keywords were correctly identified, the level
of the subsequent target sentence was reduced by 2 dB. Oth-
erwise it was increased by 2 dB. The mean of the last eight
target-to-interferer ratios derived in this way was taken as the
SRT.

D. Results and discussion

Figure 1 shows the mean SRTs for the listeners in ex-
periment 1. SRTs were highest �i.e., worst performance� in
the monaural condition, lowest �i.e., best performance� in the
dichotic condition, and of intermediate level in the swapped
condition. SRTs in the swapped condition appeared to vary
with splitting frequency, producing a chevron-like pattern of
SRTs �i.e., the SRTs were lower for this condition at the 750
and 3000-Hz splitting frequencies than they were when this
interaural configuration was presented with a 1500-Hz split-
ting frequency�.

A two-way repeated-measures analysis of variance was
performed on the SRTs for all nine conditions �3 interaural
configurations�3 splitting frequencies�. There was a signifi-
cant main effect of interaural configuration �F�2,16�

FIG. 1. Mean SRTs of the monaural �diamonds�, dichotic �squares�, and
swapped �circles� conditions as a function of splitting frequency �750, 1500,
and 3000 Hz�. Error bars show standard error.
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=114.71, p�0.001� and splitting frequency �F�2,16�=3.82,
p�0.05�. There were no other significant F ratios. There
was no significant interaction between interaural configura-
tion and splitting frequency �F�4,32�=21.20, p=0.088�.
Tukey posthoc comparisons of interaural configuration con-
firmed that all three conditions differed significantly from
each other �q�7, p�0.001�. Posthoc analysis of splitting
frequency revealed that only SRTs in the 1500 and 3000-
Hz conditions were significantly different �q=3.75,
p�0.05�.

If the monaural advantage described by Zurek �1993� is
due to the selection of information using the better-bands
rule �i.e., the frequency channel at either ear providing the
most favorable target-to-interferer ratio� rather than the
better-ear rule �i.e., the ear providing the best target-to-
interferer ratio over all frequency channels�, then one would
expect there to be no difference in the SRTs measured for the
dichotic and swapped conditions. However, there was a sig-
nificant difference between the SRTs of the dichotic and
swapped conditions; this result suggested that listeners ex-
ploit the better-ear rule rather than the better-bands rule.

Although there was no significant interaction between
splitting frequency and interaural configuration in this study,
we noticed a chevron-shaped pattern of SRTs in the swapped
condition, which suggests that listeners were particularly dis-
advantaged by the 1500-Hz splitting frequency in this con-
dition. The fact that performance improves when a larger
proportion of information is presented to one ear or the other
suggests that SRTs in the swapped condition were deter-
mined solely by the target information present in the fre-
quency channels at the ear providing the most information
about the target. As the 1500-Hz splitting frequency removes
target speech that is roughly in the middle of the speech
range in informational terms �Fletcher and Galt, 1950�, nei-
ther ear provides the listener with sufficient information to
achieve optimal SRTs. We decided to further investigate the
apparent effect of splitting frequency on the intelligibility of
speech in the swapped condition in a second experiment.

III. EXPERIMENT 2

This experiment explored the contribution of high- and
low-frequency speech bands to speech intelligibility. It was
conducted to confirm whether or not listeners combine any
information about the target that is presented to different ears
or whether they rely solely on the information available at
one ear. Two new conditions were designed to yield SRTs
that varied systematically with splitting frequency. One ear
was designated a “target-only” ear and received either a
high-frequency target band �high-contribution condition� or a
low-frequency target band �low-contribution condition�; the
proportion of target speech at the target-only ear in the high-
contribution and low-contribution conditions depended on
the splitting frequency. The remaining proportion of target
speech �e.g., the low-frequency band in the high-contribution
condition� was presented to the contralateral ear with the
high- and low-frequency interferer bands. We reasoned that
the intelligibility of the target speech in these conditions
should increase �i.e., yield lower SRTs� as the range of fre-

quencies available at the target-only ear increased. Conse-
quently, if the better-ear rule is employed then one would
expect the pattern of SRTs in the swapped condition to
closely match the pattern of SRTs found in one or the other
of these new conditions at different splitting frequencies. For
example, the target-to-interferer ratio at the better ear in the
swapped condition might mirror those of the low-
contribution condition when the splitting frequency is high
�i.e., 3000 Hz� and those of the high-contribution condition
when the splitting frequency is low �i.e., 750 Hz�. However,
if listeners have any ability to exploit the better-bands rule
rather than the better-ear rule, then performance in the
swapped condition should be better than that achieved for
these high-contribution and low-contribution conditions, as
more frequency bands will be available to the listener.

A. Participants

A new group of nine undergraduate students from
Cardiff University was recruited and rewarded with course
credit for their participation. Again, all participants reported
normal hearing and spoke English as their first language.

B. Stimuli

The target and interfering speech materials were again
presented as high- and low-frequency bands divided at split-
ting frequencies of 750, 1500, and 3000 Hz in three interau-
ral configurations: swapped �the left ear received a high-
frequency target band and a low-frequency interferer band;
the right ear received a low-frequency target band and a
high-frequency interferer band�, high-contribution �a high-
frequency target band was presented to the left ear; the high-
and low-frequency interferer bands and a low-frequency tar-
get band were presented to the right ear�, and low-
contribution �a low-frequency target band was presented to
the right ear; the high- and low-frequency interferer bands
and a high-frequency target band were presented to the left
ear�.

C. Results and discussion

Figure 2 shows how the swapped-condition thresholds
relate to the high-contribution and low-contribution condi-
tion SRTs. These thresholds vary systematically with increas-
ing splitting frequency in all three conditions; again, a
chevron-like pattern of SRTs was observed in the swapped
condition. When a splitting frequency of 750 Hz was em-
ployed the low-contribution condition SRTs were highest
�i.e., intelligibility was poorest�, while SRTs in the high-
contribution and the swapped conditions were lowest. When
a splitting frequency of 1500 Hz was used, SRTs in all three
conditions were intermediate and indistinguishable. When
the 3000-Hz splitting frequency was employed, SRTs in the
low-contribution and swapped conditions were lowest, while
those of the high-contribution condition were highest.

A two-way repeated measures analysis of variance was
performed on the SRTs, with two within-subjects factors �3
interaural configurations �3 splitting frequencies�. There
was a significant main effect of interaural configuration
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�F�2,16�=9.88, p�0.001� and a significant interaction be-
tween interaural configuration and splitting frequency
�F�4,32�=22.24, p�0.001�.

Tukey posthoc tests for the interaction between interau-
ral configuration and splitting frequency revealed the follow-
ing differences. For comparisons of interaural configuration
within the 750-Hz level of splitting frequency, the low-
contribution condition SRTs were significantly different from
both the high-contribution condition �q=5.7, p�0.001� and
swapped-condition �q=3.97, p�0.05� SRTs; there was no
significant difference between the SRTs of the swapped and
high-contribution conditions �p�0.05� at this splitting fre-
quency. Comparisons of interaural configuration within the
1500-Hz level of splitting frequency revealed no significant
differences between the SRTs of the three interaural configu-
rations. For comparisons of interaural configuration within
the 3000-Hz level of splitting frequency, the mean SRT of
the high-contribution condition was significantly different
from both the swapped and the low-contribution condition
SRTs �q�11.58, p�0.001�; the SRTs of the swapped and
low-contribution conditions were not significantly different
�p�0.05� at this splitting frequency.

Comparisons of splitting frequency within interaural
configuration revealed the following differences. SRTs for
the swapped condition at a splitting frequency of 3000 Hz
were significantly different from those at 1500 and 750 Hz
�q�4.3, p�0.05�. SRTs for the high-contribution condition
at a splitting frequency of 3000 Hz were significantly differ-
ent from those at 1500 and 750 Hz �q�5.8, p�0.001�. SRTs
for the low-contribution condition at all three splitting fre-
quencies were significantly different from one another �q
�4.0, p�0.05�.

The overall similarity of mean SRTs in the swapped con-
dition to those observed in the high-contribution and low-
contribution conditions at different splitting frequencies sug-
gests that the intelligibility of speech in the swapped
condition was dependent upon the frequency bands at the ear

providing the better target-to-interferer ratio. We conclude
that this effect is consistent with the better-ear rule of listen-
ing and not the better-bands rule.

It is tempting to suppose that the high thresholds ob-
served in the low-contribution condition with 750-Hz split-
ting frequency and the high-contribution condition with
3000-Hz cutoffs may reflect performance based solely on
those narrow frequency regions. However, given the re-
stricted range of frequencies available, it is quite possible
that the better ear was, in each case, the one with the inter-
fering voice and that these thresholds represent masked
thresholds based on a relatively wide frequency band.

IV. GENERAL DISCUSSION

Zurek’s �1993� model of spatial unmasking describes
how speech intelligibility is dependent on monaural and bin-
aural contributions to the target-to-interferer ratio across a
series of frequency bands. We tested, in two experiments,
whether the monaural advantage to spatial unmasking re-
flects an all-or-nothing strategy for exploiting information at
one ear or the other, or whether the auditory system is able to
take advantage of the ear with the better target-to-interferer
ratio within each frequency channel. These experiments were
designed as a simple test of the two strategies �i.e., better ear
or better bands� that Zurek �1993� described in his model. In
experiment 1, speech intelligibility was better in the dichotic
condition than in the swapped condition. This result is incon-
sistent with the better-bands rule, which would predict that
thresholds in these two conditions should be identical. Ex-
periment 2 showed that performance in the swapped condi-
tion was virtually indistinguishable from the best thresholds
observed in the high-contribution and low-contribution con-
ditions at a given splitting frequency; this suggests that
speech intelligibility in the swapped condition was depen-
dent on the target frequency channels at just one ear. Conse-
quently, we suggest, these data indicate clear support for a
better-ear interpretation of Zurek’s model. While this conclu-
sion is not particularly novel �i.e., it only confirms a predic-
tion of Zurek’s model�, it is most definitely surprising, as a
number of related studies suggest that the better-bands rule
should have prevailed.

Brungart et al. �2005�, for instance, used the Zurek’s
better-bands rule to explain some unexpected effects in their
study of precedence-based segregation �see Sec. IV C for
further details�. They manipulated the extent to which the
“echo” of a masking stimulus was delayed and found that
this manipulation brought about an improvement in the in-
telligibility of target speech heard against broadband noise at
some delays and not others. After an inspection of their
stimuli, they concluded that the addition of a delayed masker
at certain delay intervals introduced spectral notches in the
spectrum of the masker, which allowed listeners to exploit
advantages in the target-to-interferer ratio at the frequencies
of these notches. As these notches appeared in different fre-
quency regions in both ears, Brungart et al. reasoned that, in
order for listeners to take full advantage of these notches, the
auditory system might exploit information at the ear provid-
ing the most favorable target-to-interferer ratio within each

FIG. 2. Mean SRTs of the swapped �circles�, low-contribution �upright tri-
angles�, and high-contribution �inverted triangles� conditions as a function
of splitting frequency �750, 1500, and 3000 Hz�. Error bars show standard
error.
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frequency band �i.e., the better-bands rule�. A simulation of
Zurek’s �1993� model of spatial unmasking confirmed that
these gains in intelligibility, afforded by the changes in
target-to-interferer ratio at these notches, was consistent with
the increases in performance observed for these conditions. It
would be interesting to know if the better-ear rule would also
have been able to account for the changes in performance
that were observed by Brungart et al. �2005�, as the results of
the current investigation �against speech interference� sug-
gest that listeners are only able to exploit notches in the
masker spectrum at only one of the ears. Unfortunately,
Brungart et al. �2005� did not report whether this was the
case or not. Moreover, our own data were collected using
speech as an interferer, rather than the speech-shaped noise
used by Brungart et al. Below, we consider how the results
of the current dichotic listening experiments relate to other
bodies of research in the literature.

A. Band-independent processing of ITD

The idea that the auditory system is able to select and
integrate information from different frequency channels has
been successfully demonstrated binaurally �Akeroyd, 2004;
Culling and Summerfield, 1995; Edmonds and Culling,
2005b�. It is somewhat intriguing, therefore, that the results
of the current investigation suggest that the auditory system
does not employ a similar strategy for monaurally exploiting
target-to-interferer ratios. Previously, in an analogous set of
experiments to the ones described here, Edmonds and Cull-
ing �2005b� looked for evidence of across-channel process-
ing in the spatial unmasking of speech using ITD. Three
experiments were designed to test whether the segregation of
spatially separated sounds is dependent on the consistency of
ITD across different frequency bands, in particular, whether
or not the binaural gain in speech intelligibility was con-
strained to the exploitation of a single ITD across frequency.
It was found that, as long as the target and interferer had a
different ITD in each frequency channel, speech intelligibil-
ity was unaffected. As integration of ITD across frequency is
important for localizing sounds, this result suggested that
improvements in speech intelligibility for these stimuli re-
flected the benefit of binaural unmasking and that perceived
location was a relatively unimportant cue. The fact that the
monaural and binaural components of spatial unmasking dis-
play such strikingly different �i.e., better-ear vs band-
independent processing� characteristics suggests that the
mechanisms underlying the exploitation of ITD and ILD
might be separate and distinct.

B. The spectral fusion of sounds across the ears

Early work in the field of dichotic listening �e.g., Broad-
bent, 1955; Broadbent and Ladefoged, 1957; Cutting, 1976�
suggests that listeners can fuse together different spectral re-
gions of a sound source when they are presented separately
but simultaneously to opposite ears to form a single auditory
image. Broadbent and Ladefoged �1957�, for example, pre-
sented listeners with a dichotic speech stimulus in which the
first and second formants of a synthesized sentence were
simultaneously presented to different ears. They found that

as long as the two formants shared the same fundamental
frequency �F0�, listeners would describe hearing a single
voice in a single location just as they might report for an
unmodified stimulus.

While the nature of these spectral fusion experiments is
quite different from those of the current investigation, a num-
ber of parallels can be drawn. Both sets of experiments re-
quire the listener to piece together different parts of a speech
stimulus that has been spectrally divided across the ears. In
the spectral fusion experiments described above, the speech
stimulus is split at a point dividing the first and second for-
mants. Here, a specific splitting frequency divides the speech
into two halves; although this manipulation does not take
into account the formant structure of the stimuli, F0 infor-
mation is preserved. Thus, although the target speech is spec-
trally split across the two ears both frequency regions of the
target share the same F0. Consequently, one might expect
spectral fusion to occur for the swapped-target stimuli in the
current paper; if this was the case, SRTs should reflect con-
tribution of all target frequency bands and not just those at
one ear. Furthermore, predictions about the effect of spatial
cues could be based on differences between the perceived
locations of the two fused auditory images.

We can make a number of different predictions about
how listeners might have performed, in the swapped condi-
tion of the current paper, if spectral fusion of swapped
speech bands occurred. First, spectral fusion across the two
ears might cause listeners to perceive the target and interferer
as having the same location �e.g., in the center of the head�.
If this was the case, thresholds might match those observed
in the baseline condition. Second, the fused bands of target
speech might be perceived to have a slightly different loca-
tion from the interferer �e.g., both heard slightly off-center,
but in opposite hemispheres�. Third, spectral fusion across
the ears might result in the target and interferer being per-
ceived to have distinctly different locations �e.g., target at
one ear and interferer at the opposite ear�. If this was the
case, the competing voices should be easy to segregate and
thresholds should be similar to those in the dichotic condi-
tion. The data are obviously inconsistent with the first and
third scenarios, as thresholds in the swapped condition fell
somewhere in between those achieved for the baseline and
dichotic conditions. The second scenario sounds appealing,
at least until one attempts to explain the data of experiment 2
using the same scenario. Using this scenario, the target and
interferer of the high- and low-contribution conditions in ex-
periment 2 should be perceived by listeners to be well sepa-
rated �i.e., the target should be perceived to be off-center and
the interferer at the opposite ear�. This spatial separation,
however, does not provide any additional benefit to the lis-
tener; the thresholds of the high- and low-contribution con-
ditions accurately predict performance in the swapped con-
dition. This suggests that the benefit of spectral fusion
observed in “quiet” does not extend to more complex listen-
ing situations �e.g., involving the segregation of target
speech from a concurrent speech interferer�, and perhaps in-
dicates a problem with grouping2 by fundamental frequency
�F0� across the ears in the swapped condition.

The possibility that failure to group by F0 may underlie
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the pattern of results would be consistent with the findings of
Culling and Darwin �1993�. They found that correct identifi-
cation rates for pairs of simultaneous vowels with different
F0’s was largely unaffected by a manipulation in which the
F0’s of the two vowels were swapped between the first and
second formants. They thus found little evidence for across-
formant grouping by F0. Bird and Darwin �1998� later
showed that a similar manipulation of competing sentences
was ineffective at disrupting their intelligibility. These ex-
periments both attempted to disrupt performance by confus-
ing the grouping process. The present experiment may offer
a complementary form of evidence because, in this case, a
lack of across formant grouping by F0 may have impaired
listeners’ ability to perform a task in which such grouping
was needed.

C. Spatial release from informational masking

A number of studies in the spatial unmasking literature
suggest that attending to perceived location can be particu-
larly important for providing a release from informational
masking �Brungart, 2001; Brungart et al., 2001; 2005; Frey-
man et al., 2001; 2004; 1999; Kidd et al., 2005; 1994�. In-
formational masking is thought to reflect a failure to segre-
gate or a propensity to confuse sounds �especially speech
sounds�; it is thought to produce an excess of masking �i.e., a
rise in the threshold for identifying a target over and above
that attributable to energetic masking�. The impact of infor-
mational masking on the segregation of sound sources can be
avoided, however, if the listener is provided with some
means to focus their attention on the target item. Freyman et
al. �1999�, for example, demonstrated how perceived loca-
tion can help listeners focus their attention on the target ut-
terance and obtain a release from the informational masking.
In Freyman’s study, an illusory spatial separation between
target and masker �presented over spatially separated loud-
speakers� was achieved with the addition a delayed copy of
the masker �i.e., to simulate a room reflection� at the target
loudspeaker. The “echo” invoked the precedence effect
�Litovsky et al., 1999; Zurek, 1987�, which creates the illu-
sion of spatial separation while substantially disrupting the
cues for binaural unmasking. Under these circumstances, an
improvement in speech intelligibility against speech maskers
was observed but not against noise maskers; this effect was
characterized as a release from informational masking.

Previously, Edmonds and Culling �2005a; 2005b� found
little support for the idea that perceived location is important
for spatial unmasking. However, the present paper appears to
suggest that listeners could only exploit information at one
location �i.e., ear�, as listeners were foiled by the swapped
condition of experiment 1 �i.e., producing much higher
threshold than one might expect if perceived location was
not important to spatial unmasking�. Given the design of the
experiments described here, one could choose to interpret the
results of the current paper in terms of release from informa-
tional masking. The results of the swapped condition are a
prime candidate for such interpretation, as there is no ener-
getic masking in this condition �i.e., the target and interferer
are never physically mixed in a given frequency channel�.

The elevated thresholds in the swapped condition �i.e., com-
pared to those observed in the dichotic condition�, for ex-
ample, could be characterized as perceptual interference in
the segregation of the competing speech streams. Alterna-
tively, if one keeps to the low-level �i.e., nonattentional�
framework of Zurek’s �1993� model, the SRTs in the
swapped condition can be explained as the contribution of
target frequency bands at each ear to the intelligibility index.
That is, the listener simply listens to the ear providing the
better level of intelligibility.

V. CONCLUSIONS

When segregating competing voices, listeners do not
benefit from favorable target-to-interferer ratios in different
frequency bands if these bands are presented to different
ears; the SRTs observed in the current investigation appear to
have been determined solely by the quality of target infor-
mation presented to a single ear. In terms of Zurek’s �1993�
model, this result is more consistent with the better-ear rule
than the better-bands rule for monaural listening. Further in-
vestigation will be required to determine if this better-ear
mechanism is differentially sensitive to different forms of
masking, as it is unclear how grouping by fundamental fre-
quency and perceived location, for example, affect this pro-
cess.
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The ability of the parasitoid fly Ormia ochracea to distinguish
sounds in the vertical planea)
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The parasitic fly Ormia ochracea localizes its host, field crickets, by homing in on their calling song.
Previous phonotactic studies indicate that their sound localization ability in azimuth is
extraordinarily acute, but the fly’s ability to localize the elevation of sound sources has not been
tested to date. Here we show that in a freely-walking closed-loop Y-maze task elevational
performance is well above chance, but slightly below the fly’s performance in azimuth.
Immobilizing the head or the halteres �sensory organs of balance� slightly lowered elevational
discrimination, but performance was still well above chance. Because ormiine ears are thought to be
symmetric and the pure-tone models of a cricket’s call used in these experiments contained little to
no spectral bandwidth, additional studies will be needed to elucidate the underlying cues.
Nonetheless, it is clear that while walking, Ormia flies are capable of distinguishing sound sources
that differ only in elevation. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2225936�

PACS number�s�: 43.66.Qp, 43.66.Gf, 43.64.Bt, 43.64.Ha �JAS� Pages: 1546–1549

I. INTRODUCTION

Ormia ochracea is an acoustic parasitoid of field crick-
ets. Gravid female flies use calling male crickets as hosts for
larvae, finding them in the first place by listening for their
mating songs �Cade, 1975�. The azimuthal sound localization
acuity of tethered female Ormia has been demonstrated to be
two degrees when walking on a trackball �Mason et al.,
2001�, which matches both humans �Hartmann and Rakerd,
1989� and barn owls �Knudsen et al., 1979�. Such an acuity
is surprising given the 0.5 mm distance between the ears, but
can be explained through a tympanal hearing organ �Robert
et al., 1992; Lakes-Harlan and Heller, 1992� in which the
two tympana are mechanically coupled �Miles et al., 1995;
Robert et al., 1996�. To date, however, little data exist con-
cerning elevational ability. One would think that such an
ability might be well developed since flying Ormia can lo-
calize singing crickets, both in nature �Walker, 1993� and in
experimental flight rooms �Ramasauer and Robert, 2000;
Müller and Robert, 2001�. Moreover, in the frequent case
that a gravid Ormia alights near the cricket instead of land-
ing directly on it, she is confronted with the need to navigate
through a complex microterrain, a task for which elevational
discrimination might be essential. This study addresses the
elevational ability of Ormia through the use of a vertical
Y-maze in which flies freely walk towards sound sources
varying in elevation.

II. METHODS

Females were tested on both horizontal �azimuthal� and
vertical �elevational� Y-mazes for which the angle between
the branches was about 85° �Fig. 1�. The mazes were con-

structed of metal window screen mesh and suspended in the
air with dental floss and steel weights in a 0.5 m3 box lined
with sound-absorbing foam �Sonex, Illbruck Acoustic, Min-
neapolis, MN�. All three branches of both maze types were
1 cm wide, just wide enough to accommodate the leg span of
Ormia, and 9 cm long, making the total path length from the
base through the bifurcation to the speaker 18 cm. Artificial
cricket songs �4800 Hz carrier, 13 ms pulses at 45 Hz, 2 ms
rise and 5 ms fall times� were synthesized �Matlab 7.0.1, The
MathWorks, Natick, MA� by a computer �Dimension 8200,
Dell, Round Rock, TX; 2.4 GHz Pentium 4, Intel, Santa
Clara, CA; Windows XP, Microsoft, Redmond, WA� and
played �RP2.1, PA5, System 3, Tucker Davis Technologies,
Alachua, FL� from one of two miniature speakers �MDR-
ED228, Sony; PM655, Harmon Kardon� placed at the end of
each branch. The sound level was adjusted to be 80 dB SPL
�re. 20 �Pa� at the base of the Y and checked to make sure it
was free of any harmonic distortion �4134 1/2 in. condenser
microphone, 2608 measuring amplifier, 4220 pistonphone,
Brüel and Kjær, Nærum, Denmark�. Gravid flies were taken
from our laboratory colony that originated from wild flies
caught in Bradenton, Florida �Wineriter and Walker, 1990�
and allowed to acclimate to the box for 5 min before testing
began. Prior to this acclimatization period two of the five
experimental groups had either the heads or halteres immo-
bilized with wax under cold anaesthesia �5 min on ice; 5 min
recovery�. Several test trials were run in white light to show
flies that there was a path on which they could walk towards
the cricket song. For these trials the placement of the flies on
the maze was initially on the arms of the Y near the speakers
and then over the course of several trials the placement was
gradually moved back through the bifurcation towards the
base of the Y. Twenty real trials were then performed in red
light �590–838 nm, Sylvania, Danvers, MA� to quantify the
phonotactic ability of the fly. Two scoring methods were
used: a strict criterion counted as correct only those trials for

a�This work was presented in “Sound localization ability of the parasitoid fly
Ormia ochracea in the elevational plane,” International Congress of Neu-
roethology, Nyborg, Denmark, August 2004.

b�Electronic mail: bja28@cornell.edu
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which the flies went straight to the correct speaker, stepping
for no more than one body length on the wrong branch; a
more relaxed criterion counted as correct the additional trials
for which the flies initially chose the wrong branch at the
bifurcation in the Y and then, before reaching the terminus,
turned around and went toward the correct speaker. Flies that
were unresponsive to cricket song, repeatedly flew off the
maze, or showed a consistent bias towards one side were not
included in the analysis. Performance differences between
groups were quantified by a binomial ANOVA done in R �R
Foundation for Statistical Computing, Vienna, Austria�. The
null hypothesis that all groups had equal means was com-
pared to a model in which the two chiral elevational mazes
were combined but the others were left to vary, as well as
one in which all groups could vary. For both the strict and
relaxed criteria, the null hypothesis was rejected �p�1e-8�
and treating the two elevational groups separately did not
account for significantly more of the variance �p�0.4�.
Comparisons with chance were then calculated using the
combined model and omitting the intercept term, and com-
parisons between groups by including it, with the resulting p
values being reported in the next section. A small subset of
flies, not included in the analysis of performance, was vid-
eotaped using either conventional �DCR-TRV38, Sony� or
high-speed �250 fps, MotionScope HR1000, Redlake Cam-
era� cameras. Taping was not done routinely because of con-
cerns about the sound field, the limited angular resolution of
the information gained, and increased experimental difficulty
due to the flies’ tendency to hide in the many facets of the
camera if they flew off the maze.

III. RESULTS

The data presented here consist of the five following
experimental conditions: �1� an azimuthal maze �L/R�; �2�3�
two chirally nonequivalent elevational mazes, a left-handed
�D/U� and right-handed �U/D� form; �4� an elevational maze
with the fly’s head waxed to its thorax �Head�; and �5� an

elevational maze with the fly’s halteres waxed to the calypt-
ers �Haltere�. The azimuthal task was performed to compare
our current experimental paradigm with previous work �Ma-
son et al., 2001�, and the latter two conditions served to
search for potential mechanisms by which Ormia might de-
tect elevational cues. The heads were immobilized specifi-
cally because ormiine ears are located on the thorax in the
narrow cleft separating it from the head, and so even small
movements of the head could effect the sound field surround-
ing the ears. The halteres were immobilized because they
were observed to oscillate in response to auditory stimulation
in tethered walking flies �personal observation; data not
shown�, and it was desired to see if this was necessary for
successful discrimination.

Ten separate flies were used in each of the five condi-
tions �50 flies total� and 15–20 trials were run on each fly
�992 trials total�. As judged by the strict criterion, perfor-
mance was significantly above chance in all conditions �Fig.
2; p�0.00001�. While performance for the azimuthal maze
was near perfect at 99±0.6%, the average for the two eleva-
tional mazes, which were not significantly different than
each other �p�0.5�, dropped significantly compared to azi-
muthal performance to 87±1.9% �p�0.005�. Immobilizing
the head lowered elevational performance to 80±3.2%, but
not significantly �p�0.05�. Immobilizing the halteres sig-
nificantly lowered elevational performance to 76±3.5% �p
�0.01�.

In the azimuthal trials, flies typically oriented �yawed�
their body towards the sound as they ran along the base of
the Y towards the bifurcation, indicating that the location of
the sound was perceived well before a decision had to be
made. A similar change in the angular pitch of the thorax was
sometimes observed in elevational trials, although this obser-
vation was far less robust. High-speed video was used to
ascertain whether flies might rotate their bodies to convert

FIG. 1. The three mazes used in these experiments. �Left� The azimuthal
maze. �Right� The two elevational mazes. Note that elevational mazes were
not simply azimuthal mazes rotated 90°. Rather the walking surface of the
initial branch of both maze types was normal to gravity. Whereas the two
bifurcating branches for azimuthal mazes were splayed 85° in the horizontal
plane, in the elevational mazes these two branches were side-by-side when
viewed from above and spread 85° in the vertical plane. Two chiral eleva-
tional mazes were used to control for the confound between azimuth and
elevation due to the asymmetry at the bifurcation. Speakers for the eleva-
tional mazes were placed on the midline so as to minimize any azimuthal
cues.

FIG. 2. Localization performance in five experimental conditions using two
scoring methods. Results for the azimuthal maze are shown in the left bar,
and for the elevational mazes in the four bars on the right. Black indicates
the mean percentage of correct trials as judged by the strict criterion, and
grey indicates the additional trials scored as correct by the more relaxed
criterion �see Methods�. Horizontal dashed line indicates the chance level at
50%. All conditions were significantly above chance; the D/U and U/D
elevational conditions were not significantly different than each other; azi-
muthal performance was significantly above performance in the combined
D/U and U/D elevational conditions; and the Head and Haltere conditions
were on the borderline of being significantly different from the combined
D/U and U/D conditions. Ten separate flies were used in each condition with
15–20 trials for each fly. Percent correct was computed for each fly, and then
averaged across flies to get the mean and standard error bars.
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world-centered elevation into body-centered azimuth, or ro-
tate their heads relative to their thorax to induce a change in
the sound field near the tympana on the thorax. While small
rolls of the thorax were observed to naturally occur during
the normal walking gate, no pronounced or obviously inten-
tional rolls of a great magnitude were observed. Nor was the
head ever observed to make large rolls independently of the
thorax except while grooming between trials. This last obser-
vation is consistent with the results described above of only
a minimal decrement in performance when the heads were
waxed to the thorax.

When tested in each of the four elevational conditions, a
portion of the initial wrong decisions made by the fly at the
bifurcation were corrected before the terminus of the incor-
rect branch was reached. Even when these trials are scored as
correct using the more relaxed criterion, the results presented
above are similar: �a� performance is significantly above
chance for all conditions �p�0.00001�, �b� azimuthal perfor-
mance �99±0.6% � is slightly greater than elevational perfor-
mance �92±1.5%; p=0.021�, and �c� immobilizing the head
or the halteres slightly lowered elevational performance
�85±2.8%, p=0.042 and 83±3.0%, p=0.013, respectively�.
Note that points �b� and �c� are on the borderline of being
significant, having p values between 0.01 and 0.05.

IV. DISCUSSION

The data presented here show that phonotaxis towards
synthetic cricket song by freely walking flies is at perfor-
mance levels well above chance in both the elevational and
azimuthal planes. Azimuthal performance was significantly,
albeit slightly, better than elevational performance, possibly
due to a left/right asymmetry in the design of the vertical Y
mazes: whereas the flies’ tendency to rotate their bodies to-
wards the speaker naturally guided them through the bifur-
cation in the azimuthal task, the vertical mazes did not per-
mit this because they had the up and down branches to the
left and right of each other. The ability of flies to localize in
elevation at all is intriguing because ormiine ears are thought
to be symmetric and the artificial cricket song used here was
tonal. Hence neither the interaural intensity difference cues
used by barn owls due to their asymmetric ears �Kaup, 1862;
Payne, 1971; Olsen et al., 1989� nor the monaural spectral
cues used by humans for broadband noise stimuli �Angell
and Fite, 1901; Roffler and Butler, 1967� are available to
flies as elevational cues.

To investigate one possible strategy that might enable
Ormia to localize elevationally distinct sources, an experi-
mental manipulation of waxing the head to the thorax was
performed. Given that ormiine ears are in the cleft separating
the head from the thorax, head movements relative to the
thorax could affect the sound field. It has long been known
that flies move their heads during tethered visual fixation
tasks �Land, 1973; Geiger and Poggio, 1977�, and recently
head movements have also been shown to occur in free-flight
during body saccades �Schilstra and van Hateren, 1998�. The
purpose is thought to be the stabilization of gaze to minimize
visual blur and enhance object recognition. Head movements
can be stimulated by other modalities as well, including tac-

tile stimulation of the halteres �Sandeman and Markl, 1980�
and auditory stimulation �personal observation�. The latter
was observed during presentation of synthetic cricket calls
while tethered Ormia were walking on a trackball. Though
modifying the sound field through head movements could be
one strategy Ormia use to overcome the limitations of sym-
metric ears and a tonal stimulus, the data here show that they
are not necessary, as elevational performance is only slightly
degraded when such movements are prevented.

A second manipulation performed here was preventing
the movement of the halteres by waxing them to the calypt-
ers. The halteres are a pair of oscillating pendulums protrud-
ing from the thorax just posterior to the wings which are
thought to act as sensory gyroscopes to stabilize flight �Der-
ham, 1713; Fraenkel and Pringle, 1938�. Halteres also flap
when not in flight however �Fraenkel, 1939; Schneider,
1953; and personal observation in Ormia�, and it has been
hypothesized that such oscillations sense angular accelera-
tions of the surface that flies are walking or resting on
�Miller, 1977�. The data of Sandeman and Markl �1980� ad-
dress this point by showing that ablating the halteres has a
significant effect on a walking fly’s ability to compensate for
rotations of teeter-totters and turntables. The effect was so
“slight,” however, that the authors conclude that sensory in-
put from haltere oscillations are predominantly used during
flight. Because it is still essentially an open question then as
to why halteres oscillate while flies are not flying, we immo-
bilized them during a portion of our elevational trials. The
results reported here confirm that halteres are not necessary
for normal walking behavior in that the effect on discrimina-
tion performance was small. It seems likely then that the
slight decrement in performance both in our data, as well as
in Sandeman and Markl �1980�, is perhaps merely due to the
short-term effects associated with haltere immobilization or
removal �e.g., novelty of immobility, surgical trauma, cold
anaesthesia�. Were this true, one would expect performance
difficulties to be abated if more time were allotted to the
recovery period, as Fraenkel �1939� found for haltereless
flight endurance, spontaneous take off, and sensitivity to
startle.

In summary, the Y-maze data presented here show suc-
cessful phonotaxis towards sounds in the elevational plane
by freely-walking Ormia ochracea even when their head and
halteres are immobilized. Further experiments will be neces-
sary, however, to determine the underlying cues used. Open-
loop behavioral studies, head-related transfer function
�HRTF� measurements, and dichotic stimuli would in par-
ticular facilitate a direct comparison with strategies used by
other species.
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Underwater auditory localization by a swimming harbor seal
(Phoca vitulina)
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The underwater sound localization acuity of a swimming harbor seal �Phoca vitulina� was measured
in the horizontal plane at 13 different positions. The stimulus was either a double sound �two 6-
kHz pure tones lasting 0.5 s separated by an interval of 0.2 s� or a single continuous sound of 1.2 s.
Testing was conducted in a 10-m-diam underwater half circle arena with hidden loudspeakers
installed at the exterior perimeter. The animal was trained to swim along the diameter of the half
circle and to change its course towards the sound source as soon as the signal was given. The seal
indicated the sound source by touching its assumed position at the board of the half circle. The
deviation of the seals choice from the actual sound source was measured by means of video analysis.
In trials with the double sound the seal localized the sound sources with a mean deviation of 2.8°
and in trials with the single sound with a mean deviation of 4.5°. In a second experiment minimum
audible angles of the stationary animal were found to be 9.8° in front and 9.7° in the back of the
seal’s head. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2221532�

PACS number�s�: 43.66.Qp, 43.80.Lb �WWA� Pages: 1550–1557

I. INTRODUCTION

Although pinnipeds do not possess an active sonar sys-
tem like toothed whales, underwater acoustic information
might play an important role in the life of these aquatic
mammals, especially during passive listening. For example,
vocalizations are largely used for communication, particu-
larly in the context of reproduction. Male Weddell seals
�Leptonychotes weddellii� appear to use visual and acoustic
displays to claim three-dimensional underwater territories
around breathing holes �Bartsh et al., 1992�. For harp seals
�Phoca groenlandica� it is suggested that their calls serve to
promote herd formation and courtship �Serrano and Terhune,
2002; Watkins and Schevill, 1979�. In leopard seals �Hydru-
rga leptonyx�, broadcast calls are used underwater for long-
distance communication by mature females, e.g., to advertise
their sexual receptivity, and possibly by mature males while
searching for mates �Rogers et al., 1996�. As in territorial
male bearded seals �Erignathus barbatus� the characteristic
trills are significantly longer than in roamers, it is suggested
that trill duration may be a useful indicator of male quality.
Territorial male bearded seals may be successful individuals
while roaming males may be younger animals or males in
poorer condition that are unable to maintain an aquatic terri-
tory �Van Parijs et al., 2003; Cleator and Stirling, 1990�.

Male harbor seals �Phoca vitulina� produce simple ste-
reotyped roar vocalizations. The function of these vocaliza-
tions appears to be primarily advertising the presence of a
male in breeding condition, and has therefore been suggested
to be used in male-male competition and/or as a reproductive
advertisement display to attract females �Bjørgesaeter et al.,
2004; Hanggi and Schusterman, 1994; Hayes et al., 2004;
Van Parijs et al., 1999, 2000a, b�. In addition to intraspecific

communication, underwater sounds may also be important
for detecting soniferous prey. In fact, many fish species are
known to produce a variety of sounds. For example, cod
produce click sounds �Vester et al., 2004� and Atlantic her-
ring produce broadband pulses �1.7–22 kHz� lasting be-
tween 0.6 and 7.6 s �Wilson et al., 2003�, and these sounds
are well within the detection capabilities of some marine
predators. Utilization of prey sounds for hunting has been
shown for several fish species �Myrberg, 1981�, and some
cetaceans have been documented to use passive listening
during the search phase of the foraging process �Barrett-
Lennard et al., 1996; Gannon et al., 2005; Tyack and Clark,
2000�. Thus it seems plausible that foraging pinnipeds could
make use of these sounds as well. On the other hand, pinni-
peds may also acoustically detect, localize, and avoid preda-
tors such as killer whales �Deecke et al., 2002� and sharks.
Furthermore, usage of underwater sound for spatial orienta-
tion and navigation purposes in pinnipeds should be consid-
ered. As suggested by Norris �1967�, it is conceivable that
sounds emerging from abiotic sources, as for example the
sound of breakers near a shore or a reef, could be used as
acoustic landmarks while traveling along a coastline. A study
concerning under-ice navigation showed that success in lo-
cating breathing holes by a blindfolded spotted seal �Phoca
largha� was much improved by the addition of an acoustic
cue at a designated hole �82% success versus 19% without
acoustic cue� �Sonafrank et al., 1983�. For all these reasons,
the ability of seals to detect, accurately determine, and finally
attain the position of underwater sounds in the wild certainly
has a significant impact on an individual’s fitness. However,
there is a gap in our knowledge concerning sound localiza-
tion abilities as existing data cannot be simply applied to the
case of moving subjects.

It is common practice to describe the sound localization
acuity of a stationary subject in terms of the minimum au-
dible angle �MAA�, which is the smallest detectable differ-a�Author to whom correspondence should be addressed.
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ence between the azimuths of two identical sound sources
�Mills, 1958�, with smaller MAAs representing better local-
ization ability. The MAA is one half of the threshold angular
separation with the sound sources positioned symmetrically
about the subject’s midsaggital plane �Moore and Au, 1975�.
In air, the localization of sound involves mainly two types of
binaural cues: interaural time and phase differences and in-
teraural level differences �Mills, 1958; Yost, 2000�. Interau-
ral time and phase differences are suggested to dominate the
localization of low-frequency tones �below 1.5 kHz�,
whereas, due to the shadowing effect of the head, interaural
intensity differences are prevalent for the localization of
higher frequencies �above 1.5 kHz� �Mills, 1958�. The appli-
cation of aerial localization models to an underwater context
in research on humans �Feinstein, 1973; Hollien, 1973; Wells
and Ross, 1980� revealed that both cues are greatly reduced
in a liquid medium and that the 1.5-kHz crossover frequency
separating the two types of interaural differences is higher
underwater �about 6 kHz �Bovet et al., 1998; Hollien et al.,
1986�.

While auditory localization capabilities of terrestrial
mammals have been studied in many species, little work has
been done on marine mammals, especially underwater. Gen-
try �1967� determined the MAA of a California sea lion
�Zalophus californianus� and obtained 15° for a 3.5-kHz and
10° for a 6.5-kHz pure tone �63% correct response level�.
For the same species, Moore �1975� determined the MAA
using a click train signal with the peak energy of each click
at 0.9 kHz. Depending on the threshold criterion �63% and
75% correct responses�, MAAs were 6° and 9°, respectively.
In a follow-up study, Moore and Au �1975� measured the
MAA of a California sea lion as a function of frequency �
0.5 to 16 kHz in 1-oct increments�. The smallest MAA of 4°
was obtained at 1 kHz. In a Northern fur seal �Callorhinus
ursinus� Babushina and Poliakov �2004� determined an
MAA of 6.5°–7.5° for pulsed pure tone signals and 3° for
pulsed noise signals �75% correct response level�. Møhl
�1964� studied underwater sound localization in the harbor
seal �Phoca vitulina� and reported an MAA of 3.1° for a 2-
kHz pure tone signal at a 75% correct response level. How-
ever, using a click train, Terhune �1974� obtained a MAA for
the same species of 9° �±4° �. Presented with a 10-kHz pure
tone, the sound localization of the animal tested by Terhune
�1974� was very poor.

However, all studies on sound localization of pinnipeds
were conducted with stationary animals, while in the wild
the above-mentioned application scenarios such as acousti-
cally guided localization of conspecifics or auditory detec-
tion of prey certainly occur mainly while seals are swim-
ming. Furthermore, up to now tests on sound localization
were confined to signals in the frontal portion of the horizon-
tal plane. No study on pinnipeds has yet explored sound
localization at posterior and lateral directions in the horizon-
tal plane. Therefore, the main objective of the present study
was to determine the acuity of sound localization of a harbor
seal in the horizontal plane at anterior, posterior, and lateral
positions while the animal was swimming a straight course
�experiment I�. Additionally, underwater MAAs for sounds

presented in front �defined as “frontal MAA”� as well as in
the back of the head �defined as “backward MAA”� of the
stationary test animal �experiment II� were determined as a
baseline.

II. MATERIALS AND METHODS

A. Subject

The experimental animal �Bill� was a 7-year-old male
harbor seal. The subject was kept with seven other seals at
our marine mammal research lab, Zoo Cologne �Germany�,
since 2001. It previously served as a subject in studies on
olfaction �Kowalewsky et al., 2006� and vision �Weiffen et
al., 2006�. In the present study, the animal received approxi-
mately 80%–90% of its daily diet �3–4 kg of mixed herring
and sprat� during experimental sessions. Tests were carried
out once per day, on 5 to 6 days per week.

B. Experimental setup

In experiment I, the underwater auditory localization
acuity in the swimming seal was determined. Testing was
conducted in a 10-m-diam horizontal half circle arena �Fig.
1�. The half circle consisted mainly of a black polyethylene
board �25 cm high, 8 mm thick� installed 80 cm below the
water surface on stainless steel feet fixed to the ground of the
pool. Every 5° of the board’s horizontal mid-line, small holes
�2.5 cm in diameter� were drilled. A continuous ribbon of
waterproof adhesive tape �5 cm wide� occluded all holes
along the entire inner side of the board. At the upper edge of
the board, 200 identical yellow marks indicated single degree
steps �1° =8.7 cm� of the half circle.

Six speakers �JSN 12 Neodymium Dome Tweeter� cov-
ered by a thin layer of silicone were used as signal transduc-
ers. They were installed at the outer side of the half circle,
each behind one of the holes of the board. The transducers
and their respective electric cables were hidden in a black
tarpaulin at the outer side of the board in order to exclude
any visual cues.

A stainless construction exactly following the underwa-
ter half circle was mounted 1.5 m above the upper edge of

FIG. 1. Experimental setup used to test the underwater auditory localization
of a swimming harbor seal.
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the board �Fig. 1�. Six small cameras �Conrad, 40�40
�27 mm3, 20 g, 12 V, 291 000 pixels� were attached to the
flat bar of the stainless construction, each of them above one
of the six transducers. Each camera was housed in a PVC
cup and covered an angle of 10° �87 cm� on both sides of the
respective speaker. In order to exclude any association be-
tween camera position and sound source, 20 camera dum-
mies, consisting of identical but empty PVC cups, were
mounted together with the real camera housings uniformly
distributed along the flat bar construction. This experimental
setup allowed transducers and cameras to be mounted at any
place between 0° and 180°, with 0° located in front of the
subject’s midline and 90° to the left of the subject’s midline.
The positions of transducers, cameras, and dummies were
manually changed between experimental sessions.

Cameras and transducers were connected via cables to a
selector switch and then to a computer. The computer-
generated signal was routed to the selector switch that al-
lowed one of the six connected speakers and its related cam-
era to be manually selected by the experimenter. During data
collection, a monitor showing the picture of the selected
camera allowed the experimenter to observe and judge the
animal’s response. Additionally, video records of the experi-
mental sessions were analyzed offline frame by frame. All
electronic instruments �computer, monitor, keyboard, re-
corder, and speaker/camera selector� were housed in a water-
proof cupboard �0.9�0.7�0.4 m3� placed at the edge of the
pool. During tests the experimenter was concealed by the
open doors of the cupboard so that unintentional cuing was
excluded.

At the edge of the experimental pool, right in front of
the cupboard housing the electronics, a start station for the
seal, consisting of a small plastic ball, was mounted 15 cm
above the water surface. At the other side of the pool, oppo-
site to the start station, a goal station was mounted 80 cm
below the water surface. The distance between start and goal
station was 13 m along the diameter of the half circle. On the
way between start and goal a 1-m-diam hoop was mounted
underwater on the bottom of the pool, 1 m in front of the
center point of the half circle �Fig. 1�. This guiding hoop
ensured that the animal passed the exact center point of the
half circle and that it swam at a depth of 80 cm, so that
stimuli were projected at its ear level.

Finally, in order to measure the swimming speed of the
animal and to analyze its complete trajectory during under-
water sound localization, some experimental sessions were
also recorded with a camera �Canon XL1� mounted at the top
of a 6-m-high mast, thereby covering the entire area of the
half circle.

After the experiment on sound localization with the
swimming seal was completed, frontal and backward MAAs
of the stationary test animal were determined underwater us-
ing a classical psychophysical procedure �experiment II�.
Testing occurred in a modified version of the experimental
setup described above. Definitions concerning the half circle,
the transducers, and the sound production are identical as
above. However, the start and the goal stations as well as the
guiding hoop were removed. A small hoop station exactly
fitting the animal’s muzzle was placed at the center point of

the half circle �i.e., 5-m distance to the sound sources�. When
the seal placed its muzzle in the hoop station, its head was
fixed underwater at a depth of 80 cm. Additionally, the seal
was trained to press the tip of its lower jaw on a knob
screwed on a jib that was welded to the lower edge of the
hoop, so that head movements were restricted. Two response
targets were mounted on both sides of the lower jaw station.
For backward MAA tests, the stationing device together with
the response targets was turned by 180°.

C. Stimuli

In experiment I, two different signals were used. The
first signal, defined as double sound, consisted of two 6-
kHz pure tones each lasting 0.5 s �50-ms rise and fall times�
separated by an interval of 0.2 s �total signal duration 1.2 s�.
The second signal used �single sound� was a 6-kHz pure tone
lasting 1.2 s �50-ms rise and fall times�.

Using a calibrated hydrophone �Brüel & Kjaer, type
8104�, the average sound pressure level of stimuli presented
from different test angles was determined at the center of the
half circle. Differences of up to 6 dB in sound pressure level
were observed between stimuli projected from different
transducer locations during acoustic mapping. Therefore, the
position of all transducers was periodically switched between
sessions, so that any differences in sound intensity between
transducers was not systematically correlated with a position
in the horizontal plane. Thus, the subject could not use in-
tensity differences between speakers or speaker positions to
improve performance.

In experiment II, the signal was the double sound al-
ready used during experiment I �6-kHz pure tone lasting
1.2 s including an interval of 0.2 s, 50-ms rise and fall
times�.

D. Procedure

In experiment I, a trial started with the seal waiting at
the start station. Following a “go” command from the experi-
menter, the animal immediately swam along the diameter of
the half circle at a depth of 80 cm in the direction to the
guiding hoop. As soon as its head was in the center of the
half circle, the signal was given. The animal was trained to
change instantly its course towards the sound source and to
indicate it by touching its assumed position on the inner
surface of the board at the half circle. The seal’s correct
responses were reinforced differentially according to its ac-
curacy in three predefined categories. Calculated from the
midpoint of the half circle a response made with a deviation
of 0° up to 2° to the right or left side of the actual sound
location �i.e., 0 up to 17.4 cm from the respective transducer
at the board� was reinforced by three pieces of cut herring, a
deviation of 3° up to 6° was rewarded by two pieces of cut
herring, and a deviation of 7° up to 10° was rewarded by one
piece of cut herring. Responses deviating more than 10°
from the actual sound location were defined as errors and
were not reinforced. To maintain the seal’s motivation to
follow its linear course as long as there is no sound signal,
five or six signal absent trials were conducted randomly
within experimental sessions consisting of 36–41 trials each.
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In these trials the animal had to continue on its straight
course until it arrived at the goal station. Correct responses in
signal absent trials were reinforced by two pieces of cut her-
ring.

After a short training including only two sound sources,
13 new positions �between 0° and 180°, in 15° increments�
were tested. The order of presentation was predetermined
and pseudo-random �limit of three consecutive sounds from
the same position�. Thirty trials at each test azimuth �390
trials� were collected for each stimulus.

In experiment II, a left/right forced choice procedure
was used to determine MAAs of the same subject, first for
sounds presented in the front and then for sounds presented
in the back. The seal entered the test area, swam to the hoop
station, and placed its muzzle firmly at the lower jaw station.
When the animal was stationed this way, the signal was
given. The seal was required to respond to a sound from its
subjective right or left by leaving the hoop station and push-
ing the right or left response target, respectively. Each correct
response was rewarded by a piece of cut herring. Prior to
testing, the seal was required to demonstrate its ability to
perform the task by responding correctly on at least 90% of
the trials at angles wider than 20°. The subject achieved this
performance criterion by the fifth training session �each 40
trials per session�.

The six underwater speakers were positioned at 5°, 10°,
15°, or 20° on either side of a point directly ahead of the
animal’s station. Within any one session, three speakers were
placed to the right and three speakers were placed to the left
of the subject’s mid-line with a probability of left and right
trial presentations of 0.5. The order of presentation was pre-
determined and pseudo-random �limit of three consecutive
sounds from the same position�. For the frontal MAA, 42
trials at each test azimuth were collected in 12 sessions,
while for the backward MAA 50 trials at each test azimuth
were collected in 10 sessions.

III. RESULTS

For experiment I the underwater auditory localization
performance of the swimming harbor seal for the two differ-
ent stimuli �double and single sound� is presented in Fig. 2.

Presented with the double sound, the swimming seal was
able to localize the 13 tested positions with a mean deviation
from the actual sound source of 2.8°. However, ANOVA
analysis showed that precision of sound localization differed
for the 13 positions tested �F�12,372�=7.44; p�0.001�. The
seal’s smallest deviation from the actual sound source at the
half circle was 1.5° at position 150°. The seal’s largest de-
viation from the actual sound source was 5.4° at position
180°. During the 390 trials with the double sound presented
from the 13 positions at the half circle, the animal made only
five errors, two at 0°, two at 30°, and one at 75°. This cor-
responds to an overall performance of 98% correct localiza-
tions.

Presented with the single sound, the swimming seal was
able to localize the 13 tested positions with a mean deviation
from the actual sound source of 4.5°. Again, ANOVA analy-
sis showed that precision of sound localization differed for

the 13 positions tested �F�12,330�=12.44; p�0.001�. The
seal’s smallest deviation from the actual sound source at the
half circle was 2.3° at position 180°. The seal’s largest de-
viation from the actual sound source was 7.5° at position
30°. During the 390 trials with the single sound presented
from the 13 positions at the half circle, the animal made 47
errors, 13 at 60°, 11 at 120°, 10 at 30°, 5 at 75°, and 2 at
150°, 45°, 15°, and 0°, respectively. This corresponds to an
overall performance of 87% correct localizations.

With regard to the accuracy of sound localization, there
was a significant effect of the type of stimulus used �double
versus single sound� on the seal’s mean deviation from the
actual sound sources �F�1,325�=89.364; p�0.001�. From
the 13 positions tested 11 were better localized with the
double sound.

Analyses of the swimming speed �from video record-
ings� of the seal suggested that irrespective of the type of
stimulus it accelerated right after stimulus presentation. The
seal needed less time swimming the 5 m after the signal was
given �2.01 s, swimming speed 2.48 m/s� than for the 5 m
before signal presentation �2.85 s, swimming speed
1.75 m/s�. Consequently, the signal was off 2 m before the
seal arrived at the board of the half circle.

Frame-by-frame analysis of video recordings of 120 tri-
als revealed that irrespective of the type of stimulus the seal
did not approach the actual sound source on a straight course
after presentation of a stimulus. Instead, it first swam for
more than half of its course �3.5±0.5 m� heading towards an
area located 15°–20° to the left side of the actual sound
source �Fig. 3�. Only when the signal was off, the animal
corrected its course heading towards the actual sound source.
To describe this swimming pattern, we suggest the term
“double trajectory.” It was observed in 70% of the trials, and
it occurred at all positions tested but more often at those
located in front of the seal.

In experiment II, 42 trials at each test azimuth �−20°,
−15°, −10°, −5°, 5°, 10°, 15°, 20°� were conducted to deter-
mine the frontal MAA of our stationary harbor seal and 50
trials at each test azimuth were conducted to determine the

FIG. 2. Mean deviation of the animal’s choice at the board of the half circle
as a function of the position of the transducers.
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backward MAA. For each of the eight tested angles the per-
centage of correct choices was converted into percentage of
responses to the right target �Holt et al., 2004, 2005; Mills,
1958�. This means that for the four test angles to the right
side of the seal’s mid-line the percentage of right target re-

sponses corresponds to the percentage of correct choices. For
the four test angles to the left side of the seals mid-line the
percentage of right target responses corresponds to 100%
minus the percentage of correct choices �Fig. 4�. The exact
MAA was determined by linear regression. The threshold
defined as 75% correct choices corresponds to 75% right
target responses for sound presentations from the right side
of the seals mid-line and 25% right target responses for
sound presentations from the left side of the seals mid-line.
Averaging these two threshold values resulted in a frontal
MAA of 9.8° and a backward MAA of 9.7°.

IV. DISCUSSION

The present study provides first experimental evidence
that a swimming harbor seal is able to localize and accurately
attain hidden underwater sound sources. There is no indica-
tion that the seal was guided by other than acoustical infor-
mation. There was a wide distribution of deviations from the

FIG. 3. Single frames from video recordings illustrating the double trajec-
tory when the sound was presented at position 0° �white arrow�. �a� The seal
swims through the guiding hoop and the signal is given. �b� The seal
changes its course heading towards a position located 20° to the left side of
the actual sound source. �c� The seal changes its course a second time, now
heading towards the actual sound source. �d� The seal touches the inner
surface of the half circle at the exact position of the sound source.

FIG. 4. The seal’s auditory localization performance in the MAA experi-
ments as a function of transducer azimuth: �a� frontal MAA and �b� back-
ward MAA. For test angles presented to the right of the seal’s midline,
correct responses correspond directly to the percentage of right target re-
sponses while for left angles �negative angles on the x axis�, correct re-
sponses are 100% minus the percentage of right target responses on the
plots. Linear regression analyses on right target responses were used to find
75% correct decisions �i.e., 75% responses to the right target for right angles
and 25% for left angles, indicated by the dashed lines�, which were averaged
to calculate the MAAs.
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exact locations of actual sound sources, which would have
not been expected if the seal had used, e.g., visual cues.
Furthermore, it was never observed that the seal actively
searched for the hidden loudspeakers, suggesting that the
seal was simply not aware of the sound-emitting devices.
Thus the seals impressive accuracy of sound localization has
to be explained based merely on appropriate usage of acous-
tic information.

Several authors suggested that head movements should
improve sound localization �Richardson et al., 1995; Thur-
low et al., 1967; Yost and Dye 1997�. A sound from the front
or back of a receiver both produce no interaural time and
level differences since the sound arrives at each ear at the
same time and with the same level. By turning the head,
interaural differences are changing and will be different for
sounds in the front and in the rear �Thurlow et al., 1967�.
Human divers, e.g., have been observed to perform frequent
head movements when tested on an underwater navigational
task �Wells and Ross, 1980�. The swimming seal in our ex-
periment I was also free to position its head and thus its ears
in relation to the sound source, a tactic it could not use dur-
ing the MAA experiment. In fact, the duration of the acoustic
signal was intentionally chosen to be long enough to allow
the seal performing head movements while swimming. How-
ever, instead of changing frequently its head position while
approaching the sound source, video analyses showed that
our test animal used a different behavioral tactic. It did not
swim directly to the sound source but first swam heading
towards an area located 15°–20° to the left side of the actual
sound source. Compared to an animal swimming straight
ahead towards a sound source this behavior resulted in an
increased angle between the sound source and the subject’s
mid-line and, thus, led to more salient binaural cues. A signal
duration of 1.2 s allowed the swimming seal to use more
salient binaural cues to cover a distance of about 3 m to-
wards the board. To finally attain the sound source the seal
only had to orientate the last 2 m without any acoustic cue.
Using a shorter signal, the seal would have had to cover a
longer distance without the help of an acoustic cue, which
may have resulted in a lower sound localization acuity. How-
ever, under natural conditions, potential prey fish like herring
produce bursts of pulses lasting up to 7.6 s �Wilson et al.,
2003�. These long-lasting sounds should permit a seal to
navigate acoustically over considerable distances and thus
probably represent prominent foraging cues.

During experiment I, the underwater sound localization
of the free-ranging seal was more accurate and subject to
fewer mistakes with the double sound �mean deviation of
2.8° and 5 mistakes� than with the single sound �mean de-
viation of 4.5° cm and 47 mistakes�. Because testing was
conducted with the double sound first, a possible learning
effect can be excluded. Both stimuli used had the same total
duration; however, it is feasible that the double sound was
better localized by the animal because it functioned as a
double cue. While swimming, the seal received the first part
of the signal at the center point of the half circle, started to
change its direction, and then received the second part of the
signal while already approaching the sound source. It is plau-
sible that pulsed sounds provide the opportunity to perceive

interaural time differences repeatedly, thus the double sound
might allow the animal to adjust its swimming pattern more
precisely due to a second sound arrival. If in comparison to a
single signal a repeated signal generally improves sound lo-
calization of a free ranging seal, the fast repetitive tick
sounds recorded from herring �Wilson et al., 2003� as well as
the double/triplet clicks from cods recorded in the presence
of seals �Vester et al., 2004� can be considered to be highly
salient cues.

The underwater MAAs obtained in this study �9.8° and
9.7°� are similar to the MAA of the harbor seal studied by
Terhune �9° ±4° �, suggesting normal directional hearing of
our experimental animal. Compared with the small MAA of
a bottlenose dolphin �3.6° with a 6-kHz pure tone �Renaud
and Popper, 1975��, underwater directional hearing of harbor
seals and most other pinnipeds has been considered to be
“mundane at best” �Schusterman et al., 2004�. However, it
compares well to or is even better than suggested by aerial
MAAs of terrestrial predators like cats �8° at 500 Hz and 25°
at 4 kHz �Casseday and Neff, 1973��, European polecats �17°
�Kavanagh and Kelly, 1987��, and least weasels �12° �Hef-
fner and Heffner, 1987��. Our experiments with the swim-
ming seal suggest that together with appropriate behavioral
tactics a MAA around 10° is sufficient to enable free-ranging
animals to perform highly accurate sound localizations.
Thus, the MAA as the sole physiological measure of direc-
tional hearing is not sufficient to fully describe the sound
localization capability of a species.

The practical functions of underwater hearing in free-
ranging pinnipeds are largely uninvestigated up to now
�Schusterman et al., 2004�. However, for most marine mam-
mals passive listening is suggested to be involved in prey
location, predator avoidance, and navigation �Tyack and
Clark, 2000�. The study of Gannon et al. �2005� showed that
bottlenose dolphins use passive listening extensively during
the search phase of the foraging process. Once the dolphins
discovered prey by passive listening, they appeared to use
echolocation to track it during pursuit. Guinet �1992� hypoth-
esized that killer whales also localize prey by passive listen-
ing. Considering the sounds recorded from different fish spe-
cies belonging to the prey spectrum of seals �Vester et al.,
2004; Wilson et al., 2003�, passive listening can be consid-
ered to be a foraging strategy in pinnipeds as well. A herring
swarm, e.g., 25 m away from a seal often cannot be localized
visually because of darkness and/or turbidity of the water
�Weiffen et al., 2006�. Furthermore, visual fields of the har-
bor seal do not provide circumferential visibility �Hanke et
al., 2006� so that potential prey fish simply might be out of
the boundaries of the visual fields of the swimming seal. If in
this situation herring start to produce sounds as long as about
7.6 s, a seal could swim in the direction of the sound source.
For a distance of, e.g., 25 m and swimming speed of 2.5 m/s
�as measured in our study� the seal could cover a distance of
19 m in that time, i.e., more than 75% of the initial distance
separating it from the herring school. Arriving this way in the
proximity of the prey fish, visibility might be sufficient to
detect its exact position or the seal encounters the hydrody-
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namic trail left by swimming fish by means of its vibrissae
�Dehnhardt et al., 2001�, both allowing the seal to pursue and
finally capture fish.

The method used in this study offers a new approach to
investigate underwater auditory localization in aquatic spe-
cies, focusing on the usage of sensory information. Current
studies involve underwater playback of soniferous prey and
vocalizations of conspecifics and will provide further insight
into the ability of seals to localize sounds in their environ-
ment.
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Many previous laboratory investigations of phonation involving physical models, excised larynges,
and in vivo canine larynges have failed to fully specify the subglottal system. Many of these same
studies have reported a variety of nonlinear phenomena, including bifurcations �e.g., various classes
of phonation onset and offset, register changes, frequency jumps�, subharmonics, and chaos, and
attributed such phenomena to the biomechanical properties of the larynx. However, such nonlinear
phenomena may also be indicative of strong coupling between the voice source and the subglottal
tract. Consequently, in such studies, it has not been clear whether the underlying mechanisms of
such nonlinear phenomena were acoustical, biomechanical, or a coupling of the acoustical and
biomechanical systems. Using a physical model of vocal fold vibration, and tracheal tube lengths
which have been commonly reported in the literature, it is hypothesized and subsequently shown
that such nonlinear phenomena may be replicated solely on the basis of laryngeal interactions with
the acoustical resonances of the subglottal system. Recommendations are given for ruling out
acoustical resonances as the source of nonlinear phenomena in future laboratory studies of
phonation. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2225682�

PACS number�s�: 43.70.Aj, 43.70.Bk �AL� Pages: 1558–1569

I. INTRODUCTION

For years, it has been known that the vocal folds may
exhibit a wide range of source-resonator coupling with the
sub- and supra-glottal systems during different types of pho-
nation. While strong source-resonator coupling is understood
to be the norm for many musical instruments �Wilson and
Beavers, 1974; Fletcher, 1993�, weak source-resonator cou-
pling is generally preferred for the vocal instrument �Titze,
1988a�. This is because strong source-resonator coupling
tends to be plagued by involuntary voice breaks, or abrupt
jumps in fundamental frequency and register. Fortunately,
the voice source is relatively independent of acoustic reso-
nances for weak source-resonator coupling, which facilitates
continuous, fine control of fundamental frequency and regis-
ter.

Even for human phonation, source-resonator coupling
tends to be strengthened at high frequencies, especially when
the fundamental frequency approaches the first formant
�Titze, 1988a; Joliveau et al., 2004�. Other variables which
tend to strengthen source-resonator coupling include a stiff
mucosal cover �Titze, 1988a� and a narrow epilarynx tube
�Titze and Story, 1995; Mergell and Herzel, 1997�. As a gen-
eral rule, voice breaks and register transitions may also be
indicative of strong source-tract coupling. For example, in
the literature, a variety of investigators have proposed an
intimate connection between subglottal acoustic resonances
and vocal registers �Nadoleczny-Millioud and Zimmerman,
1938; Vennard, 1967; Van den Berg, 1968b; Large, 1972;
Austin and Titze, 1997�.

To reduce the risk of source-resonator coupling in labo-
ratory models of phonation, relatively long subglottal tube
lengths have often been employed. For example, in a physi-
cal model of vocal fold vibration, Titze et al. �1995� utilized
a “10-ft-long �305 cm� helical soft-rubber subglottal
tube¼designed to place subglottal acoustic resonances well
below any vibration frequency.” Similarly, Alipour and
Scherer �2001� used a subglottal tube length of 98 cm, and
Thomson et al. �2005� used a subglottal tube length of about
180 cm. For computational models of phonation which allow
source-tract coupling, a single tube length of about
17–20 cm is generally employed �Flanagan, 1958; Ishizaka
et al., 1976�. However, it is even more common for numeri-
cal simulations to model the subglottal system as a constant
pressure source �Ishizaka and Flanagan, 1972�, thus preclud-
ing any interactions between the voice source and the sub-
glottal system.

In many excised larynx studies, the subglottal tube
length has simply been left unspecified �van den Berg and
Tan, 1959; van den Berg, 1968a; Berry et al., 1996; Švec et
al., 1999; Jiang et al., 2003; Jiang and Zhang, 2005�. Con-
sequently, if interactions between the voice source and the
subglottal system were to occur, the results could not neces-
sarily be repeated by independent investigators. These same
excised larynx studies reported various nonlinear phenom-
ena, including bifurcations �e.g., various classes of phonation
onset and offset, register changes, frequency jumps�, subhar-
monics, and chaos—and such phenomena were attributed to
the biomechanical properties of the laryngeal system. How-
ever, because such phenomena may also be indicative of
strong source-resonator coupling, it may be that many of the
nonlinear phenomena reported in these laboratory studies of
phonation reflected laryngeal coupling with the acousticala�Electronic mail: zyzhang@ucla.edu
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resonances of the subglottal system more than the biome-
chanical properties of the larynx. Consequently, in such stud-
ies, it was not clear whether the underlying mechanisms of
the nonlinear phenomena were acoustical, biomechanical
�e.g., cover or body stiffness, vocal fold geometry�, or a cou-
pling of the acoustical and biomechanical systems. More-
over, because such laboratory investigations have frequently
�1� failed to report the length of the subglottal tube, or �2�
utilized subglottal tube lengths considerably longer than that
of the human trachea, if acoustical mechanisms were in-
volved, one cannot be certain whether the nonlinear phenom-
ena were reflective of human voice production, at least at the
reported, vibrational frequencies. In order to investigate this
concern, we hypothesize that many of the nonlinear phenom-
ena reported in previous excised larynx experiments �van
den Berg and Tan, 1959; van den Berg, 1968a; Berry et al.,
1996; Švec et al., 1999; Jiang et al., 2003; Jiang and Zhang,
2005� may be replicated solely on the basis of laryngeal in-
teractions with the acoustical resonances of the subglottal
tube. To explore this hypothesis, we will utilize the physical
model of vocal fold vibration recently introduced by Thom-
son et al. �2005� over a range of tracheal tube lengths com-
monly used in laboratory investigations of phonation.

II. EXPERIMENTAL APPARATUS

A schematic of the experimental apparatus for the pho-
natory system is shown in Fig. 1. A self-oscillating physical
model of the vocal folds �Thomson et al., 2004; 2005� was
built and used in this study. This physical model was chosen
because of its repeatability and capability of sustaining pho-
nation for long periods of time without significant changes in
vibratory behavior. The vocal fold model was molded using a
two-component liquid polymer solution mixed with a liquid
flexibilizer solution. The stiffness of the physical model
could be controlled by varying the mixing ratio of the com-
pound solution. For further details regarding the fabrication
and dynamic characteristics of the physical model, the reader
is referred to several original papers �Thomson et al., 2004;
2005�. The vocal fold model used in this study measured
approximately 1 cm in the superior-inferior direction, 1.7 cm
in the anterior-posterior direction, and 0.8 cm in the medial-
lateral direction. The inferior side of the vocal fold had an
entrance convergence angle of 60° from the superior-inferior
axis, yielding an inferior-superior thickness of the vocal fold

approximately 5.4 mm. The stress-strain relationship of the
physical model was measured using the 5544 Instron Testing
System �Instron Corp., Norwood, MA�. The Young’s modu-
lus was estimated to be approximately 11 kPa for strains in
the range of 0–20%. The density was about 997 kg/m3. Two
acrylic plates were machined with a rectangular groove on
the medial surface of each plate. The vocal fold model was
glued into the rectangular grooves on the two plates. The
medial surfaces of the two folds were positioned to be in
contact so that the glottis was closed when no airflow was
applied.

The vocal fold plates were connected downstream from
the subglottal system. In humans, the cross-sectional area of
the subglottal system stays fairly constant in the trachea and
primary bronchi, and then increases abruptly �Weibel, 1963�.
Various models of the subglottal system have been devel-
oped �Ishizaka et al., 1976; Harper et al., 2001; Van de Plaats
et al., 2006�. As far as the first subglottal resonance is con-
cerned, the subglottal system can be modeled as a single tube
about 17–20 cm long, equivalent to the trachea and the pri-
mary bronchi, terminated with the lossy compliance of the
lungs �Flanagan, 1958; Ishizaka et al., 1976�. In this study,
the subglottal system consisted of a uniform rigid tube con-
nected to an expansion chamber, simulating the lung compli-
ance. The expansion chamber was connected to the air sup-
ply on the other end. The length of the uniform tube was
varied in the range between 17 and 325 cm, encompassing
the range typical of humans and those used in previous labo-
ratory experiments �e.g., Titze et al., 1995; Vilain et al.,
2003; Ruty et al., 2005�. This large range of variation was
achieved by using a U-shaped circular copper tube �inner
diameter of 2.35 cm�, which was connected to a 32-cm-long
circular PVC tube �inner diameter of 2.54 cm� on the vocal
fold end and the expansion chamber on the air supply side.
Tube holders �Fig. 1� were designed to allow smooth sliding
of the U-shaped tube while maintaining an airtight seal. The
combination of the U-shaped tube and the PVC tube allowed
the length of the pseudotrachea �and the subglottal acoustics�
to be varied systematically over a large range �60–325 cm�.
Smaller tracheal lengths were achieved without the U-shaped
tube by using a 15-cm-long PVC tube with segmental exten-
sions in 5-cm steps. This extended the range of tracheal
lengths to about 17 cm on the low end. The bends of the
U-shaped tube may have slightly distorted the incoming flow

FIG. 1. Schematic of the experimental
apparatus.
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distribution inside the tracheal tube. However, this effect was
damped by the relatively long PVC tube �more than ten
times the tube diameter� downstream, and considered to be
negligible.

The expansion chamber was built to simulate the bron-
chi and the lungs. It had an inner cross-section of 23.5
�25.4 cm and was 50.8 cm long. The inside of the expan-
sion chamber was lined with a 2.54-cm-thick layer of Fiber-
glass. Cross-sectional area data of the subglottal airway �Ish-
izaka et al., 1976� showed that the cross-sectional area
function from the trachea and the primary bronchi to the
lungs increased abruptly by 10–100 times over a distance of
about 6 cm. In this setup, the cross-sectional area from the
pseudotrachea section to the expansion chamber increased by
a factor of about 117. The expansion chamber was connected
to the airflow supply through a 15.2-m-long rubber hose,
reducing possible flow noise from the air supply. The acous-
tic characteristics of the expansion chamber and the flow
supply were evaluated using the two-microphone method
�Seybert and Ross, 1977�. Two microphones were mounted
along the pseudotracheal tube 5 and 10 cm from the vocal
fold plates, respectively. The measured equivalent termina-
tion reflection factor is shown in Fig. 2. The magnitude of
the reflection factor was very close to one in the frequency
range of measurement �40–400 Hz�. The phase varied be-
tween 100° and 180°. The expansion chamber and upstream
system behaved acoustically similar to an ideal open-ended
termination to the tracheal tube.

The sound pressure in the tracheal tube was measured
using a probe microphone �B&K 4182, Denmark�, which
was mounted flush with the inner wall of the tracheal tube,
5 cm upstream from the vocal fold plates. A pressure tap was
also mounted flush with the inner wall of the tracheal tube,
2 cm upstream from the vocal fold plates. The time-averaged
subglottal pressure was measured using a pressure transducer
�Baratron type 220D, MKS Instruments, Inc., Andover, MA�.
The volumetric flow rate through the orifice was measured
using a precision mass-flow meter �MKS type 558A, MKS
Instruments, Inc., Andover, MA� at the inlet of the setup.
Analog-to-digital conversion of the output signals was per-

formed using a United Electronic Industries Powerdaq board
�model No. PD2-MFS-8-500/16�, with 16 bit resolution over
a ±10 V measurement range at a sampling rate of 50 kHz.

During the experiments, the flow rate was increased
from zero to a certain maximum value in discrete incre-
ments, and then decreased back to zero in discrete decre-
ments. The maximum value of the flow rate varied, being
slightly higher than the onset flow rate if phonation onset
was observed or around 1800 ml/s when no obvious onset
was observed. The increment in flow rate was comparatively
large at low flow rates and became smaller when phonation
onset was imminent. At each step, measurement was delayed
for an interval �about 4–5 s� after the flow rate change, al-
lowing the flow field to stabilize. Sound pressure inside the
subglottal tube, flow rate, and subglottal pressure were re-
corded for a 2-s period. The procedure was repeated over a
17- to 325-cm range of tracheal tube lengths, as previously
noted. For some cases, the vibration of the physical model
was recorded from a superior view using a high-speed, digi-
tal camera �Fastcam-Ultima APX, Photron USA, Inc., San
Diego, CA� at a frame rate of 2000 fps and at an image
resolution of 1024�1024 pixels.

III. RESULTS

A. Fundamental frequency

The fundamental frequency of vocal fold vibration at
onset was measured from the spectra of the sound pressure
signal and is shown in Fig. 3 as a function of the tracheal
length. The variation of the fundamental frequency with the
tracheal length showed a quasi-cyclic pattern, demonstrating
a marked dependence on subglottal acoustics �see the Appen-
dix�, rather than an exclusive dependence on material prop-
erties of the physical model. The fundamental frequency de-
creased with increasing tracheal length within each cyclic
range of the tracheal length in Fig. 3, and then jumped to the
highest value of the next cyclic range. Also shown in Fig. 3
is the prediction from a simplified theoretical model of sub-
glottal acoustics �see the Appendix� using the measured re-
flection factor and model constants �Eq. �A12��. The theory

FIG. 2. Magnitude and phase of the reflection factor of the expansion cham-
ber.

FIG. 3. Measured phonation fundamental frequency as a function of the
tracheal length. Closed symbols �: measured; �: second onset frequency
measured if more than two frequencies are observed; open symbols: sub-
glottal resonance frequency calculated using the measured reflection factor
��: first resonance; �: second resonance; �; third resonance; �; fourth
resonance�; —: prediction from theory.
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and measurements were comparable, except for slight mis-
matches in the regions of frequency jumps. Note that no
phonation was observed in the experiments �Figs. 3 and 9�
over certain ranges of the tracheal length �e.g., 70–100 cm,
and below 30 cm� in the flow rate range of the experiments.
This is discussed further in Sec. IV. As the tracheal length
increased, the variation in fundamental frequency over one
cyclic range of the tracheal length decreased gradually from
72 Hz �over roughly a 30- to 70-cm range in tracheal length�
to 55 Hz �over roughly a 190- to 270-cm range in tracheal
length�, which is consistent with the acoustic theory pre-
sented in the Appendix. The resonance frequencies of the
subglottal system were calculated from the measured reflec-
tion factor of the expansion chamber and are also shown in
Fig. 3. Clearly, the fundamental frequency closely approxi-
mated the subglottal acoustic resonance within each cyclic
range of the tracheal length. Generally the fundamental fre-
quency was slightly higher than the acoustic resonance fre-
quency it followed. The difference gradually increased with

tracheal length within each cyclic range of the tracheal
length, but decreased with tracheal length between cyclic
ranges. After onset, the fundamental frequency generally
stayed constant and varied only slightly with the subglottal
pressure.

B. Phonation onset quality

Figure 4 shows the sound pressure amplitudes for differ-
ent values of the tracheal length and the mean subglottal
pressure during increasing- �onset� and decreasing-flow �off-
set� experiments. The sound pressure amplitudes were esti-
mated as the standard deviation of the recorded sound pres-
sure data. Phonation onset and offset were identified by a
significant change in the sound pressure amplitude between
two consecutive steps �or a significant change of gray scale
in Fig. 4�.

The onset and offset behavior �related to the Hopf bifur-
cation from nonlinear systems theory �Berge et al., 1984��

FIG. 4. Sound pressure amplitude �dB� in the subglottal tube as a function of the tracheal length and mean subglottal pressure in �a� increasing-flow and �b�
decreasing-flow steps. Regions of various onset regimes are labeled for: 1. irregular phonation; 2. weak supercritical; 3 weak subcritical; 4. strong subcritical;
5. mixed types. The sound pressure amplitude in dB is represented by the gray scale.
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demonstrated a quasicyclic pattern based on the subglottal
acoustics. In particular, alternating weak and strong onset
regions appeared as the tracheal length increased. Four types
of phonation onset were identified: irregular, weak supercriti-
cal, weak subcritical, and strong subcritical.

1. Irregular onset

Regions existed in Fig. 4 in which no apparent phona-
tion onset was observed. An example is shown in Fig. 5�a�,
which was measured for a tracheal length of 182 cm. The left
figure shows a bifurcation diagram in which the sound pres-
sure amplitude is plotted against the mean subglottal pres-
sure for both increasing- and decreasing-flow experiments.
There was no clear phonation onset for this case. Only a very
weak onset was observed in the increasing stage, as indicated
by the small hump �around 4 kPa� in the bifurcation dia-
gram. The right figure shows the corresponding power spec-
tra of the measured sound pressure at each step, with sub-
glottal pressure increased from zero to an upper limit and
decreased back to zero. The power spectra showed that the
energy inside the subglottal tube distributed mostly around
the acoustic resonance frequency of the subglottal system.
Time series data of the sound pressure showed a periodic
component at 220 Hz, superimposed with intermittent low-
frequency modulations, and chaos. The periodic component
was so weak that the sound field was dominated by such
instabilities.

2. Strong subcritical onset

Strong phonation onset observed in the experiments was
normally subcritical �an abrupt increase in oscillation ampli-
tude�. One example is shown in Fig. 5�d� measured at a
tracheal length of 208.4 cm. The sound pressure amplitude
increased abruptly at a critical subglottal pressure �around
3.5 kPa in Fig. 5�d��. After onset the sound pressure ampli-
tude continued to increase with the subglottal pressure in the
flow range of the experiments. In the decreasing-flow stage,
the sound pressure amplitude decreased following a slight
different curve from that in the increasing-flow stage. At a
critical �offset� subglottal pressure slightly lower than the
onset subglottal pressure, the sound pressure amplitude de-
creased abruptly to a very small value and phonation
abruptly ceased. Power spectra during phonation showed that
both the fundamental and harmonics were strongly excited.
The onset pattern was repeatable whether immediately fol-
lowing a previous measurement, or after a period of rest.

3. Weak supercritical and subcritical onset

In between regions of irregular onset and strong onset in
Fig. 4, two transitional types of onset existed. The onsets of
these types were typically weak in strength and existed only
for a certain limited range of subglottal pressure, i.e., there
was a phonation offset even in the increasing-flow stage.
Unlike the strong onset, the weak onset can be either super-
critical �a gradual increase in glottis oscillation amplitude� or
subcritical. Figure 5�b� shows one case of a weak and super-
critical onset, obtained using a tube length of 188.7 cm. The
difference between this type and the irregular onset is that

there was a clear phonation onset above a critical subglottal
pressure �or onset pressure�. Time series sound pressure data
at the onset showed a clear dominant periodic component
with slight modulations and noise. The modulations disap-
peared as subglottal pressure continued to increase. Beyond
the onset pressure, the sound pressure amplitude gradually
increased with increasing subglottal pressure, indicating a
supercritical �or soft� onset. The onset was weak and phona-
tion was sustainable for only a narrow range of subglottal
pressure. As subglottal pressure further increased, the sound
pressure amplitude saturated and then gradually decreased to
phonation offset. Although there was an apparent phonation
onset, the onset strength was much weaker than that in the
strong onset case. The maximum sound pressure was at least
ten times smaller than that in the strong onset case. In the
sound pressure spectra, only the fundamental frequency was
strongly excited during the weak onset. The harmonics were
hardly excited. It was observed in this study that the weak
type of onset was always accompanied by weakly excited
harmonics. In contrast to the strong onset case, there was no
phonation in the decreasing-flow stage.

A case of weak subcritical onset is shown in Fig. 5�c�,
which was obtained for a tracheal length of 200.7 cm. This
case was similar to the previous case �Fig. 5�b��, except that
the onset was of the subcritical type. There was a jump in the
sound pressure amplitude at phonation onset. As in the pre-
vious case, phonation was sustained only for a narrow range
of subglottal pressure in the increasing-flow stage. As the
subglottal pressure increased further, the sound pressure am-
plitude first saturated and then gradually decreased to phona-
tion offset. The maximum sound pressure in this case was
much larger than that in the previous case, but still smaller
than that in the strong onset case. Sound pressure spectra
during the onset showed that harmonics �particularly the first
and third� were weakly excited. As in the weak supercritical
case, no apparent phonation was observed in the decreasing-
flow stage.

For both of the two weak onset cases, in an immediate
repetition of the experiment, the bifurcation pattern �onset
and offset� was qualitatively repeatable but with a much re-
duced saturation amplitude of the sound pressure. Phonation
offset occurred at a lower value of subglottal pressure and
the range of subglottal pressure for onset was reduced. The
complete bifurcation pattern was repeatable only after a pe-
riod of rest.

4. Coexistence of multiple onsets

More than one type of onset was observed at a same
tracheal length. Figure 6 shows a case in which a supercriti-
cal onset was immediately followed by a subcritical onset.
The tracheal length was 123.5 cm. The sound pressure spec-
tra for these two onsets show that the difference lies in the
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excitation of the harmonics. The abrupt transition at the sub-
critical onset was accompanied by a boost in the strength of
the harmonics, especially the second harmonic. A similar su-
percritical and subcritical behavior was observed in the

decreasing-flow stage, in which the sound pressure ampli-
tude first decreased abruptly to an intermediate value and
then decreased gradually to phonation offset.

Figure 7 shows a case �with a tracheal length of 269 cm�

FIG. 5. Sound pressure amplitude �left� and power spectra �right� for increasing and decreasing subglottal pressure at four typical onset types: �a� irregular;
�b� weak supercritical; �c� weak subcritical; and �d� strong subcritical. �: increasing subglottal pressure; �: decreasing subglottal pressure. The power spectral
amplitude in dB is represented by the gray scale.
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in which onsets of two different fundamental frequencies
were observed. In this figure, the following phenomena were
noted: a register change, a frequency jump, and a distinct
entrainment to the subglottal acoustics. The onset at lower
subglottal pressure �around 3.3 kPa� was weak and super-
critical, with a fundamental frequency around 220 Hz. The
sound pressure amplitudes increased slowly with the subglot-
tal pressure after onset and then decreased gradually to an
offset �around 4.5 kPa�. The harmonics were weakly excited,
characteristic of a weak onset. As subglottal pressure contin-
ued to increase, a second onset occurred at a subglottal pres-
sure of about 4.9 kPa. The second onset was strong and sub-
critical, with a lower fundamental frequency around 168 Hz.
Harmonics were strongly excited during the second phona-
tion. The two fundamental frequencies corresponded roughly
to the third and fourth resonance frequency of the subglottal
system �Fig. 3�. Superior views of the physical vocal fold
model were recorded using a high-speed camera during the

two onsets. The time history of a medial-lateral line taken
from the center of the vocal folds �known as a spatio-
temporal plot� is shown in Fig. 8 for a few oscillation cycles.
The vocal folds during the first phonation demonstrated a
falsetto-like, high-frequency, and low-amplitude vibration
pattern, while the second phonation showed a more chest-
like vibration with much larger amplitude at a lower fre-
quency.

As discussed in Sec. V of the Appendix, more than one
solution may exist for the fundamental frequency of the
coupled laryngeal-subglottal system. However, only the so-
lution with the largest negative damping is singled out and
amplified. The two-onset case shown in Fig. 7 was in the
region where frequency jump occurred in Fig. 3. In this re-
gion, several competing solutions were likely to have similar
total damping, therefore similar onset threshold pressure.
Even a slight increase in the subglottal pressure could trigger
the system to favor one over another. It is possible that the

FIG. 6. Sound pressure amplitude �left� and power spectra �right� for increasing and decreasing subglottal pressure. Tracheal length L=123.5 cm. Two types
of onset can be observed with a supercritical onset followed by a subcritical onset. �: increasing subglottal pressure; �: decreasing subglottal pressure. The
power spectral amplitude in dB is represented by the gray scale.

FIG. 7. Sound pressure amplitude �left� and power spectra �right� for increasing and decreasing subglottal pressure. Tracheal length L=269 cm. Two types of
onset with different fundamental frequencies can be observed with a supercritical onset followed by a subcritical onset, �: increasing subglottal pressure; �:
decreasing subglottal pressure. The power spectral amplitude in dB is represented by the gray scale.
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first onset in Fig. 7 had a lower threshold subglottal pressure
but a weaker strength. As subglottal pressure further in-
creased the first one was less preferred. Above the threshold
pressure for the second type, the second onset became the
favored and dominated with a much stronger onset.

C. Subglottal pressure at onset and offset

Onset and offset subglottal pressures were measured for
cases with clear onset and offset. The onset and offset pres-
sures were defined as the subglottal pressure at which sudden
change in sound pressure amplitude first occurred. For super-
critical onset, it was difficult to identify the exact conditions
at which phonation onset and offset occurred. In these cases,
the onset �offset� subglottal pressure was estimated as the
subglottal pressure at which there was a considerable in-
crease �decrease� in the slope in the plot of the sound pres-
sure amplitude versus subglottal pressure. No offset pressure
was measured for weak onsets as there was normally no
phonation in the decreasing-flow stages.

The measured onset and offset pressures are shown in
Fig. 9. Both the onset and offset subglottal pressures showed
cyclic behavior in their variation with the tracheal length.

Within each cyclic range of the tracheal length, the onset
pressure slightly decreased and then increased with the tra-
cheal length. The minimum value of the onset subglottal
pressure within each cyclic range slightly increased with tra-
cheal length. Theoretically, this behavior could be repro-
duced by including acoustic losses inside the tracheal tube in
the model �see the Appendix�. The offset pressure followed a
similar trend as the onset pressure. Generally the offset sub-
glottal pressure was lower than the onset subglottal pressure.
Within each cyclic range of the tracheal length, the differ-
ence between onset and offset pressures was largest at the
local minimum of the onset subglottal pressure, and gradu-
ally decreased as the tube length increased.

Also shown in Fig. 9 is the predicted onset pressure
from the theory in the Appendix. The predicted onset pres-
sure was overall slightly higher than the measured values.
The theoretical model in this study only focused on the ef-
fects of the subglottal system. Accurate prediction of phona-
tion onset pressure would require other factors to be in-
cluded, which are beyond the scope of this study. The
predicted and measured values exhibited the same general
trends over the first two cyclic ranges of the tracheal length
�up to a tracheal length of about 170 cm�. There was a slight
mismatch between measurement and prediction in the tra-
cheal length range of the third cyclic range of the onset pres-
sure. The highest onset pressure within the third cyclic range
in experiments occurred at a tracheal length around 240 cm,
while the predicted tracheal length was around 270 cm. In
this region �230–270 cm�, experiments exhibited mixed
types of onsets and onsets of distinct frequencies. It is pos-
sible that two neighboring cyclic ranges overlapped for large
values of the tracheal length, which may have distorted the
onset pattern.

The variation of the phonation onset pressure with tra-
cheal length was related to that of the onset strength. Gener-
ally low onset pressure corresponded to the regions of strong
onset, while high onset pressure occurred at regions of weak
and irregular onset types. Comparison of Figs. 3 and 4 shows
that regions of irregular onset occurred roughly at fundamen-
tal frequencies above a threshold value �about 215 Hz�,
while the strong onset occurred at fundamental frequencies
below this threshold value. As discussed in the Appendix, the
phonation onset condition �Eq. �A11�� tended to restrict the
fundamental frequency to a limited range. In this range the
total system damping was negative. This may correspond to
the strong onset case. For F0 above this range, the total sys-
tem damping was positive and no phonation or irregular pho-
nation would occur. At the upper bound of this range, the
total system damping was very small, either positive or nega-
tive, and the system is at a critical state. This seems to cor-
respond to the regions of weak onset. As the theoretical
model in the Appendixwas based on linear theory, it could
not predict all the onset types encompassed by nonlinear
systems theory. Nevertheless, it is reasonable to suppose that
total system damping may have played a role in determining
onset quality.

FIG. 8. Time history of a medial-lateral strip of the vocal folds at the center
during the two types of onset shown in Fig. 7. Left figure: onset with high
F0: right figure: onset with low F0. Note that there is a phase difference
between the left and right vocal folds.

FIG. 9. Measured phonation onset �closed symbols� and offset �open sym-
bols� threshold subglottal pressure as a function of the tracheal length.—:
predicted onset threshold pressure from theory. �: major onset; �: weak or
supercritical onset for cases where more than one onset is observed.
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IV. DISCUSSION

Many previous laboratory investigations of phonation
involving physical models, excised larynges, and in vivo ca-
nine larynges have failed to fully specify the subglottal sys-
tem. Many of these same studies have reported a variety of
nonlinear phenomena, including bifurcations �e.g., various
classes of phonation onset and offset, register changes, fre-
quency jumps�, subharmonics, and chaos—and attributed
such phenomena to the biomechanical properties of the lar-
ynx. However, such nonlinear phenomena may also be in-
dicative of strong coupling between the voice source and the
subglottal tract. Consequently, in such studies, it is not clear
whether the underlying mechanisms of such nonlinear phe-
nomena are acoustical, biomechanical, or a coupling of the
acoustical and biomechanical systems. Moreover, because
such laboratory investigations have frequently failed to re-
port the length of the subglottal tube, or utilized subglottal
tube lengths considerably longer than that of the human tra-
chea, if acoustical mechanisms were involved, one cannot be
certain whether the nonlinear phenomena were reflective of
human voice production, at least at the reported vibrational
frequencies. Using a physical model of vocal fold vibration,
it is shown that such nonlinear phenomena may be replicated
solely on the basis of laryngeal interactions with the acous-
tical resonances of the subglottal tube, using tracheal tube
lengths which have been commonly reported in the literature,
and no changes in the biomechanical properties of the laryn-
geal model.

In these experiments, no phonation was observed for
short tracheal lengths �17–30 cm�. In subsequent studies,
however, phonation was achieved with the same physical
model for short tracheal lengths when the flow rate was in-
creased beyond the 1800 ml/s levels of flow rate utilized in
this study. As might be expected, lower phonation threshold
pressures have also been achieved at these short tracheal tube
lengths when the vocal fold stiffness was lowered. Neverthe-
less, for longer tracheal tube lengths, phonation onset was
strongly influenced by the subglottal acoustics in a cyclic
manner, as previously shown. Moreover, for these longer tra-
cheal tube lengths, after onset occurred, the secondary insta-
bilities such as period-doubling, biphonation, and frequency
jumps appeared more frequently.

In addition, this study has confirmed that the construc-
tive or destructive interference of the subglottal acoustics can
result in changes of the vibratory modes of the vocal folds,
which Titze �1988b� suggested as a possible explanation for
register change. For singing, in which the subglottal reso-
nances are close to the pitch frequency, the subglottal influ-
ence is likely to play a more important role. Furthermore, the
vocal tract, another acoustic resonator above the glottis, is
expected to have similar influence on the vocal fold vibra-
tion. It has been shown that singers can tune the vocal tract
to benefit from the pitch frequency being close to a formant
�Joliveau et al., 2004�. The interplay between the subglottal
system and the vocal tract will be addressed in a future study.

The results presented in this paper indicate that labora-
tory experiments involving excised larynges or physical
models should be performed with a detailed understanding of

the subglottal system. Previous excised-larynx experiments
have reported a variety of onset conditions and instabilities,
without including a detailed description of the subglottal sys-
tem utilized. Accurate interpretation of the results would be
difficult without a good understanding of the characteristics
of the subglottal system. Indeed, without appropriate details
regarding the subglottal system, it would also be impossible
to compare results across laboratories. For example, consider
the experimental setup used in this study. With a slight
change of the tracheal length from 170 to 220 cm, the onset
pattern changed significantly from irregular, weak supercriti-
cal, to strong subcritical. Comparison of phonation threshold
pressure across these different cases would be meaningless.

The following conclusions are reached: �1� the only way
to rule out source-tract interactions in laboratory experiments
of phonation is through the construction of an anechoic ter-
mination, which is a time-consuming and difficult task �see
Zhang et al., 2002�; �2� if an anechoic termination is not
utilized, source-tract interactions are always a possibility, so
the subglottal system must be fully specified, and subglottal
resonances identified; �3� when register jumps and other non-
linear phenomena occur, one must rule out the possibility of
source-tract interactions before concluding that such phe-
nomena are solely a reflection of the laryngeal biomechanics,
�4� in case investigators want to study source-tract interac-
tions, to help ensure their possible relevance to human pho-
nation, the tracheal tube length should include physiological
lengths �approximately 12–17 cm�.

V. CONCLUSIONS

Many previous laboratory studies of human phonation
have utilized tracheal lengths considerably longer than found
in the human system. Other studies have simply not reported
the tracheal dimensions. However, this study has shown the
potential for strong interactions between laryngeal dynamics
and subglottal acoustics. This concern becomes amplified
when one is studying nonlinear vocal phenomena and at-
tempting to relate such phenomena to laryngeal biomechan-
ics. As illustrated in this study, this task cannot be performed
without ruling out the possible influence of subglottal acous-
tics.
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APPENDIX: DETAILS OF THE SIMPLIFIED
THEORETICAL MODEL

Patterned after the models of Gupta et al. �1973� and
Wilson and Beavers �1974�, in the following a one-
dimensional, theoretical model of the subglottal acoustics is
presented which captures the vocal phenomena in this labo-
ratory investigation. We assumed a steady laminar flow
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through the glottis prior to phonation onset. Stability of the
system under small-amplitude, single-frequency disturbances
in the subglottal system was considered.

1. The vocal fold model

The vocal fold was modeled as a symmetric one-
dimensional spring-mass-damping system �Fig. 10�. Con-
sider a small-amplitude simple harmonic oscillation of the
vocal folds y=Yei�t, where y is the displacement of the vocal
fold mass from its equilibrium position, Y is the complex
displacement amplitude, and � is the complex angular fre-
quency. For small-amplitude oscillations the nonlinearities in
the coupled system can be neglected so that all dynamic
variables are simple harmonic functions of the same fre-
quency.

The driving pressure applied on the vocal fold surface,
pg, can be obtained by integrating the pressure profile within
the glottis. It can be related to the subglottal pressure ps as
follows:

pg = Cgps, �A1�

where the coupling factor Cg accounts for the dependence of
the mean pressure pg on the resting glottal geometry. The
equation of motion for vocal fold oscillation is

Mẏ + Bẏ + Ky = Cgps�, �A2�

where ps� is the fluctuating component of the subglottal pres-
sure ps, M, K, and B are the effective lumped mass, stiffness,
and damping per unit area of the vocal folds, respectively.

2. Pressure-flow relationship through the glottis

For an open prephonatory glottis and small-amplitude
oscillation, the unsteady flow through the glottis can be ac-
curately modeled using a quasisteady approximation �Zhang
et al., 2002�. The jet centerline velocity uc is related to the
subglottal pressure ps by

ps = 1
2�uc

2. �A3�

Equation �A3� can be linearized by decomposing the pres-
sure and flow fields into a mean and a fluctuating component
and neglecting higher-order terms:

ps0 = 1
2�uc0

2 , ps� = �uc0uc�, �A4�

where �ps0 ,uc0� denote the mean components, and �ps� ,uc��
denote the fluctuating components. Similarly, linearization
of the continuity equation gives, neglecting density fluctua-
tions,

us�As = Cd�Ag0uc� + uc0Ag�� , �A5�

where Cd is the orifice discharge coefficient, and Ag is the
minimum cross-sectional area of the glottal channel. The
fluctuating glottal area Ag� is related to the vocal fold dis-
placement by

Ag� = 2lgy = 2lgYei�t, �A6�

where lg is the length of the glottis.

3. Subglottal system

The subglottal system consists of a uniform tube of
length L and cross-sectional area As simulating the trachea
�Fig. 10�. The bronchi and the lungs are modeled as an
equivalent acoustic impedance ZL �or reflection factor RL�.
The input impedance of the subglottal system to the glottis,
Zs, is �Kinsler et al., 2000�:

Zs =
Pz=−L

Uz=−L
= �c

e−ik�−L� + RLeik�−L�

e−ik�−L� − RLeik�−L� , �A7�

where � is the air density, c is the speed of sound, and P and
U are the complex acoustic pressure and velocity inside the
subglottal tube, respectively. The complex wave number k
=2�f /c− i�, where � is the absorption coefficient which ac-
counts for the acoustic loss inside the trachea.

4. Equation of motion of the coupled system

The subglottal acoustic pressure and velocity are related
to the fluctuating subglottal pressure and flow velocity by

ps� = Pz=−Lei�t, us� = Uz=−Lei�t. �A8�

Combining Eqs. �A4�–�A8� yields

ps� = Zay =
2ZsCduc0lg

�1 −
ZsCdAg0

�uc0As
�As

y , �A9�

where Za is the effective loading of the subglottal system to
the vocal folds. Equation �A9� gives an explicit relationship
between the driving oscillating pressure in the subglottal
tube and the resulting oscillation of the vocal folds. In gen-
eral, the effective loading Za is a function of tracheal length,
oscillating frequency, subglottal pressure, and coupling be-
tween the tracheal and the glottis Ag0 /As. The characteristic
equation of the coupled system can be obtained from Eqs.
�A2� and �A9�:

�− �2M + i��B − CgXa/�� + K − CgRa�Y = 0, �A10�

where Ra and Xa are the real and imaginary part of Za, re-
spectively.

Equation �A10� shows that the influence of the subglot-
tal acoustics on the vocal fold oscillation is twofold. First,
the subglottal acoustics introduces an effective damping
−CgXa /� into the coupled system. This effective damping
may be positive or negative, depending on the oscillating
frequency and tracheal length, and may increase or decrease
the phonation threshold pressure. The subglottal acoustics

FIG. 10. Simplified model of the vocal folds and subglottal system. The
vocal folds are modeled as a symmetric spring-mass-damping system.
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also introduces an effective stiffness −CgRa. This will lead to
cyclic variations of the fundamental frequency with the tra-
cheal length.

Equation �A10� can be solved numerically for the com-
plex angular frequency �=�r+ i�i as a function of the tra-
cheal length and the subglottal pressure. The fundamental
frequency F0 can then be determined from the real part of �.
For sustained oscillations of the vocal folds, the fundamental
frequency also has to satisfy the net energy transfer condi-
tion, i.e., the total system damping needs to be zero or nega-
tive:

B − CgXa/�r � 0, �A11�

where the equality is reached at phonation onset. Phonation
threshold pressure can be determined to be the minimum
subglottal pressure for which Eq. �A11� was satisfied. Note
that when the inequality in Eq. �A11� is satisfied, the vocal
fold displacement will increase exponentially. The small-
amplitude oscillation assumption will not be valid and this
model is not applicable anymore.

5. Open-ended ideal tracheal tube

As an example, Eq. �A10� was solved for the case of an
ideal open-ended and lossless trachea as a function of kL,
where k is the wave number and L the tracheal length. Typi-
cal results are shown in Fig. 11 for a mean subglottal pres-
sure 1.6 kPa. We used the following values for the model
constants, which were adapted from the two-mass model
�Ishizaka and Flanagan, 1972�:

M = 2.656 kg m−2, K = 1.904 � 106 N m−3,

B = 1600 N s m−3,

lg = 1.4 � 10−2 m, Ag0 = 6 � 10−6 m2,

At = 6.45 � 10−4 m2,

Cd = 1, Cg = 0.5. �A12�

The fundamental frequency showed a periodic variation
with kL. Over most of the range of kL, the fundamental
frequency stayed close to the natural frequency of the
lumped vocal fold model

�0 = �K/M − �B/2M�2, �A13�

which was obtained when kL was integer multiples of �. The
subglottal influence on the fundamental frequency domi-
nated only at values of kL close to the quarter-wavelength
resonances of the subglottal system. In this range the funda-
mental frequency closely approximated the quarter-
wavelength resonance of the subglottal system. The maxi-
mum fundamental frequency was obtained when kL was odd
multiples of � /2:

�max = �K/M − �B/2M�2 + CglgPs0/MAg0, �A14�

which increases with the mean subglottal pressure. In be-
tween the two extreme cases, the fundamental frequency var-
ied smoothly between �0 and �max.

For self-sustained oscillations of the vocal folds to oc-
cur, Eq. �A11� had to be satisfied, i.e., the total damping of
the coupled system had to be zero �at onset� or negative. This
requirement limited eligible kL values to series of narrow
bands at kL values slightly higher than the quarter-
wavelength resonances of the subglottal system, as indicated
by the shaded areas in Fig. 11�b�. The fundamental frequency
at a certain tracheal length L could be obtained by drawing a
straight line from the origin with a slope of c / �2�L� in Fig.
11�a�. The intersection of this line with the solution curve
gave the fundamental frequency. For a certain length of the
trachea, one or multiple solutions for the fundamental fre-
quency were possible �e.g., three solutions are possible for
L=100 cm, as shown in Fig. 11�a��. A unique set of solutions
of the fundamental frequency may be obtained by choosing
the one with the largest negative value of the effective damp-
ing.

Alipour, F., and Scherer, R. C. �2001�. “Effects of oscillation of a mechani-
cal hemilarynx model on mean transglottal pressures and flows,” J.

FIG. 11. �a� Fundamental frequency of vocal fold vibration and �b� corre-
sponding effective damping induced by the subglottal system as a function
of the product of wave number and tracheal length for an open-ended and
lossless trachea tube. —: solution curve; – - –: �a� natural frequency of the
vocal folds and �b� critical effective damping at which the equality in Eq.
�A11� is reached; – ·–: f = �c /2�L� ·kL for L=100 cm; shaded area: regions
possible for phonation onset.
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In this paper, a finite-element model is used to simulate anterior-posterior biphonation �Neubauer et
al., J. Acoust. Soc. Am. 110�6�, 3179–3192 �2001��. The anterior-posterior stiffness asymmetric
factor and the anterior-posterior shape asymmetric factor describe the asymmetry properties of vocal
folds. Spatiotemporal plot, spectral analysis, anterior-posterior fundamental frequency ratio, cross
covariation function, and correlation length quantitatively estimate the spatial asymmetry of vocal
fold oscillations. Calculation results show that the anterior-posterior stiffness asymmetry decreases
the spatial coherence of vocal fold vibration. When the stiffness asymmetry reaches a certain level,
the drop in spatial coherence desynchronizes the vibration modes. The anterior and posterior sides
of the vocal fold oscillate with two independent fundamental frequencies �fa and fp�. The complex
spectral characteristics of vocal fold vibration under biphonation conditions can be explained by the
linear combination of fa and fp. Empirical orthogonal eigenfunctions prove the existence of
higher-order anterior-posterior modes when anterior-posterior biphonation occurs. Then, it is found
that the anterior-posterior shape asymmetry also decreases the spatial coherence of vocal fold
vibration, and shape asymmetry is a possible reason for anterior-posterior biphonation.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2221546�

PACS number�s�: 43.70.Aj, 43.70.Bk, 43.70.Jt �AL� Pages: 1570–1577

I. INTRODUCTION

There exists substantial evidence that vocal fold vibra-
tion is a highly nonlinear process.1–3 Vibration of the vocal
folds shows complex behaviors in both the time and spatial
domain such as bifurcation,4–6 chaos,7–10 biphonation,11–17

spatial-temporal chaos,18 and so on. Because irregular vocal
fold vibration is associated with phonation quality and laryn-
geal pathology development,8–10,19–24 many aspects of irregu-
lar vibration have been widely studied in the last years from
both the clinical and theoretical point of view. Excised larynx
experiments provide methods to directly observe the irregu-
lar spatiotemporal behavior of vocal fold vibration.25,26 Non-
linear dynamics analysis methods such as phase space, Poin-
care map, Lyapunov exponent, correlation dimension,
spatiotemporal correlation, and empirical orthogonal func-
tions quantitatively classify vocal instabilities.7,18,27–32 Math-
ematical models aid in understanding the mechanism of vo-
cal fold vibration during phonation.8–10,33–43

The lumped mass model is firstly used to simulate the
irregular vibration of the vocal folds due to the fact that it
maintains a good balance between physiological complete-
ness and computational costs.33–37 One disadvantage of a
lumped mass model’s simplicity is that it cannot provide
enough spatial information. However, several experimental
and theoretical indications show that the desynchronization
of the spatial modes plays an important role in the irregular
vocal fold vibration pattern.6,14,16,18 Therefore, it is necessary
to employ a continuum model to study vocal fold

vibration.31–36 The continuum model can deal with complex
boundaries and provide more spatial information than
lumped mass models. Moreover, a continuum model can also
define particular material properties. Consequently, a con-
tinuum model allows us to model the spatiotemporal charac-
teristics of the vocal folds and reveal their inherent mecha-
nism; this is valuable for improving speech quality and
preventing laryngeal pathology development.

Biphonation is the simultaneous occurrence of two inde-
pendent fundamental frequencies during phonation. Bipho-
nation usually corresponds to a unique spatiotemporal pat-
tern of vocal fold vibration.16 Riede et al. and Brown et al.
found biphonation in the natural howling of a dog-wolf mix
and in excised larynx experiments of squirrel monkeys.15,17

Experimental observations of Mergel et al. found that the
left-right asymmetric vocal fold oscillations induce
biphonation.14 Recently, Neubauer et al. observed two inde-
pendent fundament frequencies and higher-order modes in
anterior-posterior asymmetric vocal fold vibration.16 They
introduced this biphonation mode as “AP �anterior-posterior�
biphonation” while referring to the biphonation mode due to
left-right asymmetric vocal fold vibration as “LR �left-right�
biphonation.”16 Studies using the lumped mass model proved
that stiffness imbalance of the left vocal fold and right vocal
fold is an important factor that causes left-right oscillation
desynchronization and thus left-right biphonation.5,12,14

However, the mechanism of anterior-posterior biphonation
has seldom been studied because of the limitations of the
lumped mass model.

In this paper, we will try to simulate the anterior-
posterior biphonation phenomenon of vocal fold vibration.
First, a finite-element model of anterior-posterior asymmetric
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vocal fold vibration was introduced to simulate the spa-
tiotemporal characteristics of vocal fold vibration. In this
finite-element model, the anterior-posterior stiffness and
shape asymmetry of the vocal fold are taken into account.
The stiffness asymmetric factor �Qstf� and shape asymmetric
factor �Qshp� quantitatively describe the anterior-posterior
asymmetry of the finite-element model. We then introduced
the anterior-posterior fundamental frequency ratio �Fap�, cor-
relation function �Cmax�, and correlation length �Lcorr� to
measure the asymmetry of vocal fold vibration. Finally, we
studied the influence of stiffness asymmetry and shape asym-
metry on vibration asymmetry and biphonation using this
asymmetry finite-element model.

II. MODEL

In this section, we will introduce our finite-element
model. The finite-element model was built and mathemati-
cally solved using the finite-element software ANSYS. Fig-
ure 1 gives a 3D view of our finite-element model where the
white region represents the vocal fold ligament, the dark
gray region represents the vocal fold cover, and the light gray
region represents the vocal fold body. This biomechanical
model of the vocal fold contains 17 longitudinal layers.
These layers, from posterior to anterior, are numbered from 0
to 16. The two folds contain 2432 elements and 1734 nodes;
there are 1216 elements and 867 nodes in each fold. In this
study, we assume that the left and right folds are symmetric.
Therefore only the right fold is simulated, and the impact
between the two folds is represented by the interaction be-
tween the right fold and a rigid mid plane.43,44 The collision
process between the vocal fold and the rigid mid-plane is
modeled by the augmented Lagrangian method.44 In order to
create vibration in the finite-element model, airflow pressure
is applied on the vocal fold surface as a boundary condition
under the assumption that there is no airflow in the anterior-
posterior direction and that airflow pressure distribution
along the inferior-superior direction follows Bernoulli’s
law,36 that is, P�z�= PL�1−G0

2 /G2�z��, where G0 is the glottal

width at the glottal exit, G�z� is the width in the glottis, and
PL=1 kPa is lung pressure. When the vocal fold collision
occurs, the pressure applied on the inferior side of the colli-
sion point is equal to lung pressure �PL�, and the pressure
applied on the superior side of the collision point is set to
zero. Dirichlet conditions are applied to all vocal fold sur-
faces not in contact with airflow, that is, the displacement on
these surfaces is always equal to zero. With the driving air-
flow pressure, the motion of the vocal fold is solved using
the Newmark method.

Clinical observations show that some vocal fold diseases
can cause the asymmetry of the vocal fold shape and stiff-
ness in the AP direction.45,46 Inflammation and localized at-
rophy could change the vocal fold shape. Vocal scarring due
to tissue trauma increases the local tension in the vocal folds.
In order to simulate the vibration of these asymmetrical vo-
cal folds, we introduce stiffness asymmetry and shape asym-
metry in this FEA model.

The vocal fold tissue is modeled by a linear elastic
model with linear damping. Furthermore, we also assume
that each tissue layer in the vocal folds is transversely iso-
tropic and that the vibration takes place in a single plane.47

The movement in each layer can be reduced to lateral and
vertical motions. Therefore, with such assumptions, the lon-
gitudinal Poisson’s ratio is zero and the tissue properties can
be specified by four constants: the transverse Young’s modu-
lus, the longitudinal shear modulus, viscosity, and the trans-
verse Possion’s ratio. The input parameters of the finite mod-
el’s ligament layer and body layer are given in Table I.7,47

Clinical observation has shown that many vocal diseases are
often accompanied with atrophy and dehydration,46,48 which
could cause the change of the tissue compressibility. There-
fore, a relative small transverse Poisson’s ratio was chosen to
represent the possible compressible tissue under pathological
condition. The input parameters of the cover layer are
anterior-posterior asymmetric. For the sake of convenience,
we assume that the tissue property of the cover layer is half
split. In the posterior half, the transverse Young’s modulus,
longitudinal shear modulus, and viscosity are 1 kPa, 2 kPa,
and 3 poise, respectively. In the anterior half, the longitudinal
shear modulus and viscosity are 2 kPa and 3 poise, which are
equal to those in the posterior side. However, the transverse
Young’s modulus is Qstf�1 kPa in the anterior half. Here,
Qstf is the anterior-posterior stiffness asymmetric parameter,
which describes the anterior-posterior stiffness asymmetric
property. For Qstf=1, the anterior and posterior tensions are
symmetric. For Qstf�1, the anterior stiffness is larger than
the posterior stiffness.

FIG. 1. A 3D view of the finite-element model, where the white region, light
gray region, and dark gray region correspond to ligament, body, and cover,
respectively. The length L of the vocal fold is 1.6 cm, the thickness T of the
vocal fold is 0.45 cm, and the depth D of vocal folds is defined in Eq.�1�.
This finite element model contains 17 longitudinal layers. These layers, from
posterior to anterior, are numbered from 0 to 16. Layers 0, 8, and 16 are
labeled in this figure.

TABLE I. The input parameters used in the finite-element model of the
vocal fold.7,45

Transverse Young’s modulus of the body 4 kPa
Transverse Young’s modulus of the ligament 2 kPa
Longitudinal shear modulus of the body 12 kPa
Longitudinal shear modulus of the ligament 40 kPa
Viscosity of the body and ligament 5 Poise
Transverse Poisson’s ratio for all tissue layers 0.3
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In this finite-element vocal-fold model, the length of vo-
cal fold �L� is 1.6 cm, and the thickness of the vocal folds
�T� is 0.45 cm.47 The depth of the vocal folds �D� decreases
from a maximum at the posterior region �Dmax� to a mini-
mum at the anterior region �Dmin�. The depth of vocal fold
follows the equation49

D�y� = Dmax − �Dmax − Dmin� �
y2

L2 , Dmax � Dmin �1�

In order to describe the anterior-posterior shape asymmetry
of the vocal fold, we introduce the anterior-posterior shape
asymmetric factor �Qshp�, which is defined as the ratio of
the maximum depth �Dmax� at the posterior side to the
minimum depth �Dmin� at the anterior side:

Qshp = Dmax/Dmin. �2�

In the following study, we set Dmax equivalent to 1.0 cm and
vary the value of Qshp. Clearly, Qshp=1 indicates a vocal
fold with anterior-posterior symmetric shape. Qshp�1 in-
dicates a vocal fold with an anterior-posterior asymmetric
shape, and that the depth at the posterior is larger than that
of the anterior. As the value of Qshp increases, the AP
shape asymmetry becomes more significant.

III. RESULTS

In this section, we will use the above finite-element
model to simulate vocal fold vibration. In order to quantita-
tively estimate the AP asymmetry of vocal fold vibration, the
AP fundamental frequency ratio,16 cross covariation
function,18,50 and correlation length18 are employed to ana-
lyze the simulation results of the finite-element model. The
AP fundamental frequency ratio �Fap� is defined as: Fap

= fa / fp, where fa is the fundamental frequency of the anterior
side of the vocal folds, and fp is the fundamental frequency
of the posterior side of the vocal folds. The cross covariation
is defined as50

C�i, j,�� =
��u�i,t��u�j,t + ���T

���u�i,t�2�T��u�j,t + ��2�T

, �3�

where �u�i , t�=u�i , t�− �u�i , t��T, i is spatial position, t is
time, and �•�T denotes the average value over time. For all
the values of the delay time ���, the maximum value �
�Cmax�i , j��� of C�i , j ,�� estimates the spatial coherence of
u�i , t� and u�j , t�. In the following discussion, the glottal
width signal �Gw�i , t�� of each layer i along the anterior-
posterior direction is used as the spatiotemporal signal
u�i , t�. Gw�i , t� is the minimum distance between the mid
plane and the node on the surface of the ith layer at time t.
The middle layer �layer 8� is set as a spatial reference
point. Figure 2 presents a typical waveform of Gw�8, t�
with Qstf=1 and Qshp=1. The Cmax between the middle
layer and the other layers is calculated. A large Cmax in-
dicates a strong spatiotemporal correlation, whereas a
small Cmax suggests a small spatiotemporal correlation. A
small spatiotemporal correlation usually correlates with
the spatial asymmetry, irregular spatiotemporal vibration
pattern, and even spatiotemporal chaos.18,50 The correla-
tion length �Lcorr� is defined as

Lcorr =
1

L
�	ya	Cmax�ya�=0.9 − 	yp	Cmax�yp�=0.9� � 100 % , �4�

where ya and yp represent the two spatial points close to the
anterior and posterior ends at which Cmax�ya� and Cmax�yp�
are decreased to 0.9 with respect to the reference layer
�middle layer�. A larger correlation length value corre-
sponds to a larger size of spatially symmetric pattern.

The rich information provided by a finite-element model
allows us to reproduce the spatiotemporal glottal pattern of
vocal fold vibration. Figure 3 illustrates spatiotemporal plots
of the glottal width signal for AP shape symmetric vocal
folds �Qshp=1�. The vertical axis is spatial position and the
horizontal axis is time. i denotes the layer index in the AP
direction �see Fig. 1�. The gray level denotes the value of the
glottal width Gw�i , t�. The bright region corresponds to a
large Gw value, which indicates a wider glottis, whereas the
dark region corresponds to a small Gw value, which indicates
a narrow or closed glottis. In Fig. 3�a�, the stiffness of the
anterior and posterior sides is symmetric, i.e., Qstf=1. We
can see that the spatiotemporal pattern of a symmetric vocal
fold is also symmetric. The fundamental frequencies of the
anterior side and posterior side are identical �Fap=1�, and the
AP biphonation phenomenon does not appear. However,
when the anterior-posterior stiffness becomes asymmetric,

FIG. 2. The waveform of glottal width signal Gw�8, t�, where the vocal fold
is symmetric, i.e., Qstf=1 and Qshp=1.

FIG. 3. The spatiotemporal plots of the glottal width signal Gw�i , t� for AP
shape symmetric vocal folds �Qshp=1�. �a� An AP stiffness symmetric vocal
fold �Qstf=1� and �b� an AP stiffness asymmetric vocal fold �Qstf=2�.
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the spatial symmetry of vocal fold vibration will be broken.
Figure 3�b� gives the spatiotemporal plots with an asymmet-
ric stiffness �Qstf=2�. It is seen that the anterior side and the
posterior side of the vocal fold oscillate with different fun-
damental frequencies. While the maximum number of oscil-
lation on the anterior side reaches 5, there is only an oscil-
lation maximum of 4 on the posterior side. Moreover, these
numbers do not depend on the temporal window used for
counting them, which indicates an AP frequency asymmetry
ratio of Fap
5/4. Thus anterior-posterior biphonation oc-
curs.

Figure 4 presents the spectrum of surface nodal oscilla-
tion. The left column of Fig. 4 �Figs. 4�a�–4�c�� corresponds
to AP stiffness symmetric vocal folds �Qstf=1�, and the right
column �Figs. 4�b� and 4�d�� corresponds to AP stiffness
asymmetric vocal folds �Qstf=2�. The upper row and the
lower row correspond to the anterior �layer index i=11� and

posterior side �layer index i=4�, respectively. For a symmet-
ric vocal fold �Figs. 4�a� and 4�c��, the spectrum structures
for posterior and anterior sides are almost identical. The an-
terior and posterior sides have the same fundamental fre-
quency of approximately 259 Hz. The other peak frequencies
are the higher-order harmonics of the fundamental frequency.
However, for an asymmetric vocal fold �Figs. 4�b� and 4�d��,
the spectrum structures become complex, and the spectra of
anterior side �Fig. 4�b�� and posterior side �Fig. 4�d�� are
significantly different. Two independent fundamental fre-
quencies appear in the spectrum at 259 and 322 Hz. The
dominant frequency of the anterior side is fa=322 Hz, but
the dominant frequency of the posterior side is fp=259 Hz.
The other peak frequencies that appear in Figs. 3�b� and 3�d�
can be interpreted as linear combinations of fa and fp:

TABLE II. Cumulative sum ��m
2 for the first five values of the relative EOF weights.

Eigenfunction
index

Cumulative sum ��m
2 �%�

Symmetry Stiffness asymmetry �Qstf=2� Shape asymmetry �Qshp=4�

1 94.8 68.5 80.3
2 99.5 84.2 92.0
3 99.8 94.3 97.8
4 99.9 96.5 99.2
5 99.9 98.2 99.6

FIG. 4. The spectrum of surface nodal oscillation of the vocal fold. The left column and right column correspond to an AP stiffness symmetric vocal fold
�Qstf=1� and an AP stiffness asymmetric vocal fold �Qstf=2�, respectively. The upper row and the lower row correspond to the anterior �layer index i=11� and
posterior sides �layer index i=4� of vocal folds, respectively. �m ,n� labeled on the peak frequencies denotes that its frequency can be expressed as the linear
superposition of two independent frequencies: f �m,n�=mfa+nfp, where fa indicates the fundamental frequency of anterior side and fp indicates the fundamental
frequency of posterior side. For the stiffness asymmetric vocal fold ��b� and �d��, fa=322 Hz and fp=259 Hz, which denotes a fundamental frequency ratio
Fap
1.24.
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f �m,n� = mfa + nfp, m,n � Z = �0, ± 1, ± 2, . . . 
 . �5�

These simulation results are in accord with the experimental
observations of Neubauer et al.16 Furthermore, the technique
of empirical orthogonal functions �EOF� is used to decom-
pose the glottal width signal Gw�i , t� into principal modes of
vibration.7,16 The normalized eigenvalue �m

2 represents the
contribution of the mth modes to the complete spatial dy-
namics. Table II presents the cumulative sum ��m

2 of the
first five normalized eigenvalues. For a symmetrical vocal
fold, the first eigenmode has almost 95% of the total en-
ergy. However, for a tension asymmetrical vocal fold, the
first eigenmode has only 68.5% of the total energy be-
cause of the existence of the higher-order AP modes. The
above results show that the occurrence of AP biphonation
and higher-order AP modes is associated with AP stiffness
asymmetry.

Figure 5 illustrates the relationship between the AP fun-
damental frequency ratio Fap and the AP stiffness asymmet-
ric factor Qstf. It is seen that Fap is strongly dependent on
Qstf. For an AP symmetric vocal fold, Fap is 1. For a vocal
fold with slight AP stiffness asymmetry Qstf�1.2 for our
model, Fap still maintains a value of 1 and biphonation does
not appear. However, when the AP stiffness asymmetry fac-
tor Qstf exceeds a threshold value, Fap is no longer equivalent
to 1 and biphonation occurs. When Qstf continues to increase,
the fundamental frequency difference between the anterior
and posterior sides also increases, thus indicating a more
significant AP asymmetry.

Figures 6 and 7 give the relationship between stiffness
asymmetry and the spatial coherence of vocal fold vibration,
where Qshp=1 indicates that the shape of vocal fold is sym-
metric. Figure 6 presents the curves of Cmax�i� versus layer
index i, where the square, circle, and triangle symbols corre-
spond to Qstf=1, 1.14, and 2, respectively. Figure 7 presents
the relationship between correlation length and the stiffness
asymmetric factor Qstf. The symmetric vocal fold vibrates in
a high spatial coherence and its correlation length almost
approaches 100%. With the increase in AP stiffness asymme-
try �for example, Qstf=1.14�, the spatial coherence of vocal
fold vibration decreases, and Lcorr reduces to about 60%.
However, the spatial inhomogeneity of vocal fold vibration is
not serious enough to desynchronize the modes between an-

terior side and posterior side. Therefore, in such a condition,
the anterior and posterior sides vibrate with the same funda-
mental frequency, and biphonation has not yet occurred, as
shown in Fig. 5. With a greater increase of Qstf �for example,
Qstf=2�, the correlation length decreases to 10%, and serious
spatial inhomogeneity of vocal fold vibration results in AP
biphonation. In Figs. 6 and 7, because the shape of the vocal
fold was symmetric, the influence of shape asymmetry on
vocal fold vibration has been artificially excluded. The AP
stiffness asymmetry is the only asymmetric factor existing in
this model. Therefore, the decrease of correlation length
shown in Figs. 6 and 7 is purely due to the stiffness asym-
metry, which demonstrates that the AP stiffness imbalance is
one important reason for the drop in the spatial coherence of
vocal fold vibration which causes AP biphonation.

Shape asymmetry is another important asymmetric fac-
tor of the vocal folds. In our study, the parameter Qshp is used
to quantitatively describe the shape asymmetry of the vocal
folds. A Qshp value of 1 indicates an AP shape symmetric
vocal fold. Qshp�1 indicates AP shape asymmetry by show-
ing that the depth of the anterior side of the vocal fold is
smaller than that of the posterior side. Figure 8 presents the
curve of Cmax�i� versus layer index i with different shape

FIG. 5. The relationship between the AP fundamental frequency ratio Fap

and the AP stiffness asymmetric factor Qstf.

FIG. 6. Spatial correlation function Cmax�i� versus layer index i for different
AP stiffness asymmetric factors, where square, circle, and triangle marks
correspond to Qstf=1, 1.14, and 2, respectively.

FIG. 7. The relationship between correlation length Lcorr and stiffness asym-
metric factor Qstf.

1574 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 C. Tao and J. J. Jiang: Simulation of anterior-posterior biphonation



asymmetric factors Qshp, where the square, circle, and tri-
angle symbols correspond to Qshp=1, 1.54, and 4, respec-
tively. Figure 9 presents the relationship between correlation
length and the asymmetric shape factor. It is seen that the
anterior-posterior shape asymmetry of the vocal fold also
potentially decreases the spatial coherence of vocal fold vi-
bration. For a symmetric vocal fold, vocal fold vibration is
symmetric as well, and the correlation length almost ap-
proaches 100%, where the slight Cmax difference between the
layers in a symmetric model can be explained by the weak
high-order mode due to vocal fold collision, tissue interac-
tion in the vocal folds, strong airflow-tissue interaction, and
so on. When Qshp=1.54, the correlation length is about 70%
and AP biphonation cannot be found in such an asymmetric
shape condition. Therefore, although it was clinically ob-
served that the depth of the human vocal fold usually de-
creases from the posterior to the anterior part, i.e., the vocal
fold is AP asymmetric, AP biphonation usually cannot occur
in a normal vocal fold with slight shape asymmetry. When
Qshp=4, the correlation length further decreases to about
47%. The seriously broken spatial coherence of vocal fold
vibration produces AP biphonation. Its spatiotemporal plot is

presented in Fig. 10 and the corresponding cumulative sum
��m

2 of the first five normalized eigenvalues is given in Table
II. It is seen that the fundamental frequencies of the posterior
and anterior sides are no longer identical, and higher-order
AP modes exist in the vibration. In Figs. 8–10, because the
stiffness of the vocal fold was symmetric, stiffness asymme-
try did not contribute to the decrease of the spatial coherence
of vocal fold vibration. Therefore, shape asymmetry makes
the contribution to the decrease of correlation length and AP
biphonation in this example.

IV. DISCUSSION AND CONCLUSION

The goal of this paper is to analyze the spatiotemporal
characteristics and explore the potential reasons for anterior-
posterior biphonation. In this paper, we use a finite-element
model to simulate vocal fold vibration and reproduce the
spatiotemporal glottal pattern. A spatiotemporal plot, spectral
analysis, AP fundamental frequencies ratios, correlation
function, and correlation length are used to describe the spa-
tiotemporal characteristics of the glottal pattern.

Our simulation found that anterior-posterior stiffness
asymmetry can possibly cause anterior-posterior biphona-
tion. Spectral analysis shows that there are two independent
fundamental frequencies for an anterior-posterior stiffness
asymmetric vocal fold. The anterior side and posterior side
of the vocal folds oscillate with independent fundamental
frequencies �fa and fp�. The two independent fundamental
frequencies indicate two independent vibration modes. The
interaction between the two independent modes generates a
complex spectrum structure. The apparent peak frequencies
in the spectrum can be explained as the linear combination of
the two independent fundamental frequencies �fa and fp�.
This is the so-called “AP biphonation.” The calculation of
the empirical orthogonal functions proves the existence of
higher-order AP modes in the vibration of the asymmetrical
vocal fold.

We then studied the influence of stiffness asymmetry on
fundamental frequency ratios and correlation length. The re-
sults show that correlation length has a close relationship
with stiffness asymmetry. The correlation length decreases
with an increase in stiffness asymmetry. When AP stiffness
asymmetry reaches a certain level �Qstf�1.2 in our model�,
AP biphonation occurs, and the fundamental frequency ratio
increases simultaneously with AP stiffness asymmetry. The

FIG. 8. Spatial correlation function Cmax�i� versus layer index i for different
AP shape asymmetric factors, where square, circle, and triangle marks cor-
respond to Qstf=1, 1.54, and 4, respectively.

FIG. 9. The relationship between correlation length Lcorr and shape asym-
metric factor Qshp.

FIG. 10. The spatiotemporal plots of the glottal width signal Gw�i , t� for the
vocal fold with an AP asymmetry shape of Qshp=4, but an AP symmetric
stiffness of Qstf=1.
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stiffness asymmetry describes the inhomogeneity of vocal
fold tissue. The correlation length and fundamental fre-
quency ratios describe the decrease in the spatial coherence
of vocal fold vibrations. We can therefore consider that AP
stiffness asymmetry is one possible reason for the spatial
inhomogeneity of vocal fold vibration. Serious spatial inho-
mogeneity of vocal fold vibration results in mode desynchro-
nization between the anterior side and the posterior side and
generates AP biphonation. These results strongly support the
hypothesis that “inhomogeneities of the vocal fold tissue
properties like local, hidden morphological changes in
deeper tissue layers could induce and support the indepen-
dent vibration of modes.”16 In other words, we can also con-
sider that the independent vibration of modes and the occur-
rence of AP biphonation sometimes may imply that the
inhomogeneities of vocal fold tissue properties are due to
inflammation, localized edema, or scarring, which are com-
monly seen clinically. Therefore, the independent vibration
of modes could provide useful clinical information in assess-
ing laryngeal function.

The vocal fold shape can be affected in many pathologi-
cal conditions such as the occurrence of tumors and infec-
tion. It is important to know how the shape of the vocal folds
changes the vibration. In this study, besides stiffness asym-
metry, we found that shape asymmetry is another potential
reason for spatial inhomogeneities of vocal fold vibration.
Shape asymmetry could also induce AP biphonation. The
anterior side, with a smaller vocal fold depth, has a higher
fundamental frequency. Conversely, the posterior side, with a
larger vocal fold depth, has a lower fundamental frequency.
Usually, greater stiffness and smaller size correspond to a
higher fundamental frequency vibration mode. Lower ten-
sion and larger size correspond to a lower fundamental fre-
quency vibration mode.49,51,52 Therefore, the smaller depth in
the anterior side of the vocal fold plays a role similar to
greater stiffness. The AP asymmetry of the vocal fold pro-
vides the potential for a multi-mode coexistence in the vocal
folds and breaks down the spatial coherence of vocal fold
vibration. When the asymmetry of the vocal fold reaches a
certain level, the vibration modes of the anterior and poste-
rior sides will be desynchronized.

Therefore, we can draw the following conclusion: just as
the reported left-right asymmetry of the vocal folds leads to
a desynchronized left-right vibration and thus left-right
biphonation,5,12,14 the anterior-posterior asymmetry of vocal
folds is one potential reason for a desynchronized anterior-
posterior vibration of the vocal folds and anterior-posterior
biphonation.
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This paper ranks the importance of unsteady aerodynamic mechanisms in glottal flow. Particular
emphasis is given to separation point motion, acceleration of glottal airflow by vocal fold motion,
and viscous blockage. How nondimensional parameters such as the Reynolds, Strouhal, and
Womersley numbers help in this ranking is also addressed. An equation of motion is derived which
includes terms explicitly describing the effects of interest, assuming �1� a symmetrical glottis, �2�
zero pressure recovery downstream of the vocal folds, and �3� a quasisteady glottal jet. Estimating
the order of magnitude of the terms in this equation, it is shown that the flow is characterized by two
temporal regimes: �1� a flow initiation/shutoff regime where local unsteady acceleration and wall
motion dominate, and �2� a “quasisteady” regime where the flow is dominated by convective
acceleration. In the latter case, separation point motion and viscous blockage are shown to be out of
phase with motion of the vocal folds, thereby impacting the shape of the glottal volume flow
waveform. The analysis suggests that glottal flow may be considered quasisteady only insofar as
traditional assumptions concerning glottal jet behavior can be confirmed. © 2006 Acoustical Society
of America. �DOI: 10.1121/1.2215408�
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I. INTRODUCTION

This paper presents a theoretical approach to determine
the dynamic relevance of unsteady aerodynamic effects dur-
ing phonation. The particular focus is on how time variations
in �1� inertia, �2� viscous blockage, �3� vocal fold wall mo-
tion, and �4� separation point motion influence the shape of
the glottal volume flow waveform, the physical determinant
of voice power and quality. In doing so, how these effects
might cause departures from the commonly assumed quasi-
steady model of glottal airflow is also addressed. While these
effects have previously received attention in the literature,
their relative importance and influence on the glottal volume
flow waveform have never been assessed directly using the
equations of motion.

Consider the flow through the vocal fold during a single
cycle of vibration. A schematic of the flow is shown in Fig.
1. Upon opening, air is forced through the glottis by the
transglottal pressure gradient. Near the glottal exit, the flow
separates, forming the glottal jet. The diffusion of this jet
causes the pressure loss which the transglottal pressure gra-
dient must overcome. This airflow continues until the vocal
folds close at the end of the cycle. The simplest description

of this flow is that the glottal volume flow has a simple
dependence on only the transglottal pressure and glottal area.
This description, which has been used widely in glottal aero-
dynamic modeling �see, e.g., Pelorson et al., 1994; Story and
Titze, 1995; Lous et al., 1998�, implicitly assumes a quasi-
steady glottal jet with minimal pressure recovery �Hirsch-
berg, 1992�. In this model, because the glottal volume flow
changes instantaneously in response to changes in either
transglottal pressure or glottal area, airflow in the glottis is
quasisteady. Several recent studies �Mongeau et al., 1997;
Zhang et al., 2002; Vilain et al., 2004� seem to support this
approximation.

Several other factors also mediate the relationship be-
tween the driving pressure gradient, glottal area, and volume
flow. Due to its inertia, a finite length of time is needed for
the air in the glottis to accelerate from rest �this was ac-
counted for in the early glottal flow models of Ishizaka and
Flanagan �1972��. Similarly, at the end of the cycle, when the
folds close, the flow is shut off over a finite duration during
which the flow decelerates to rest. Along the vocal fold
walls, in the direction of the flow, there exist regions, the
boundary layers, in which friction is important �see Fig. 1�.
These regions grow in thickness through diffusion and in
response to time variations of glottal flow. Through the dis-
placement effect �see, e.g., Rosenhead, 1963� the boundary
layers can decrease the effective aerodynamic area of the
glottis. This blockage effect, if large enough, increases the
transglottal pressure difference needed to push air through
the glottis at a given rate �see, e.g., discussion of entrance
flow in a straight pipe in Bejan �1984��. Near the glottal exit,
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the boundary layers separate from the vocal fold walls, form-
ing the glottal jet. Separation is affected by the glottis shape,
volume flow, and boundary layer thickness, as well as the
rate at which these factors change in time �Hirschberg, 1992;
McGowan, 1993�. Finally, the motion of the vocal fold walls
displaces air in the glottis, exchanging momentum with it
�Flanagan and Ishizaka, 1976; Deverge et al., 2003�. Previ-
ous consideration of these phenomena has made use of non-
dimensional parameters such as the Reynolds number or the
Strouhal number. Bejan �1984� has pointed out that the in-
terpretation of these parameters is highly dependent on the
flow being studied. A careful consideration of the meaning of
nondimensional parameters in phonatory airflows has not
been done.

In this article, a theoretical approach is taken to address
these issues. An equation of motion is derived which explic-
itly includes the phenomena in question. Using the scales of
motion observed in phonation, the order of magnitude of
each of the terms in the equation is estimated. Assessing the
order of magnitude of each term relative to transglottal pres-
sure provides a clear basis for ranking each effect in terms of
its dynamic importance. Using these estimates, the relevant
time scales governing each effect are also revealed. The
analysis also allows interpretation of nondimensional num-
bers such as the Reynolds, Strouhal, and Womersley num-
bers. Neglecting terms two orders of magnitude smaller than
transglottal pressure leads to a simplified equation of motion.
The solution of this equation is used to express the glottal
volume flow in terms of the leading order effects.

II. APPROXIMATE DESCRIPTION OF GLOTTAL
AERODYNAMICS

A. Problem definition

The geometry of the airflow through the vocal folds is
shown in Fig. 1. The airflow proceeds from left to right
through the constriction leading from the cylindrical trachea
through the glottis, a rectangular slit, and into the cylindrical
pharynx as shown. The coordinate axes show x1 as the axial
coordinate and x2 the transverse coordinate. The vocal folds
lie between xA�x1�xC, and their surfaces are defined by the
function x2=h�x1 , t� and the components ni�x1 , t� of the wall
unit normal vector n.

The local cross-sectional area S�x1� is defined as S�x1�
=2LGh�x1�, where LG is the length of the glottis in the direc-
tion perpendicular to the page in Fig. 1. The presence of
boundary layers along the walls means the flow “sees” a
smaller cross-sectional area, S��x1�. The local flow cross-
sectional area, S��x1�, corrected for viscous blockage, is de-
fined as S��x1�=2�1−�*�x1� /h�x1��LGh�x1�. Here, �* is the
boundary layer displacement thickness, which depends on
the shape of the local axial velocity profile �see, e.g., Rosen-
head, 1963; Bejan, 1984�, and which scales on the local
boundary layer thickness �.

The locations shown in the sketch denote the regions of
the airflow: For x1�xA, the air particle velocity is small
enough that the motion is linear and essentially acoustic. The
locations xB and xC denote the inlet and outlet, respectively,
of the glottis. The axial location x1=xS, downstream of the
point of minimum constriction, is where the airflow separates
from the wall and a planar jet is formed. In the present work
separation point behavior will not be computed, but its be-
havior will assumed to be consistent with that described pre-
viously �Hirschberg, 1992; Pelorson et al., 1994; Liljen-
crants, 1996; Lous et al., 1998; Alipour and Scherer, 2004�,
in which the separation point moves rapidly during glottal
opening and closure. The separation point location is impor-
tant because it indicates not only the distribution of aerody-
namic forces driving vocal fold vibration, but also the vol-
ume of air allowed to pass through the glottis. In other
words, glottal volume flow Ug=uSSS�. Thus the movement of
the separation point helps determine the temporal behavior
of Ug. At some point further downstream, x1=xD, the jet has
diffused enough, through the action of friction and turbulent
mixing, to reattach to the vocal tract walls.

The airflow in the region xA�x1�xD is analyzed using
the following assumptions:

�1� The tracheal and pharyngeal cross-sectional areas
�SA and SD, respectively� are assumed approximately
equal, and much larger than the glottal area. In other
words, SA�SD�SS.

�2� The airflow is incompressible, equivalent to saying
that the airflow fluctuations are slow enough that they
are communicated to the rest of the region in question
during a time interval much shorter than the period of
the fluctuation. In other words, the region of interest
is acoustically compact—see, e.g., Hirschberg �1992�.

FIG. 1. Geometry of glottal flow passage. Trachea ends at x1=xA. xB is the
location of the glottis entrance, xC of the glottis exit. The location of the
separation point is x1=xS�t�, where xB�xS�xC. The wall shape is described
by the function x2=h�x1 , t�. The boundary layer thickness is given by x2

=��x1 , t�. The flow fills the passage until x1=xS, at which point the flow
separates and forms a jet, whose boundary is shown. At the separation point,
the boundary layer thickness is �S. The location where the jet reattaches to
the wall is designated x1=xD.
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�3� Vocal fold shape, its motion, and the airflow are sym-
metrical about the mid-saggital plane. Although there
are indications �see, e.g., Hofmans et al., 2003� that
the glottal jet becomes asymmetrical, for purposes of
this work, where orders of magnitude are sought,
symmetry is assumed. Note that this previous work
does not indicate asymmetric flow upstream of the
separation point for a symmetrical glottis.

�4� No pressure recovery downstream of the separation
point �in the region xS�x1�xD�. In addition, this
process is quasisteady. This assumption has been
widely used in phonation modeling �Ishizaka and
Flanagan, 1972; Peloroson et al., 1994; Story and
Titze, 1995�. This assumption approximates the air
pressure downstream of the point of separation to be
uniform and equal to ambient pressure pD. In other
words, the pressure pS= pC= pD, so that the transglot-
tal pressure difference pA− pD� pA− pS. This approxi-
mation implicitly assumes that the jet flow is estab-
lished very rapidly compared to the other time scales
of the flow and of vocal fold motion. Note that if this
assumption is correct, any asymmetric jet motions
that may occur �see, e.g., Hofmans et al., 2003� are
not dynamically relevant.

�5� The flow in the glottal flow boundary layers is lami-
nar. While this assumption finds support from the ex-
periments of Hofmans et al. �2003�, Deverge et al.
�2003�, and Vilain et al. �2004�, it appears to be un-
resolved at present. For present purposes, this as-
sumption is sufficient—a turbulent boundary layer
will exhibit a higher rate of transverse diffusion and a
different separation point location, but qualitatively
the boundary layer behaves in the same manner �Be-
jan, 1984�. Note that the boundary layers being lami-
nar does not preclude the glottal jet from transitioning
to a fully turbulent flow.

�6� Separation point motion occurs during brief intervals
(compared to the time the glottis is open), and moves
a distance of order of the axial length of the glottis.
This assumption has been used previously �Hirsch-
berg, 1992; Liljencrants, 1996; Lous et al., 1998�. Al-
though the work of Pelorson et al. �1994� and Alipour
and Scherer �2004� conflict in terms of the direction
of separation point motion, both support this assump-
tion. In the present analysis the effect of separation
point motion in both directions is discussed.

�7� Convective acceleration in the converging glottis, be-
tween the trachea and the separation point, is the
dominant mechanism by which transglottal pressure
gradient accelerates the airflow. This is equivalent to
saying that the quasisteady Bernoulli equation, in
which the axial acceleration of the flow in the glottis
inlet is balanced by transglottal pressure, is the
lowest-order model of phonatory airflow, as described
in the Introduction. As a result, all other phenomena

are expected to be corrections to this model. This as-
sumption is consistent with the success of past efforts
to model vocal fold vibration.

B. Derivation of equation describing glottal flow

The glottal flow equation is derived in a manner similar
to the derivation of Bernoulli’s equation, but for a more gen-
eral situation. First, the axial momentum equation is inte-
grated along the axial direction in the region xA�x�xS ex-
tending from the glottis entrance to the moving separation
point. Then, mass conservation is used to express all appear-
ances of velocity in terms of the velocity at the separation
point.

The momentum equation along the symmetry streamline
�x2=0� is given by

�� �u

�t
+

1

2

�u2

�x1
� +

�p

�x1
= 0, �1�

where � is the fluid density, u is the axial component of
velocity, p is the static pressure, and x1 is the coordinate in
the axial direction. Integrating this equation along the sym-
metry streamline from x1=xA to x1=xS�t�, the following
equation is obtained:

�
d

dt
�

xA

xS�t�

u�x1� dx1 − �uSẋS + pS − pA +
�

2
�uS

2 − uA
2�

=

�
xA

xS�t�

�W�x1� dx1

Swall
�2�

where Liebnitz’s rule �see Panton, 1994� was used to move
the time derivative outside the integral in the first term, re-
sulting in the appearance of a new term which explicitly
includes the speed of motion of the separation point. An
additional term containing �W, the wall shear stress, also ap-
pears on the right-hand side, representing the head loss due
to friction on the glottis walls. The mass conservation equa-
tion �see the Appendix� yields

u�x� =
V̇xS

S��x�
+ �uS − ẋS�

SS�

S��x�
. �3�

Here, V̇xS
is the time rate of change of glottal volume from

x1=x to xS, and S��x� is the cross-sectional area of the glottis
at x1 �corrected for viscous blockage�, to rewrite the inte-
grand. Using this result, the unsteady acceleration term be-
comes

�
d

dt
�

xA

xS�t�

u�x� dx = �
d

dt
�

xA

xS�t� V̇xS

S�x�
dx

+ �
d

dt��uS − ẋS��
xA

xṠ�t� SS�

S�x�
dx� . �4�

Now the mass conservation equation is used to rewrite the uA
2

term in Eq. �2� in terms of uS and the speed of the separation
point. After some rearrangement, the following equation re-
sults:
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�
d

dt
�uSLeff� − �

d

dt
�ẋSLeff� + �

d

dt
�

xA

xS�t�
V̇Ax

S�x,t�
dx − �uSẋS

I II III IV

+ �
uS

2

2
�1 − � SS�

SA

�2� − �uS

2SS�

SA
2

V̇AS − �uS

2Ss�
2

SA
2

ẋS

V VI VII

− �
V̇AS

2

SA
2

− 2
V̇AS

SA
2

SS�ẋS +
SS�

2

SA
2

ẋS
2

+ pS − PA

VIII IX X XI

=

�
xA

xS�t�

�W�x� dx

Swall

XII

�5�

where

Leff = �
xA

xS�t� SS

S�x�
dx 	 L �6�

�see, e.g., Pelorson et al., 1994�. The first four terms in Eq.
�5� represent unsteady acceleration of the air in the glottis.
From left to right, these terms represent �I� unsteady accel-
eration of glottal volume flow, �II� a correction term due to
the unsteady motion of the separation point, �III� acceleration
due to the motion of the vocal fold walls, and, finally, �IV� a
second correction due to the motion of the separation point.
The first term �I� is the familiar unsteady acceleration term
that appears even when vocal fold wall and separation point
motion is neglected. Terms V–X represent convective accel-
eration of the air in the glottis, including contributions from
movement of the walls �VI, VIII, and IX� and the separation
point �VII, IX, and X�. The last two terms are the two axial
forces acting on the flow: �XI� the transglottal pressure,
where assumption 3 has been invoked so that pA− pD= pA

− pS, and �XII� the net friction force. Note that vocal fold
wall motion, separation point motion, and blockage ratio
contribute not only to the unsteady acceleration, but also to
the convective acceleration.

If the effects of wall motion and separation point move-
ment are neglected, then Eq. �5� reduces to the familiar un-
steady Bernoulli equation, as expressed in Hofmans et al.
�2003�, supplemented by friction:

�
d

dt
�uSLeff� + �

uS
2

2

1 − � SS�

SA
�2� + pS − pA

=

�
xA

xS�t�

�W�x� dx

Swall
, �7�

III. SIMPLIFICATION BY SCALE ANALYSIS

Having derived Eq. �5�, which describes the motion of
air in a time-varying glottis, the next step is to determine the
hierarchy of effects, by ranking each term according to its
order of magnitude. By comparing these estimates to those
for the dominant terms, three results are obtained: �1� the
dynamic relevance of the effect represented by each term, �2�
the duration over which a given term might be dynamically
relevant, and �3� the nondimensional parameters describing
the flow and their interpretation.

In this section, the scales of motion are first identified in
Sec. III A. In Sec. III B, the technique just described is ap-

plied to Eq. �7� in order to demonstrate the approach. Section
III C then studies the behavior of viscous blockage from
boundary layers, and under what conditions this effect is
unsteady. In Secs. III D and III E, the effects of wall motion
and movement of the separation point, respectively, are then
determined using the same approach. Section III F then uses
the results of Secs. III A–III E to develop a simplified equa-
tion of motion, and in Sec. III G the implications for the
behavior of the glottal jet speed and the glottal volume flow
waveform are discussed.

A. Scales of motion

The length scales describing glottal flow are those which
describe the volume of the time-varying glottis itself. The
length of the volume under consideration is L	xC−xA

	Leff, which is approximately 1 cm for adult humans. The
glottal volume is approximately this length times the cross-
sectional area, SS��t�, which is approximately hS�t�LG�1
−�S /hS�. The length scale describing the maximum glottal
width, hS, is of order 1 mm.

There are several time scales describing glottal flow. The
first two characterize the motion of the vocal fold walls: the
period of vocal fold vibration, T, and the length of time, To,
that the glottis is open. Because the interest is the order of
magnitude of terms, rather than their exact value, these two
quantities will be used interchangeably: To	T. Here, mo-
tions of order 100 Hz �speaking voice for adult humans� are
considered, so T is approximately 0.01 s. The unsteady ac-
celeration of glottal flow during flow initiation and shutoff
has its own time scale, Ta. A second time scale of accelera-
tion, Tus, relates the time during which the acceleration of the
air in the glottis is dominated by motion of the vocal fold
walls. Another relevant time scale, Tc, describes separation
point motion. Finally, there is a time scale, Tv, governing the
rate of diffusion of the boundary layers. This time scale con-
trols the behavior of viscous blockage.

The scales which characterize the velocities involved in
glottal flow are the flow speed at the separation point uS,
which is approximately 30 m/s, and the transverse speed of
the vocal fold walls vW��hS /T	O�0.1� m/s. Here, and in
what follows the notation f 	O�x� means that f has the same
order of magnitude as x �see, e.g., Bejan, 1984�.

B. Example: Traditional model—wall motion,
separation point neglected

Before considering Eq. �5� in full, the “traditional” case,
where acceleration due to wall motion and separation point
motion are neglected, will be addressed. This will demon-
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strate how the current approach applies in this familiar case,
in which the only effects considered are the local unsteady
flow acceleration, the convective acceleration, the driving
transglottal pressure gradient, and friction, which acts to re-
sist the flow.

1. Unsteady acceleration versus convective
acceleration

In the traditional case, it is clear that the driving force
�transglottal pressure difference� will accelerate the air using
two mechanisms, �1� unsteady acceleration, which empha-
sizes time variations in the flow speed, and �2� convective
acceleration, in which the flow is accelerated spatially by
squeezing the air through the narrowing glottal inlet. Tradi-
tionally, the unsteady acceleration has been neglected. The
most concise statement of how this neglect is justified is
given by Hirschberg �1992�. The magnitude of the two ac-
celeration terms are estimated as follows using scales of mo-
tion:

�
d

dt
�uSLeff� 	 �

uSL

T
, �

uS
2

2
�1 − � SS�

SA
�2� 	 �uS

2, �8�

where T is the period of vibration and SS
2 /SA

2 	�10−2�, by
assumption. The ratio of the unsteady to the convective
acceleration terms thus has order of magnitude St
= �L /uST�, where St is the Strouhal number. Because St is
the ratio of the unsteady and the convective acceleration,
and because St	O�10−2�, the argument goes, unsteady ac-
celeration may be safely neglected. The soundness of this
argument will now be considered.

Note that the estimate of the unsteady acceleration uses
the vibration cycle period T as its time scale. But does that
time scale really characterize the motion of the air? Measure-
ments of glottal jet speed �see, e.g., Berke et al., 1989; Ali-
pour et al., 1995; Mongeau et al., 1997� suggest that in fact
the glottal jet speed uS changes much more rapidly, espe-
cially during flow initiation and shutoff. During initiation,
the flow speed is small, but rapidly changing. As a result, the
nonlinear convective acceleration terms �proportional to uS

2�
are small compared to the local unsteady acceleration term
�proportional to uS�. Once the flow is initiated, however, the
rate of change of flow speed decreases, but the flow is still
being accelerated spatially �i.e., convectively� through the
glottal inlet. This suggests that two temporal regimes exist
for the flow: �1� a regime at the beginning and end of the
cycle, of duration Ta, in which the unsteady acceleration
dominates, and �2� a regime in the middle of the cycle, of
approximate duration To−2Ta, in which the convective ac-
celeration may dominate. This model has support from Mon-
geau et al. �1997�. What fraction of the cycle do each of
these regimes occupy? In other words, what is Ta /T?

Ta is the time it takes for the flow to initiate, so it is also
a measure of the duration over which the flow has acceler-
ated sufficiently that the two acceleration terms are the same
order of magnitude:

�
d

dt
�uSLeff� 	 �

uS
2

2
�1 − � SS�

SA
�2� . �9�

The order of magnitude of the unsteady acceleration term is
then estimated as

�
d

dt
�uSLeff� 	 �

uSL

Ta
	 �

uSL

T

T

Ta
. �10�

Combining �8� and �9�,

�
uSL

T

T

Ta
	 �

uS
2

2
. �11�

Rearranging these, the following relation is obtained:

L

uST

T

Ta
	 St

T

Ta
	 O�1� . �12�

From this result, the fraction of the cycle occupied by the
unsteady regime is given by

Ta

T
	 St. �13�

Thus the Strouhal number can be interpreted as the fraction
of the vibration period that it takes for the flow to accelerate
from, or decelerate to, rest. This fraction is a few percent of
the vocal fold vibration period for adult speech, but may
reach 10% for infants, and an even greater percentage for
high-frequency sung notes.

If Eq. �7� is sufficient to describe glottal flow, then in the
second, middle temporal regime, it reduces to a quasisteady
Bernoulli equation, corrected by wall shear stress,

�
uS

2

2
− �pAD =

�
xA

xS�t�

�W�x� dx

Swall
= F̄f , �14�

which is quadratic in uS, so that uS may be expressed as

uS =�2��pAD − F̄f�
�

, �15�

Note that friction acts to oppose the effect of the transglottal
pressure difference, reducing the jet speed uS.

2. Skin friction behavior

Friction is often neglected in glottal flow modeling �see,
e.g., Story and Titze, 1995; Pelorson et al., 1994; Lous et al.,
1998�. The accuracy of this approximation may be found by
comparing the relative orders of magnitude of the friction
and convection terms. The friction term may be rewritten as

F̄f =

�
xA

xS�t�

�W�x�LG dx

�
SA

SS�t�

dSwall

=

�
xA

xS�t� 1

2
� u�x�2cL

��/u�x�xLG dx

�
SA

SS�t�

dSwall

, �16�

where �see, e.g., Bejan, 1984� �W, for a laminar boundary
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layer, is proportional to � u�x1�2cLRe1/2�x1 /hS�1/2. In Eq.
�15�, � is the kinematic viscosity, the ratio � /� of the
dynamic viscosity and the fluid density. Here, cL is in
general a factor of O�1� �e.g., 5.0 for a laminar boundary
layer on a flat plate in a uniform flow�, which depends on
the instantaneous glottal shape, and Re=u�x1�hS /� is the
Reynolds number based on glottal width, hS. By using the
mass conservation equation �neglecting displacement of
air by wall motion�, the friction term may be further re-
written as

F̄f =
LG

Swall
�

xA

xS�t�

�W�x� dx

=
LG

Swall

1

2
� uS

2hS
2cL� �

uShS
�

xA

xS�t� dx
�h�x,t�3x

. �17�

The integral is dominated by its behavior where h�x , t� is
minimum, which can be approximated as a hS	hS region,
where h�x , t��hS. As a result, the order of magnitude of
friction force term is

F̄f 	
LGhS

Swall
� uS

2cL� �

uShS
. �18�

Using Swall	LGL, the order of magnitude of the friction
term relative to the convective acceleration is then

F̄f

�
�uS
2/2�

	
hS

L
cL� �

uShS
, �19�

so that the relative contribution of friction to the dynamics of
glottal flow is proportional to the ratio of the glottal aspect
ratio hS /L and the square root of the Reynolds number Re
=uShS /�. The traditional argument states that the Reynolds
number, the ratio of inertia to friction, is sufficient to
determine whether friction is negligible. Here, it is seen
that the glottal aspect ratio also plays a role.

3. Summary of analysis of traditional case

The preceding analysis shows how, for the traditional
case, estimation of the order of magnitude of the terms in the
equation of motion may be used to determine not only which
terms are dominant, but also the duration of each term’s im-
portance. It was shown that two temporal regimes exist, one
in which the unsteady acceleration dominates, and another in
which the convective acceleration dominates. In addition, the
interpretation of nondimensional parameters is clarified.
First, the Strouhal number is seen to set the fraction of the
vibration period that the unsteady acceleration will dominate.
Second, the Reynolds number alone is not sufficient to as-
certain the importance of friction.

C. Unsteadiness of viscous blockage

As described above, viscous blockage reduces the effec-
tive glottal aerodynamic cross-sectional area SS�, relative to
the true cross-sectional area SS. Mongeau et al. �1997� and
Zhang et al. �2002� have quantified this effect using dis-
charge coefficients, assuming that during phonation, the
boundary layers are quasisteady. In this case, SS� and SS are in

phase. Deverge et al. �2003� and Vilain et al. �2004� have
also studied the behavior of viscous blockage, intuitively de-
riving a scaling law for the blockage ratio and using it to
interpret measurements from a model glottal flow. Neither
study provided direct evidence that the boundary layers are
in fact quasisteady. In fact, Deverge et al. �2003� showed that
friction is likely greater during glottal closure, which sug-
gests that the boundary layers are not quasisteady. In this
section, a relation for the viscous blockage ratio is derived
from the equation of motion. In addition, the possibility that
the boundary layers are unsteady �SS� and SS are not in phase�
is considered.

Using

�S

L
	

�S

hS

hS

L
	 cL� �

uShS
�hS

L
�20�

�see, e.g., Bejan, 1984�, where �S is the boundary layer thick-
ness, Eq. �19� can be rewritten as:

F̄f

��uS
2/2�

	
�S

L
�hS

L
	

�S

hS
�hS

L
�3/2

, �21�

which shows that the contribution of friction is directly pro-
portional to the blockage ratio. Equating the rightmost term
of �21� to the right-hand side of relation �19�, the blockage
ratio �S /hS is shown to be

�S

hS
	

cL

�RehS

� L

hS
, �22�

supporting the arguments of Deverge et al. �2003� and Vilain
et al. �2004� that the controlling parameter for the impor-
tance of blockage is Re hS /L, where friction and viscous
blockage become most important as Re hS /L→0.

Under what conditions is a boundary layer and the re-
sulting viscous blockage unsteady? The temporal response of
a boundary to a change in the flow is governed by the time it
takes for the change in the core flow to diffuse through the
boundary layer. Thus, for a laminar boundary layer, where
diffusion is governed by molecular processes, the viscous
diffusion time Tv	�S

2 /�. The character of the time response
of the boundary layer is governed by the ratio of Tv to the
period of vibration. If Tv /T�1, then changes are communi-
cated through the boundary layer instantaneously, the bound-
ary layer grows very rapidly, and the flow is quasisteady. If
Tv /T�1, then the boundary layer growth rate is so slow that
the boundary layers are thin for the whole vibration cycle
and the blockage ratio is negligible. If, however, Tv /T
	O�1�, then the boundary layers grow appreciably during
the cycle and may thus be thicker during glottal closure than
during opening. In this case, viscous blockage depends not
only on glottal area and Reynolds number, but also on the
time since the glottis opened. The result is that SS� experi-
ences a phase lag relative to SS, a lag of order Tv.

The ratio of diffusion time to glottal period is given by
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Tv

T
	

�S
2

�T
	

hS
2

�T

�S
2

hS
2 	 Wo2�S

2

hS
2 , �23�

where the Womersley number, Wo �based upon glottal
width�, is given by Wo= �hS

2 / ��T��1/2. In this relation, Wo2

appears as a proportionality between Tv /T and the block-
age ratio �squared�. In other words, �1� the higher the
blockage ratio, the more likely the boundary layer will be
unsteady, and �2� the Womersley number gives the inten-
sity of this effect. Wo in glottal flow is 2.6, using the
scales from Sec. III A. Thus, for full blockage ��S /hS

=0.5�, Tv /T=1.69, so it appears that the boundary layers
will be unsteady when the blockage ratio is high. When
the blockage is small, e.g., �S /hS=0.01, then Tv /T
	O�10−4�. The crossover, where Tv /T=1, occurs for a
blockage ratio of 0.43. During the closure of the glottis,
the boundary layers are thicker than during opening, and
decreasing glottal area will likely result in an increase in
the instantaneous blockage ratio during that interval. As a
result, viscous blockage depends explicitly on time, so
that SS� and SS are out of phase, especially during closure.

D. Acceleration by wall motion

Now the importance of the terms of Eq. �5�, which de-
scribe the effect of wall motion, is determined, for the inter-
val Ta� t�To−Ta, in which the convective acceleration
dominates relative to the local unsteady acceleration, as de-
scribed in Sec. III B above. In this section, the terms relating
to separation point motion are neglected for simplicity. The
equation of motion for glottal flow in this case is given by

�


uS
2

2
+ pA − pD + F̄f = �


V̇AS
2

SA
2 + �
uS

2SS�

SA
2 V̇AS

− �


d

dt
�

xA

xS�t� V̇xS

S�x,t�
dx �24�

The order of magnitude of the left-hand terms has already
been discussed in the previous section. In order to estimate
the right-hand side terms, the proper scaling for the rate of
air volume displacement by wall motion, dVAS /dt, and the
integral term need to be determined. The volume VxS, be-
tween x1=x�xA and x1=xS, is given by

VxS = �
x

xS

S�x1,t� dx1.

The time rate of change of this volume is

V̇xS = �
x

xS

Ṡ�x1,t� dx1 = 2�
x

xS

v�x1,t�LG dx1.

For x1=xA, this quantity has the following order of magni-
tude:

V̇AS 	 vwLGL . �25�

For the first term on the right-hand side of Eq. �24�, its mag-
nitude relative to convection is

��V̇AS
2 /SA

2�
��uS

2/2�
	

�V̇AS
2

��uS
2SS�

2/2�
� SS�

SA
�2

	 �vwSwall

uSSS�
�2� SS�

SA
�2

.

�26�

Before estimating the magnitude of the other two wall mo-
tion terms, some attention will be given to interpretation of
�26�. It shows that the importance of wall motion is governed
by the ratio of two volume fluxes, the air volume flux due to
wall displacement, vW Swall, and the glottal throughflow
volume flux uSSS�. Because vW	hS /To and SS�	hSLG, the
volume flux ratio may also be written as

vwSwall

uSSS�
	

vwLGL

uShSLG
	

vwL

uShS
	

L

uST
	 St, �27�

supporting an interpretation of Deverge et al. �2003� that the
Strouhal number indicates the relative strength of volume
flux due to wall displacement and the transglottal volume
flux. Deverge et al. �2003� also noted that the volume flux
ratio is likely small when the glottis is wide open, but it
should become larger as the glottis closes and the air velocity
decreases, resulting in an essentially unsteady flow. In this
case,

vwLGL

uSSS�
	

vwL

uShS
	 O�1� , �28�

which means that the wall motion is important when

vw

uS
	

hS

L
	

SS�

Swall
. �29�

When does this occur? The wall speed is never an appre-
ciable fraction of the flow speed, except for the instants just
upon opening and closure. During these intervals the flow
has either just been initiated, or is being extinguished, but the
walls are moving. However, if the glottis is long and narrow,
the area over which displacement by wall motion takes place
is larger than the glottal area, so that the volume fluxes may
then be commensurate. However, this is rarely the case.
Clearly, the shape of the glottis is relevant in determining the
importance of wall displacement, as shown by the experi-
ments of Deverge et al. �2003�.

Having estimated the order of magnitude of the rate of
wall volume flux, the remaining wall motion terms in Eq.
�24� may be likewise estimated. The magnitude of the right-
hand side terms, relative to convection, are given by

��V̇AS
2 /SA

2�
��uS

2/2�
	 St2� SS�

SA
�2

	 O�10−6� , �30�

�uS�2SS�/SA
2�V̇AS

��uS
2/2�

	 St� SS�

SA
�2

	 O�104� , �31�

�
d

dt
�

xA

xS�t�

�V̇xS/S�x,t��dx

�uS
2/2

	
L2

uS
2T2 	 St2 	 O�10−4� . �32�

Over what time scale are these terms important? The
time interval Tus during which the wall volume displacement
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and glottal volume displacement are commensurate may be
estimated by using vw	�hS /Tus, where �hS is the change in
glottal width during the time Tus during which wall motion is
relevant. Then,

vwL

uShS
	 O�1� 	

�hSL

uShSTus
	

�hSL

uShST

T

Tus
	 St

T

Tus

�hS

hS
.

�33�

Tus has the fraction of a vibration period:

Tus

T
	 St

�hS

hS
	

Ta

T

�hS

hS
, �34�

where �13� has been used. Thus the time interval during
which wall displacement is important is of the same magni-
tude as the interval Ta �see Sec. III B 1, above� the flow takes
to accelerate from, or decelerate to, zero. This suggests that
glottal airflow acceleration by wall motion is negligible ex-
cept during the initial and final few percent of the period the
glottis is open, and is thus confined to that temporal regime.

E. Importance of separation point motion

Equation �5�, after neglecting wall motion terms, may be
rewritten in the following manner:

�
uS

2

2
− �pAD + F̄f = − �


d

dt
�ẋSLeff� + �
uSẋS

+ �
uS

2SS�
2

SA
2 ẋS + 2

V̇AS

SA
2 SS�ẋS −

SS�
2

SA
2 ẋS

2,

�35�

where the terms under consideration in this section have
been moved to the right-hand side. If the separation point is
assumed to move the length of the glottis in a time Tc, the
separation point speed dxS /dt	L /Tc	�L /T��T /Tc�.

The magnitude of these separation point motion terms,
relative to the convective acceleration term, which is of order
�uS

2, are thus given as follows:

�
d

dt
�ẋSLeff�

�
�uS
2/2�
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2
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2
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2
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2
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2 	 O�10−6�

T2
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�40�

The first two terms are the largest relative to the convection
term, the rest being of at least four orders of magnitude
smaller. The importance of these two largest terms depends
critically on the ratio T /Tc. If T /Tc	O�102�, for example,
then these two terms have the same importance as convec-
tion. On the other hand, if T /Tc	O�10�, as suggested by the
computations of Alipour and Scherer �2004�, and the model-
ing of Pelorson et al. �1994�, then only the second term is
relevant and represents a 10% correction to convection,
when the separation point is in motion.

Thus, under the assumption that T /Tc	O�10�, all the
separation point terms but the second are negligible, and Eq.
�32� reduces to

�
uS

2

2
− �ẋSuS − �pAD + F̄f = 0. �41�

Note that the surviving separation point motion term comes
directly from the unsteady acceleration term �see Eq. �2��.
This result strongly supports the arguments of Sobey �1983�
and McGowan �1993� that a moving separation point results
in an inherently unsteady flow, as an approximately 10%
correction to the convective acceleration.

F. Behavior of jet speed and glottal volume flow

The analysis of Secs. III B–III E has identified two tem-
poral regimes, one in which unsteady effects such as local
unsteady acceleration and wall motion are relevant, and one
in which the only relevant unsteady mechanism is due to
separation point motion. This article focuses on this second
regime, in which Eq. �5� reduces to

�
uS

2

2
− �ẋSuS − G = 0, �42�

where

G = �pAD − F̄f . �43�

This equation is a quadratic in uS, so

uS = ẋS +�ẋS
2 +

2G

�
. �44�

Given that the first term under the square root sign is
O�L2 /Tc

2� and the second term is O�uS
2�, their ratio is propor-

tional to St2T2 /Tc
2	O�10−2� and the approximate expres-

sion for the air speed at the separation point is

uS = ẋS +�2G

�
. �45�

From this equation the dominant effects determining flow
through the glottis can be determined:

�1� The jet speed uS is determined primarily by the in-
stantaneous net force G=�pAD−Ff. The two terms in

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 M. H. Krane and T. Wei: Unsteady aerodynamics during phonation 1585



G vary differently with time, but the time variations
in uS are in phase with the time variations in G.

�2� Friction retards the flow, particularly toward the end
of the cycle, as the flow is “squeezed” through the
growing boundary layers by the closing vocal fold
walls. As a result, friction increases with time during
glottal closure, reducing the net driving force G at the
end of the cycle. This behavior is also indicated by
the experiments of Deverge et al. �2003�.

�3� The speed of separation point motion appears directly
as a correction to the speed of glottal air flow. When
the separation point moves downstream �is positive�,
the jet speed is enhanced, while upstream separation
point motion retards jet speed. If the separation point
moves upstream during closure, the jet speed will de-
crease faster than a Bernoulli prediction.

The glottal volume velocity Ug=uSSS� is given by the
following expression:

Ug � SS��t�ẋS + SS��t��2
G

�


. �46�

From this expression, it can be seen that glottal volume flow
waveform is affected by temporal fluctuations in three
mechanisms: �1� G, �2� SS�, through variations in both glottal
geometry and the blockage ratio �S /hS, and �3� movement of
the separation point xS, where the effect of separation point
movement is seen to be a correction of O�10−1�. For ex-
ample, the effect of the time variation of �pAD �due to
vocal tract inertance� is that the volume velocity wave-
form is skewed such that the flow shutoff occurs more
rapidly than the flow initiation. This effect is well known
�see, e,g., Titze, 1994� to strongly affect the sound power
and quality of the voice. From Eq. �46�, it is clear that
other mechanisms can further enhance the rapidity of the
volume flow shutoff. First, an upstream movement of the
separation point causes a deceleration of Ug, both because
dxS /dt is negative and because SS� decreases with time in a
diverging glottis. �A converse effect occurs if the separa-
tion point moves downstream.� Furthermore, the effective
flow area SS� is a strong function of the blockage ratio
�S /hS, which is expected to increase during the vibration
cycle because hS decreases much faster than �S during
closure. This results in a faster decrease of the effective
flow area SS� than that of the true cross-sectional area SS.
Again, the validity of these statements does not necessar-
ily apply to the final deceleration of the flow during the
final few percent of the interval where the glottis is open,
during which time the wall motion terms become impor-
tant.

G. Discussion

The present analysis explains why in vitro experiments
in which the vocal folds are mimicked by a time-varying
diaphragm or shutter �see, e.g., Coker et al., 1996; Mongeau
et al., 1997; Barney et al., 1999; Zhang et al., 2002� produce
convincing replications of glottal volume flow waveforms
even though the glottis in these experiments does not change

shape �from a converging to a diverging shape� during a
glottal cycle. Because the volume flow is determined largely
by the transglottal pressure gradient and the glottal flow area
SS��t�, the vibration pattern is almost irrelevant, as long as
SS��t� has similar behavior to the real flow. Because separa-
tion point motion is due more to changing glottal shape than
other factors, the behavior of the separation point �and hence
SS��t�� in these experimental approximations will differ from
that found in real vocal fold vibration. In the experiments
mentioned, the flow separation most likely �1� occurs near
the “glottal” exit and �2� does not move very much.

The results presented here rely on the validity of the
underlying assumptions laid out in Sec. I, which are now
discussed. The first assumption is that the glottal jet is essen-
tially quasisteady, resulting in a uniform pressure down-
stream of the separation point �i.e., that pS� pD�. Experimen-
tal evidence �Hofmans et al., 2003� strongly suggests that
this assumption is not correct. In fact, it seems likely that,
because �1� the volume occupied by the jet and �2� the mo-
mentum distribution inside that volume both exhibit strong
time variations �including turbulent fluctuations�, pS− pD is a
nonzero function of time. Thus, the appearance of a “quasi-
steady” regime, identified using the theoretical approach
used here, rests on the traditional assumption that the jet
development is itself quasisteady. Recent studies �Mongeau
et al., 1997; Vilain et al., 2004�, which apparently confirm
this approximation for glottal flow as a whole, did so using
transglottal measurements across a model glottis in which
the supraglottal pressure tap was either vented to an open
room �Mongeau et al., 1997; Deverge et al., 2003; Vilain et
al., 2004� or placed far downstream of the glottal exit. This
experimental arrangement essentially enforces the assumed
condition that the pressure downstream of separation is uni-
form or, equivalently, that the jet is quasisteady. The degree
to which the glottal jet is unsteady, and how it might thereby
contribute to glottal flow unsteadiness, is currently under
study by the authors.

Another assumption used is that the vocal fold motion
and the flow are symmetric about the centerline. In a sym-
metrical glottis, the flow will not exhibit asymmetrical be-
havior upstream of the separation point. In other words, flow
in a symmetrical glottis can only be asymmetrical in the jet
region. The experiments of Hofmans et al. �2003� show that
the glottal jet may become asymmetrical, but not the flow
upstream of the separation point. The assumption of uniform
pressure in the jet region is equivalent to saying that no
matter what form glottal jet motion takes, its dynamic impor-
tance is limited to an instantaneous and total diffusion of jet
momentum. In other words, the dynamic effect of flow
asymmetry is negligible, under the assumption that the jet is
quasisteady. For cases of mild vocal fold asymmetry, at least
while the motion of the folds is synchronized, the same is
likely true. Once vocal fold motion becomes desynchronized,
vocal fold and flow asymmetry become severe, so the valid-
ity of the current analysis is likely compromised.

It is clear, then, that most unsteady effects can be ne-
glected only if the glottal jet is quasisteady and the glottis is
symmetrical. This strongly motivates a thorough investiga-
tion of the behavior of the glottal jet and the effect of vocal
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fold asymmetry on the unsteadiness of glottal flow.

IV. SUMMARY

This paper has presented a theoretical evaluation of the
common assumption that glottal flow essentially involves a
balance between transglottal pressure gradient and convec-
tive acceleration, i.e., that all other effects �separation point
motion, wall motion, viscous effects such as friction and vis-
cous blockage� are negligible. An equation of motion was
derived in a form which explicitly includes the effects of
vocal fold wall motion, viscous blockage, and motion of the
separation point. Using the scales of motion describing pho-
nation, the order of magnitude of the terms describing each
effect was estimated and compared to that of the dominant
convective acceleration term.

Two temporal regimes were identified. The first is domi-
nated by unsteady effects, the local acceleration and accel-
eration by the vocal fold walls. The Strouhal number, which
is typically O�10−2�, indicates the magnitude of this interval
relative to the vibration period. The second temporal regime
was the major focus of the paper: the interval in which the
flow appears to be essentially quasisteady, with second-order
corrections due to the motion of the separation point and
unsteady diffusion of the boundary layers.

Expressions for the jet speed and volume flow rate were
obtained from the simplified equation of motion. These show
that the glottal volume flow waveform is determined prima-
rily by the transglottal pressure gradient and the cross-
sectional area at the separation point, but is also influenced
by temporal fluctuations in three other factors: �1� the move-
ment of the separation point, �2� the viscous blockage, and
�3� friction, all of which are not likely to vary in phase with
either the transglottal pressure or the glottal area. Thus these
effects also contribute to the asymmetry of the volume flow
waveform.

The importance of friction, relative to convection, was
shown to be controlled by the quotient of the glottis aspect
ratio and the square root of the Reynolds number, a result
equivalent to the assertion of Deverge et al. �2003� that the
blockage ratio is determined by the reciprocal of the square
root of the product of Reynolds number and the aspect ratio.
The Womersley number was also shown to reflect how
strongly the blockage ratio affects the transverse diffusion
time and the degree to which the true glottal area SS and the
effective glottal area SS� are in phase. For typical normal pho-
nation, an increase of the blockage ratio and a phase shift
between SS and SS� are expected during glottal closure.

Finally, the above conclusions are only as valid as the
assumptions upon which they are based. The assumptions
that �1� glottal jet behavior is quasisteady and �2� that the
pressure downstream of the separation point is uniform are
currently under study.
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NOMENCLATURE

f 
 frequency

F̄f 
 friction force on air in glottis
G 
 net force on glottal flow �transglottal pres-

sure difference minus friction force�
h�x , t� 
 glottal half-width
hA, hS 
 glottal half-width at xA and xS, respectively

L 
 axial length of vocal folds
Ld 
 boundary layer development length scale

Leff 
 effective axial length of glottis
LG 
 vocal fold length
ni 
 ith component of unit normal vector on vo-

cal fold wall
p 
 air static pressure

Re 
 Reynolds number, UhS /�, based on glottal
width hS

SA, SS 
 physical cross sectional areas at xA and xS,
respectively

SS� 
 aerodynamic cross sectional area at xS, cor-
rected for viscous blockage

Swall 
 area of vocal fold walls
St 
 Strouhal number U / �LT�

t 
 time
T 
 period of vocal fold vibration

To, Ta, Tus,
Tv, Tc 
 time scales describing: interval glottis is

open, glottal flow acceleration/deceleration,
interval time air displacement by vocal fold
wall motion is important, viscous diffusion
across boundary layer, and motion of sepa-
ration point, respectively

u 
 axial component of velocity on centerline
ui 
 component of air velocity vector in ith coor-

dinate direction
Ug 
 glottal volume flow rate
vW 
 velocity of vocal fold walls

VAB 
 glottal volume between axial points xA and
xB

V̇AB 
 Time rate of change of VAB

Wo 
 Womersley number �h2 / �T���1/2

xi 
 ith component of spatial coordinate i=1:
axial, i=2, transverse

�pAD 
 pressure difference between xA and xD

�transglottal pressure difference�
�hS 
 change in hS during vocal fold vibration

�S 
 boundary layer thickness in glottis, at sepa-
ration point

� 
 air dynamic viscosity
� 
 air kinematic viscosity, � /�
� 
 air density

APPENDIX: MASS CONSERVATION EQUATION
IN TIME-VARYING VOLUME

In this appendix the conservation of mass equation for
the incompressible flow through a control volume VAB

bounded by a control surface S consisting of a time-varying
inlet and outlet, as well as impermeable, moving walls, is
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presented. From this equation, the expression for the flow
speed at any location x1 inside VAB is derived. This relation is
used to derive Eq. �5�.

The volume is shown in Fig. 2. The inlet �area SA� is
located at x1=xA�t�, the outlet �area SB� at x2=xB�t�. The wall
orientation is denoted by the unit outward normal vector, n,
whose components in the x1, x2, and x3 directions are n1, n2,
and n3, respectively. The conservation of mass equation for
this case is given by �Panton, 1994�

�
S�t�

�vi − ui�ni dS = −
dVAB

dt
, �A1�

where vi is the ith component of the velocity of the wall.
Because of the no-slip and no-flux boundary conditions, vi

−ui=0 on the solid walls, the only contributions from the
surface integral come from the inlet and outlet, so that

�uB − ẋB�SB� − �uA − ẋA�SA� = −
dVAB

dt
, �A2�

where uASA� and uBSB� are the inlet and outlet volume fluxes
�volume velocities�, respectively, averaged over their respec-
tive cross-sectional areas. In addition, SA� and SB� are the
physical cross-sectional areas, corrected for viscous block-
age. The other terms represent the change in VAB by the
motion of the inlet and outlet surfaces, at speeds dxA /dt and
dxB /dt, respectively.

In the derivation of Eq. �6�, an expression is needed for
u�x1�, i.e., u at a x1 location inside VAS, For a control volume
bounded by x1=x on the right, and x1=xB�t� on the left, then

u�x� = �uB − ẋB�
SB

S�x�
+

1

S�x�
dVAB

dt
. �A3�
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Acoustic lengthening at prosodic boundaries is well explored, and the articulatory bases for this
lengthening are becoming better understood. However, the temporal scope of prosodic boundary
effects has not been examined in the articulatory domain. The few acoustic studies examining the
distribution of lengthening indicate that boundary effects extend from one to three syllables before
the boundary, and that effects diminish as distance from the boundary increases. This diminishment
is consistent with the �-gesture model of prosodic influence �Byrd and Saltzman, J. Phonetics 31,
149–180 �2003��. The present experiment tests the preboundary and postboundary scope of
articulatory lengthening at an intonational phrase boundary. Movement-tracking data are used to
evaluate durations of consonant closing and opening movements, acceleration durations, and
consonant spatial magnitude. Results indicate that prosodic boundary effects exist locally near the
phrase boundary in both directions, diminishing in magnitude more remotely for those subjects who
exhibit extended effects. Small postboundary effects that are compensatory in direction are also
observed. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2217135�
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I. INTRODUCTION

A. Articulatory studies on phrase boundary effects

Prosodic structure shapes the production of individual
phonological units at phrase boundaries and under accent. In
the vicinity of prosodic boundaries, segments exhibit acous-
tic final lengthening �e.g. Oller, 1973; Klatt, 1976; Wightman
et al., 1992� and initial lengthening �Oller, 1973�. Articula-
tory studies show that at phrase edges “gestures get larger,
longer, and further apart” �Byrd and Saltzman, 2003, p. 159;
Byrd et al., 2000�. Articulations are spatially more extreme
and temporally longer �Edwards et al., 1991; Beckman and
Edwards, 1992; Fougeron and Keating, 1997; Byrd and Salz-
man, 1998; Fougeron, 2001; Cho, 2006; Cho and Jun, 2000;
Cho and Keating, 2001; Tabain, 2003; Keating et al., 2004;
Tabain and Perrier, 2005�.

Phrase final and initial articulatory lengthening have
been observed to increase cumulatively for larger prosodic
boundaries �phrase finally: Byrd and Saltzman, 1998; Byrd,
2000; Cho, 2006; Tabain, 2003; Tabain and Perrier, 2005;
and phrase initially: Byrd and Saltzman, 1998; Cho and
Keating, 2001; Fougeron, 2001; Cho, 2006; Tabain, 2003;
Keating et al., 2004�, though there is individual variation.
Articulatory studies have also shown there to be less tempo-
ral overlap between articulations separated by a boundary or
adjacent to a boundary �McClean, 1973; Byrd et al., 2000;

Byrd and Saltzman, 1998; Byrd, 2000; see also Hacopian,
2003�. This depends on boundary strength; gestures are less
overlapped across stronger boundaries �Byrd, 2000; Cho,
2004�.

In the spatial domain, Fougeron and Keating �1997� and
others show the effects of increased linguapalatal contact to
be cumulative—higher �stronger� prosodic boundaries in-
duce greater linguapalatal contact, both phrase initially
�Fougeron and Keating, 1997; Cho and Keating, 2001; Foug-
eron, 2001; Keating et al., 1999; Tabain, 2003; Keating et
al., 2004� and phrase finally �Fougeron and Keating, 1997
�although their results are less consistent across speakers
than their results for phrase-initial effects�, Keating et al.,
1999; see also Hacopian, 2003; Tabain, 2003�. Both phrase-
final and phrase-initial magnitude results tend to vary across
speakers and across segments examined �see, e.g., Byrd et
al., 2005�, and different studies find spatial effects at differ-
ent prosodic domains.

B. Acoustic and articulatory studies on the temporal
scope of phrase boundary effects

While the articulatory and acoustic effects of boundaries
have been examined in a number of studies, the temporal
scope of boundary effects—i.e., the interval preceding and
following a boundary over which they occur—has been far
less studied. A few studies have addressed this question in
the domain of acoustics. Oller �1973� examined onset and
coda lengthening and found that generally both lengthen in
final syllables. Berkovits �1993a, 1993b� showed that in
phrase-final bisyllabic words with stress on the second �final�
syllable, lengthening of segments within the final syllable is
largest in the final segment and decreases in the preceding
segments. Furthermore, phrase-final lengthening extends to

a�Portions of this work were presented in “On the temporal scope of bound-
ary effects in articulation” Acoustical Society of America meeting, San
Diego, California, November 2004.

b�Author to whom correspondence should be addressed; electronic mail:
dbyrd@usc.edu

c�Also at: University of Southern California, Viterbi School of Engineering,
Los Angeles, CA 90089.
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the initial syllable �of bisyllabic words� but is lesser in mag-
nitude than in the final syllable. Berkovits �1994� examined
lengthening of phrase-final bisyllabic words with initial and
final stress and found that words with initial stress show
lengthening on both the initial and the final syllable and
again, that the lengthening in the segments of the final syl-
lable increases progressively closer towards the boundary.
Words with final stress in this experiment show lengthening
only on the final syllable, and again, segmental lengthening
increases progressively towards the boundary. Overall, the
initial syllable of two-syllable words lengthens less than the
final syllable, and lengthening is mainly on the final syllable
�Berkovits, 1993b, 1994�.

Shattuck-Hufnagel and Turk �1998� examined lengthen-
ing effects, and they showed preboundary lengthening be-
yond the final syllable, back to the stressed syllable of a
word. Lengthening is strongest in the final syllable. The post-
boundary effects show more lengthening on the onset than
the rime vowel, which does not appear to lengthen. Turk
�1999� reported that two-syllable words show phrase final
lengthening back to the rime of the stressed syllable. Signifi-
cant lengthening mainly occurs on the rimes, not on the on-
sets. �In the case of words with stress on the second syllable,
one of two subjects showed a significant shortening effect on
the rime of the first syllable.� Lengthening in the final syl-
lable increases from nucleus to coda.

Cambier-Langeveld �1997�, in her acoustic study on
Dutch, examined the preboundary extent of the effect of pro-
sodic boundaries. She found that the lengthening is largest in
the final segment, and decreases in the preceding ones. Gen-
erally, the lengthening domain is the final syllable, but sig-
nificant lengthening on the nucleus of the penultimate syl-
lable occurred in one token word �mode�, whose last syllable
consists of an onset and a reduced vowel. �A trend for
lengthening of the penultimate nucleus also occurred in the
word tandem, in which the vowel of the final syllable is also
reduced.� As Cambier-Langeveld noted, the effect of syllable
weight on the domain of final lengthening could be explained
by the fact that these syllables are phonetically shorter than
the syllables with an unreduced vowel. Finally, Cambier-
Langeveld pointed out that even though the amount of
lengthening increases with higher prosodic boundaries, the
domain of lengthening does not become larger. This result is
similar to Berkovits’s findings, who reported that, in words
with initial stress, the first syllable accounts for 25% of the
lengthening, the final syllable for 75%. In words with final
stress, 5% of the average lengthening was due to the initial
syllable and 95% was due to the lengthening of the final
syllable �Berkovits 1993a, 1994�. The figures in Turk �1999�
point to a similar distribution of lengthening.

In the articulatory domain, there are only a few studies
that tangentially examine the temporal extent or scope of
phrasal lengthening. Byrd and Saltzman �1998� compared
opening movements for C1 and closing movements for C2 in
�C1V1#C2V2� sequences and show that the postboundary
temporal effect is stronger. Byrd �2000� reported that, in
�C1V1#C2V2� sequences, V1 exhibits longer articulatory du-
ration than V2. A further indication of progressive final
lengthening is evident in the results of Edwards et al. �1991�

and Beckman and Edwards �1992�. They examined jaw
movement in a VC sequence phrase finally and found that
there is an increase in duration of the jaw opening and jaw
closing movements, and that the effects are more prominent
in the final jaw closing. Fougeron and Keating �1997� exam-
ined palatal contact in �n1o1#n2o2� sequences. They found
for the consonants that there is a boundary effect not just
domain initially �n2�, but also in some cases domain finally
�n1�; however, the effect is much stronger closer to the
boundary �that is, for n2�. Similarly for the vowel, the bound-
ary effect was much stronger for the vowel closer to the
boundary �o1� than for the vowel farther away from the
boundary �o2�. Their results can be taken to indicate a pro-
gressively decreasing effect of the phrase boundary �see also,
Gendrot, 2005�.

Together, the acoustic and articulatory studies point to
decreased lengthening with distance from a phrasal bound-
ary. Absolute phase final segments lengthen more than pre-
ceding ones. Furthermore, even though the degree of length-
ening is a function of boundary type, the temporal locale of
lengthening seems often to be largely, though not entirely,
limited to the boundary-adjacent segments. Articulatory stud-
ies addressing the temporal scope of the boundary effects are
sparse.

C. The �-gesture framework

Findings as to the temporal scope of phrasal effects on
articulations have theoretical implications for the prosodic
gesture ��-gesture� framework of Byrd and Saltzman �Byrd
and Saltzman, 2003; Byrd et al., 2000; Byrd, 2000�. The
�-gesture model extends the notion of phonological units
being defined as intrinsically temporal �e.g., Browman and
Goldstein, 1992�, by viewing prosodic events such as phrase
boundaries as having a temporal interval of activation, simi-
lar to constriction gestures. Many of the phrasal effects of
longer duration, greater magnitudes, and decreased interges-
tural overlap have been successfully captured by simulations
of boundaries, implemented as �-gestures, interacting with
articulatory gestures within this model �Byrd and Saltzman,
2003�. In this simulation work, a �-gesture on the prosodic
tier influences all constriction gestures that are concurrently
active with it. This overlap among suprasegmental and con-
striction gestures is shown in Fig. 1.

During the activation of a phrasal �-gesture, the central
clock controlling the rate of activation-unfolding for active
gestures is slowed �Byrd and Saltzman, 2003�. The amount
of slowing down depends on the strength of activation of the
�-gesture, which is a reflection of the strength of the pro-
sodic boundary. Because the �-gesture has a temporally dis-
crete and smoothly varying interval of activation, the
�-gesture model predicts that boundary effects should be
local, that is, not discontinuous �Byrd and Saltzman, 2003�.
Further, because the �-gesture waxes and wanes in activa-
tion, the lengthening associated with a �-gesture is predicted
to likewise increase in degree as the �-gesture’s peak activa-
tion is reached and then decrease �Byrd and Saltzman,
2003�.1
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D. Goals of the present study

The primary goal of this study is an empirical one—that
is, to investigate the temporal scope of prosodic lengthening
in the articulatory domain, since such articulatory data are
not currently available in the literature. This articulatory ki-
nematic experiment explicitly investigates the preboundary
and postboundary extent of phrasal effects in the articulatory
domain. Based on the results from the acoustic studies, we
expect that the strongest articulatory lengthening will appear
near the phrase edge but that lengthening could also be pos-
sible more remotely. We also seek to add to the description
of the general nature of prosodically-driven temporal pertur-
bation to articulation. We report spatial magnitude effects as
well, primarily for the purpose of determining if they mirror
the temporal effects observed for the vertical tongue tip
movement, i.e., the tongue tip y trajectories �and, of course,
for the purpose of adding to the limited data in the kinematic
literature on phrasal spatial effects�. We do not evaluate these
spatial results in a theoretical context here.

We also pursue the additional secondary goal of evalu-

ating whether the pattern of results is consistent with the
�-gesture model of Byrd and Saltzman �2003�. Because a
�-gesture has a temporally discrete interval of activation
with a smoothly waxing and waning function, it would be
expected that boundary effects should be local to the bound-
ary and not discontinuous �Byrd and Saltzman, 2003�. Fur-
ther, because the �-gesture waxes and wanes in activation,
the degree of lengthening associated with a �-gesture is like-
wise expected to increase �as the �-gesture’s peak activation
is reached� and then decrease �Byrd and Saltzman, 2003�.
Lastly, prosodically driven lengthening is expected to be
generally symmetrical �this is not a requirement of the
model, merely the null hypothesis adopted in Byrd and Saltz-
man �2003��.

II. METHOD

A. Stimuli and subjects

Three stimuli, given in Table I, were used to test phrase
boundary effects on preboundary and postboundary se-
quences of consonants, with the same phonological string
appearing in each. The target sequence in each utterance was
�¼nVdVdVnV¼�. The articulation of the tongue tip conso-
nants will be investigated using articulatory movement track-
ing of a transducer placed on the tongue tip. For ease of
presentation, we will denote the target sequence as �N D D
N�.

In order to avoid any confounding effect of accent at the
phrase boundary, subjects were asked to emphasize �place in

FIG. 1. A schema of the �-gesture model representing the overlap of a
�-gesture at a phrasal juncture with several closing movement gestures.
Shading darkness represents strength of the �-gesture effect as the
�-gesture’s activation increases to maximum �darkest shading�. The con-
striction gestures are representative of any consonant or vowel. In our ex-
periment, the constrictions potentially represent the consonants N D D N.

FIG. 2. Schematized experimental design.

TABLE I. Stimulus 1 is testing for preboundary effects; the consonants to be measured are N D D. Stimulus 2 is testing for postboundary effects; the
consonants to be measured are D D N. Stimulus 3 is the control utterance and contains a phrase-medial sequence of consonants. �Subjects were instructed to
emphasize the underlined word to control somewhat for focal accent placement.�

Effect Consonants Sentence

Preboundary effects N D D Birdhunting, we were shocked to see a n� ew d� od� o.
Knock on wood that there are more.

Postboundary effects D D N At the zoo, we were shocked to see a Gnu. D� od� o
knocking about, however, would have been more
surprising.

Control N D D N Birdhunting, we were shocked to see a n� ew d� od� o
knocking on wooden posts.
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focus� the underlined words �“shocked” and “more”�, thus
ensuring that the words containing the experimental target
consonants did not receive a tonic accent. Sentence 1 probes
for preboundary effects using the consonants �N D D�. These
consonants are compared to the parallel consonants in the
control sentence �Sentence 3� in which the sequence is en-
tirely phrase medial. Sentence 2 probes for postboundary ef-
fects using the consonants �D D N�. They are likewise com-
pared to the parallel phrase-medial consonants in the control
utterance. The experimental design is schematized in Fig. 2.
It should be noted that the preboundary consonant is not
immediately before the boundary but is rather the onset con-
sonant of the preboundary syllable; unlike the postboundary
onset consonant, which is absolutely phrase-initial.

Four subjects, all native speakers of American English
with no known speech or hearing disorders, participated.
Subjects will be referred to as Subject A, Subject D �the first
author�, Subject E, and Subject J. The stimuli were pseudo-
randomized in blocks of three stimuli with no adjacent iden-
tical tokens. Subjects read each utterance 12 times and were
instructed to read in a casual conversational style. �For
Speaker D, 3 of the 36 tokens �1 control and 2 postboundary�
were lost due to data collection error.�

The audio recordings were evaluated using ToBI guide-
lines �Beckman and Elam, 1997�. They were realized with
the expected intonation: The utterance testing the postbound-
ary effect was realized with an intonation phrase boundary
�marked by a boundary tone and a break index 4� after the
word “Gnu.” The utterance testing the preboundary effect
was realized with an intonation phrase boundary �marked by
a boundary tone and a break index 4� after the word “dodo.”
The control utterance was realized as one or as two intona-
tion phrases �“birdhunting” was sometimes realized as a
separate intonation phrase�—but, crucially, the relevant con-
sonants under examination were all within one intonation
phrase. Thus, we confirm that the experiment will be able to
test the effects of the presence of an intonational phrase
boundary on the consonant sequence using the no-boundary
sentence as a control.

B. Data collection

The Carstens Articulograph �AG200� was used to track a
sensor adhered to the tongue tip. �For a subset of the sub-
jects, a tongue dorsum sensor was adhered as well, though it
was irrelevant for the analysis design of this study.� Refer-
ence sensors were tracked on the maxilla and bridge of the
nose and a sample of the occlusal plane of each subject was
acquired. Articulatory data were sampled at 200 Hz, and
acoustic data at 16 kHz. After data collection, data were cor-
rected for head movement and rotated to the occlusal plane.
The tongue tip y �vertical� signal was differentiated, and sig-
nals were smoothed before and after differentiation with a
ninth-order Butterworth filter of cutoff frequency 15 Hz.
�For all speakers’ tongue tip constrictions, the x �horizontal�
component of the movement was negligible; the consonants
were dominantly formed in the vertical direction.�

C. Data analysis

For each of the consonants to be analyzed �N D D for
the preboundary effects, D D N for the postboundary effects,
and N D D N for the control condition�, three timepoints
were defined: The onset of the closing movement, the closing
movement extremum �also initiation of consonant opening
movement�, and the end of the opening movement. These
timepoints were defined by zero-crossings in the tongue tip
velocity trajectory �For the last consonant ��n�� in all condi-
tions, the endpoint of opening movement could not be reli-
ably identified and is not analyzed.� By definition, the end of
opening movement for consonant one is also the onset of
closing movement for consonant two, etc.; that is, a total of
eight timepoints were identified. There were cases where
there were two zero-crossings for the tongue tip extremum
for a consonant—the first consonant ��n�� across all sen-
tences and the second consonant �d� in the �N # D D N�
sentence—in these cases, the spatially highest peak was se-
lected to designate the extremum point. Further, at the
boundary, there were cases for subjects A, J, and E in which
there were multiple zero-crossings at the end of the preb-
oundary consonant opening, defining both the end of the
opening movement and simultaneously the beginning of the
closing movement. The zero-crossing selected for this point
was that which was temporally closest to the highest peak
velocity of the upcoming postboundary consonant.

Additionally, the spatial position of the tongue tip y tra-
jectory was measured at each of these timepoints. Finally, for
each closing and opening movement, the time of peak veloc-
ity was also measured, yielding an additional eight time-
points. In the case of preboundary �d� opening and post-
boundary �n� closing, multiple velocity peaks sometimes
occurred, and in such cases, the fastest peak was chosen.
Thirteen atypical tokens were excluded from the analysis.

For each consonant’s closing movement and opening
movement, the following dependent variables were derived
from the measured timepoints of the tongue tip vertical �y�
transducer:

1 Duration:
• For closing movement: Time from onset of closing

movement to extremum.
• For opening movement: Time from extremum to end of

opening movement.

2 Time-to-peak-velocity:
• For closing movement: Time from onset of closing

movement to peak closing velocity.
• For opening movement: Time from onset of opening

movement to peak opening velocity.

3 Extremum position �one tongue tip y extremum for each
�n�, �d�, �d�, and �n��.

4 Displacement:
• For closing movement: Euclidean distance between po-

sition at closing movement onset and at extremum.
• For opening movement: Euclidean distance between po-

sition at extremum and at end of opening movement.

These kinematic landmarks and derived variables are
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schematized in Figure 3 for a single consonant �note that
displacement can potentially be affected by either or both
onset and offset position�. Time-to-peak-velocity has proven
to be a good indicator of gestural stiffness within a mass-
spring gestural model as modeled within Task Dynamics
�Saltzman and Munhall, 1989� and similar models of move-
ment control, i.e., the parameter shaping the internal tempo-
ral properties of an articulatory gesture. Stiffness is the pri-
mary control parameter that has been implicated in phrasal
lengthening �e.g., Edwards et al., 1991; Beckman and Ed-
wards, 1992; Byrd et al., 2000� and a slowed gating-in of
target stiffness is one of the consequences of clock slowing
within the �-gesture model �Byrd and Saltzman, 2003�.

Two-tailed t-tests were conducted testing the prebound-
ary and postboundary effect on duration, time-to-peak-
velocity, extremum position, and displacement. Criterial sig-
nificance was set at p�0.05. All and only statistically
significant results are reported.

III. RESULTS

In presenting the details of temporal scope of effect, it
will be convenient to numerically designate the consonant
position relative to the utterance edge. To do this, we will use
the designation C1 to refer to the consonant that is either the
final �for the preboundary condition� or initial �for the post-

boundary condition� consonant in the test utterance, C2 to
refer to the next-most preceding/following consonant, etc.
Recall, however, that the while the postboundary C1 is im-
mediately following the boundary, the preboundary C1 is the
onset consonant of the preboundary syllable and thus not
immediately at the final phrase edge.

Regarding acoustic pauses at the boundary, Speakers A,
E, and J’s pauses �i.e., silences� in the preboundary test ut-
terance range from 350 to 650 ms; while for Speaker D’s,
only three were longer than 200 ms �the longest at 350 ms�.
Speakers A, E, and J’s pauses �i.e., silences� in the post-
boundary test utterance range from 200 to 970 ms; while for
Speaker D’s, only four were longer than 200 ms �the longest
at 350 ms�, as with her preboundary condition sentence. In
the preboundary condition, Speakers A, E, and J place the
end of the opening movement for preboundary C1 in the
second half of the acoustic pause; whereas for speaker D,
this movement ends in all but one case during the vowel.
Likewise, in the postboundary condition, Speakers A, E, and
J place the beginning of the closing movement for post-
boundary C1 in the second half of the acoustic pause;
whereas for speaker D, this movement starts during the pre-
boundary vowel�.

Another point to consider is that while this study explic-
itly controls for tonic accent, the possibility of variation in

TABLE II. Preboundary temporal scope of effect on C1: t-test results and means �SD� �ms�. The reported n is
the total number of tokens in the test plus the control conditions.

Preboundary temporal scope of effect on C1: C3 C2 C1�

C1 closing
movement duration

C1 closing
movement time-to-

peak-velocity
C1 opening movement

duration
C1 opening movement
time-to-peak-velocity

Subject
A

n=24

n.s.
Control: 76 �5�
Test: 79 �5�

n.s.
Control: 45 �4�
Test: 48 �4�

t=15.351, p�0.0001
Control: 86 �13�
Test: 564 �107�

t=3.959, p=0.0007
Control: 31 �3�
Test: 36 �3�

Subject
D

n=21

t=4.120, p=0.0006
Control: 98 �7�
Test: 113 �9�

t=2.462, p=0.0235
Control: 56 �7�
Test: 65 �8�

t=2.445, p=0.0244;
n=20
Control: 82 �6�
Test: 143 �83�

n.s.
Control: 45 �8�
Test: 49 �6�

Subject
E

n=23

n.s.
Control: 88 �7�
Test: 86 �2�

n.s.
Control: 55 �9�
Test: 52 �3�

t=19.268, p�0.0001
Control: 96 �10�
Test: 560 �79�

n.s.
Control: 40 �5�
Test: 41 �8�

Subject
J

n=18

n.s.
Control: 69 �2�
Test: 69 �3�

n.s.
Control: 36 �2�
Test: 37 �3�

t=8.634, p�0.0001
Control: 62 �8�
Test: 396 �116�

t=6.288, p�0.0001
Control: 32 �3�
Test: 41 �3�

FIG. 3. Schema of the measured points in the tongue
tip vertical �y� trajectory.
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pre- and post-tonic accent exists. In the postboundary condi-
tion, all subjects place a very small accent on “dodo knock-
ing” in both the control and the postboundary test sentences.
Regarding the postboundary test sentence, for two speakers
�A and J�, there were differences in the accent size of F0
perturbation in the postboundary and control conditions, al-
though, as noted above, the control condition also had a post-
tonic accent. For the other two speakers, these differences do
not occur. Therefore, it is reasonable to conclude that the
consistency, observed below across subject results, reflects
the prosodic boundary effects, not any accentual differences.

We will start with a discussion of the preboundary ef-
fects, and follow that with a discussion of the postboundary
effects, with temporal effects considered first and spatial ef-
fects following.

A. Preboundary temporal scope of effect: C3 C2 C1‡
„N D D‡…

T-test results for the preboundary scope of temporal ef-
fects on C1 are shown in Table II; there were no significant
results for preboundary C2 and C3 �these means are included
in the Appendix�. All subjects show a significant and large
effect of a phrase boundary on the duration of opening move-
ment of the preboundary C1 consonant, which was longer in
the test than control utterance. Two subjects �A and J� show
a significant effect in their time-to-peak-velocity for C1
opening movement in that reaching peak velocity takes
longer in the test than in the control condition. One subject
�D� shows a significant effect on early movement intervals,
in that C1 closing movement and C1 closing movement
time-to-peak-velocity are longer in the test than in the con-
trol condition.

B. Postboundary temporal scope of effect: †C1 C2 C3
„†D D N…

In the postboundary direction, all subjects have longer
closing durations and time-to-peak-velocities for C1 in the
test condition as compared to the control condition. T-test
results are given in Table III. For two subjects �D and J�, C1
opening movement also shows longer durations and time-to-
peak-velocity.

However, an interesting and unexpected result was ob-
served for C2 and C3, and this result was obtained across
subjects for both the closing and opening movements of the
postboundary C2 and C3. �Recall that while C3 opening
movement time-to-peak-velocity was measured, C3 opening
movement duration was not�. Subjects show shorter dura-
tions for these consonants in the test condition compared to
the control no-boundary condition. These effects were quite
uniformly significant �see Table IV�.

In sum, there is a significant lengthening effect on C1
closing and �for some subjects� opening movement, and a
significant shortening effect for C2 and C3. It is important to
note that while this shortening is compensatory in direction
�relative to the preceding lengthening�, the shortening was
not nearly as large in magnitude as the phrase-initial length-
ening.

C. Scope of spatial effects

The preboundary spatial effects are inconsistent across
subjects and across consonants. Means are given in Table V
and the Appendix and significant results detailed below.
While all speakers have temporally longer C1 opening
movement and two had longer time-to-peak-velocities, there
are no consistent preboundary effects in the spatial domain.
While three subjects have a significant effect on preboundary
C1 opening displacement, some have larger movements

TABLE III. Postboundary temporal scope of effects on C1 t-test results and means �SD� �ms�. The reported n
is the total number of tokens in the test plus the control conditions.

Post-boundary temporal scope of effect on C1: �C1 C2 C3

C1 closing
movement
duration

C1 closing
movement time-to-

peak-velocity

C1 opening
movement
duration

C1 opening
movement

time-to-
peak-velocity

Subject A
n=24

t=3.584, p=0.0017
Control: 70 �7�
Test: 151 �78�

t=3.071, p=0.0056
Control: 37 �5�
Test: 92 �61�

n.s.
Control: 149 �21�
Test: 131 �35�

n.s.
Control: 97 �19�
Test: 96 �31�

Subject D
n=18

t=5.857, p�0.0001
Control: 92 �7�
Test: 225 �76�

t=4.940, p=0.0001
Control: 49 �6�
Test: 125 �51�

t=3.720, p=0.0019
Control: 107 �5�
Test: 137 �26�

t=3.927
p=0.0012
Control: 63 �6�
Test: 94 �25�

Subject E
n=22

t=5.067, p�0.0001
Control: 65 �11�
Test: 98 �18�

t=5.369, p�0.0001
Control: 29 �4�
Test: 51 �13�

n.s.
Control: 122 �6�
Test: 118 �5�

n.s.
Control: 73 �7�
Test: 75 �3�

Subject J
n=20

t=2.448, p=0.0248
Control: 91 �18�
Test: 174 �100�

t=2.964, p=0.0083
Control: 31 �8�
Test: 104 �73�

t=4.063, p=0.0007
Control: 120 �10�
Test: 167 �34�

t=4.194, p=0.0005
Control: 85 �8�
Test: 135 �35�
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�Subject D, t=4.8, p=0.0001, n=21� and some smaller �Sub-
ject A t=5.154, p�0.0001, n=24; Subject E, t=5.035, p
�0.0001, n=23�. With regard to C1 closing, though one
subject �D� has a longer preboundary C1 closing duration, no
spatial effect is observed for her; only one subject �J� has an
effect on C1 closing movement displacement �t=2.992, p
=0.0086, n=18�, such that the boundary condition is smaller
than control. Subject J also shows smaller displacements in
the boundary condition for C2 opening �t=3.432, p
=0.0034, n=18� and closing movements �t=2.896, p
=0.0105, n=18�. Two subjects �A and J� have an effect on
C3 opening �A: t=2.137, p=0.044, n=24; J: t=2.403, p
=0.0287, n=18� in opposite directions, J again with smaller
displacements in the boundary condition. Finally, Subject E
shows a significant effect on C3 closing movement displace-
ment �t=2.120, p=0.0461, n=23�.

For extremum position, two subjects �E and J� show a
significant effect for C2 �E t=3.965, p=0.0007, n=23; J t
=2.367, p=0.0309, n=18� and one subject �E� for C3 �t

=3.556, p=0.0019, n=23�. In all instances, the test condition
showed less extreme positions than the control condition.

In contrast, postboundary spatial effects are more con-
sistent and pattern consistently with the observed temporal
effects. Results are shown in Table V. All subjects show
larger displacements for C1 closing movement in the bound-
ary condition. Note that this was the position for which all
subjects show postboundary lengthening. For C1 opening
movement, one subject has a slightly larger displacement in
the test condition; and for C2 displacement, Subject E shows
more displacement and Subject J shows less displacement in
the test condition. A consistent pattern of smaller displace-
ments was obtained for C2 opening movement and C3 clos-
ing movement for all subjects’ boundary condition. Note that
these were the two positions that also show consistent com-
pensatory temporal shortening.

We note that postboundary C1 displacement differences
are driven almost entirely by differences in onset position of
the movement; namely for C1, the tongue tip started at a

TABLE IV. Postboundary temporal effects on C2 and C3 t-test results and means �SD� �ms�. NB: These are all
shortening effects in direction for the test condition. The reported n is the total number of tokens in the test plus
the control conditions.

Postboundary temporal scope of effect on C2: �C1 C2 C3

C2 closing
movement
duration

C2 closing
movement time-to-

peak-velocity

C2 opening
movement
duration

C2 opening
movement time-to-

peak-velocity

Subject A
n=24

t=4.229, p=0.0003
Control: 76 �5�
Test: 68 �4�

t=7.317, p�0.0001
Control: 45 �4�
Test: 35 �2�

t=4.095, p=0.0005
Control: 86 �13�
Test: 64 �13�

n.s.
Control: 31 �3�
Test: 31 �6�

Subject D
n=18

t=4.283, p=0.0006
Control: 98 �7�
Test: 84 �8�

t=3.908, p=0.0013
Control: 56 �7�
Test: 44 �6�

t=6.494, p�0.0001
Control: 82 �6�
Test: 67 �3�

t=3.599, p=0.0024
Control: 45 �8�
Test: 34 �5�

Subject E
n=22

t=3.551, p=0.002
Control: 88 �7�
Test: 80 �4�

t=3.691, p=0.0014
Control: 55 �9�
Test: 45 �5�

t=8.011, p�0.0001
Control: 96 �10�
Test: 65 �9�

t=4.58, p=0.0002
Control: 40 �5�
Test: 32 �3�

Subject J
n=20

t=2.240, p=0.0379
Control: 69 �2�
Test: 65 �5�

t=3.176, p=0.0052
Control: 36 �2�
Test: 33 �3�

t=6.484, p�0.0001
Control: 62 �8�
Test: 40 �6�

t=7.131, p�0.0001
Control: 32 �3�
Test: 21 �4�

Postboundary temporal scope of effect on C3: �C1 C2 C3
C3 closing
movement
duration

C3 closing
movement time-to-
peak-velocity

C3 opening
movement time-to-
peak-velocity

Subject A
n=24

t=3.501, p=0.002
Control: 84 �7�
Test: 74 �7�

t=4.357, p=0.0003
Control: 47 �6�
Test: 37 �4�

n.s.
Control: 80 �7�
Test: 76 �14�

Subject D
n=18

t=4.233, p=0.0006
Control: 90 �7�
Test: 70 �13�

n.s.
Control: 40 �6�
Test: 39 �2�

t=2.473, p=0.025
Control: 54 �5�
Test: 49 �4�

Subject E
n=22

t=6.279, p�0.0001
Control: 91 �6�
Test: 77 �4�

t=4.220, p=0.0004
Control: 50 �9�
Test: 37 �3�

t=3.606, p=0.0018
Control: 73 �5�
Test: 65 �6�

Subject J
n=20

t=5.348, p�0.0001
Control: 115 �18�
Test: 81 �9�

t=2.107, p=0.0494
Control: 38 �7�
Test: 33 �3�

n.s.
Control: 62 �16�
Test: 54 �3�
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lower position. �That is, for all subjects, there is a significant
effect for C1 closing movement in that the test condition had
lower onset positions.� For C2 and C3 displacement changes,
however, both onset and extremum positions change
differentially—contributing to individuals’ displacement ef-
fects. Subject D had a postboundary effect on C2 extremum
position �t=2.918, p=0.0101, n=18� and Subject E had an
effect on C3 extremum position �t=3.387, p=0.0029, n=22�,
with the direction of the effect opposite for each subject. As
for onset position, Subject E had an effect on C2 onset po-
sition, and for C3 all subjects except D showed such an
effect—but the direction of the effect varied.

D. Summary of results

1. Summary of preboundary effect

The most salient preboundary results are the temporal
effects. All subjects have longer C1 opening movement du-
rations, and two subjects have a longer time-to-peak-velocity
as well in this position. One subject also has longer duration
and time-to-peak-velocity for the C1 closing movement. Re-
call that this closing movement was for the consonantal onset
of the preboundary syllable, i.e., that a vowel removes this
consonant from immediate adjacency to the phrase edge.

TABLE V. Postboundary spatial effects t-test results and means �SD� �mm�. The reported n is the total number of tokens in the test plus the control conditions.

Postboundary spatial scope of effect:
�C1 C2 C3

C1 closing
movement

displacement

C1 opening
movement

displacement

C2 closing
movement

displacement

C2 opening
movement

displacement

C3 closing
movement

displacement

Subject
A

n=24

t=5.503, p�0.0001
Control: 4.0 �1�
Test: 6.5 �1�

n.s.
Control: 12.8 �1.1�
Test: 11.5 �2�

n.s.
Control: 10.4 �1.1�
Test: 9.1 �2�

t=5.662, p�0.0001
Control: 7.7 �1.4�
Test: 4.3 �1.6�

t=5.491, p�0.0001
Control: 9.8 �1.5�
Test: 6.3 �1.6�

Subject
D

n=18

t=9.38, p�0.0001
Control: 3.1 �0.5�
Test: 6.9 �1.2�

n.s.
Control: 9.5 �1.2�
Test: 10.3 �1.1�

n.s.
Control: 8.6 �1�
Test: 7.9 �1�

t=3.455, p=0.0033
Control: 5.5 �1.5�
Test: 3.3 �0.7�

t=2.973, p=0.009
Control: 5.5 �1.4�
Test: 3.7 �0.8�

Subject
E

n=22

t=10.593, p�0.0001
Control: 3.9 �2.1�
Test: 11.3 �0.9�

t=2.433, p=0.0245
Control: 12.6 �1.3�
Test: 13.6 �0.6�

t=3.568, p=0.0019
Control: 10.6 �1.2�
Test: 12.1 �0.7�

t=7.951, p�0.0001
Control: 9.5 �0.7�
Test: 5.9 �1.3�

t=9.943, p�0.0001
Control: 12.1 �0.5�
Test: 7.3 �1.5�

Subject J
n=20

t=6.972, p�0.0001
Control: 1.6 �0.8�
Test: 7.2 �2.3�

n.s.
Control: 13.2 �1�
Test: 13.1 �1.6�

t=2.154, p=0.045
Control: 9.5 �0.6�
Test: 8.7 �0.8�

t=6.707, p�0.0001
Control: 6.3 �1.7�
Test: 2.1 �1.1�

t=5.732, p�0.0001
Control: 9.7 �1.9�
Test: 5.6 �1.3�

FIG. 4. �Color online� Consonant
closing movement and opening move-
ment duration results. The top bar for
each speaker’s pair is control and the
bottom bar is test. �The bold line at
center is merely a graphical conve-
nience to separate results in the two
conditions.�
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The spatial effects are inconsistent across subjects and
conditions. For the C1 opening movement, there are no con-
sistent spatial effects to accompany the temporal effects—
some subjects have larger C1 opening movements and some
smaller. For the speaker who had a longer C1 closing move-
ment duration, no spatial effect was observed.

2. Summary of postboundary effect

The temporal effects show a clear postboundary pattern.
For C1, there was a lengthening effect. The C1 closing
movement has a longer duration and longer time-to-peak-
velocity for all subjects. The C1 opening movement shows
longer opening movement duration and longer time-to-peak-
velocity for two subjects.

However, the closing movements and the opening move-
ment examined for C2 and C3 show a shortening after C1
lengthening. All subjects show a shortening in duration and
time-to-peak-velocity for the C2 closing movement. For the
C2 opening movement, all subjects show shortening in dura-
tion, and three subjects show shortening of time-to-peak-
velocity. For the C3 closing movement, all subjects show
shorter duration, and three subjects show shorter time-to-
peak-velocity. For the C3 opening movement, time-to-peak-
velocity is shorter for two subjects. Despite its compensatory
direction, the degree of shortening is quite small; much
smaller than previous lengthening.

Overall, the postboundary spatial effects consistently
correspond to the temporal effects. That is, for C1 closing
movement, all subjects show a larger displacement in the
boundary condition. For C2 opening movement and for C3
closing movement, all subjects show smaller displacement in
the boundary condition.

A summary of the temporal results that indicates the
scope of boundary related temporal lengthening is shown in
Fig. 4. �The bold line down the center of Fig. 4 is presented
solely for the graphical ease of placing the preboundary and
postboundary results on a single graph, i.e., it has no theo-
retical or methodological significance.�

IV. DISCUSSION

The main findings of the experiment are: �a� Prebound-
ary temporal effects, �b� postboundary temporal and spatial
effects, �c� followed further into the phrase by postboundary
compensatory shortening effects �accompanied by smaller
displacements�.

The prosodic �-gesture model �Byrd and Saltzman,
2003� predicts that activation slowing of articulatory gestures
will increase as the �-gesture’s activation increases and
wane as the �-gesture’s activation decreases. Our results
show a strong local lengthening of the opening movement of
the C1 preboundary consonant �in the CV syllable preceding
the boundary� and of the closing movement of the C1 post-
boundary consonant. One subject �D� also shows lengthening
of the closing movement of the preboundary C1 consonant,
and, importantly, this effect is smaller in magnitude than the

effect on the phrase-final C1 opening �a change of 15 ms for
closing movement versus 61 ms for opening movement�.
Postboundary, two subjects also have effects on the opening
movement of C1—again, the effect is smaller than that
shown for the immediately phrase-initial C1 closing �Subject
D: Closing movement, the mean difference is 133 ms versus
opening movement, 30 ms; Subject J closing movement, the
mean difference is 91 ms versus opening movement, 48 ms�.
Thus, for the subjects for whom the boundary effect extends
further than the boundary-adjacent movement—further left-
ward than C1 release preboundary, and further rightward
than C1 closing postboundary—the effect of the boundary
decreases with distance from the phrase edge �i.e., for Sub-
ject D, preboundary, and for Subjects D and J, postbound-
ary�. These decreasing effects are compatible with the
�-gesture model in which the activation of the prosodic ges-
ture extends over an interval, waxing and waning in strength.

The phrase-final and initial lengthening effects are
roughly symmetrical, though the time-to-peak-velocity is af-
fected only for two subjects preboundary; but for all four
subjects, postboundary—presumably because the postbound-
ary consonant is immediately at the phrase edge, unlike the
preboundary syllable-onset consonant. Spatial effects are
consistent for the postboundary articulations and pattern with
the temporal effects, but this is not the case in the prebound-
ary direction.

Particularly interesting results are the compensatory ef-
fects shown postboundary for C2 and C3, which to our
knowledge have not been reported previously. It should be
noted that they are much smaller than the lengthening ef-
fects, so are not “literally” compensatory. It is our view that
the compensatory shortening is not a direct effect of the
�-gesture; in other words, it is not a planned prosodic short-
ening that is occurring. Rather, it appears that, following the
prosodic lengthening, there is an attraction of the constriction
gestures back in the direction of the prosodically unmodified
or unperturbed timing. If the prosodic lengthening were not
compensated for at all, the effect of a phrase boundary would
be to prolong the time of the utterance for precisely the du-
ration of the local phrasal lengthening; this is unlikely to be
the case. Studies on focal accent have suggested that while
local gesture duration does affect global utterance duration, it
does not prolong the utterance duration for the whole amount
of the prosodic lengthening �Weismer and Ingrisano, 1979;
consider also Lindblom and Rapp, 1973; Saltzman et al.,
2000�. The compensatory shortening shown after a phrasal
lengthening in our results indicates that the timing that would
have been expected without prosodic warping is partially
restored.

We conclude from the results of this articulatory kine-
matic experiment that the temporal prosodic effects on ar-
ticulation are near the juncture, though not confined to the
articulations immediately preceding or following the junc-
ture; and they wax and wane in magnitude, both phrase fi-
nally and phrase initially. We further suggest that local
gesture-to-gesture speech timing is sensitive to prosodic
events, even downstream of those prosodic modifications.
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APPENDIX

TABLE A1. Means �SD� �ms� for preboundary C2 and C3 durations �no significant differences exist�.

n includes
test+control

C2 closing
movement
duration

C2 closing
movement

time-to-peak-
velocity

C2 opening
movement
duration

C2 opening
movement

time-to-peak-
velocity

C3 closing
movement
duration

C3 closing
movement

time-to-peak-
velocity

C3 opening
movement
duration

C3 opening
movement

time-to-peak-
velocity

Subject A
n=24

Control: 70 �7�
Test: 72 �8�

Control: 37 �5�
Test: 38 �5�

Control: 149
�21�
Test: 136 �18�

Control: 97
�19�
Test: 90 �15�

Control: 111
�30�
Test: 110 �34�

Control: 40 �5�
Test: 41 �5�

Control: 82
�25�
Test: 92 �24�

Control: 80 �23�
Test: 88 �19�

Subject D
n=21

Control: 92 �8�
Test: 95 �9�

Control: 49 �6�
Test: 45 �7�

Control:
107 �5�
Test:112 �10�

Control: 63 �6�
Test: 63 �6�

Control: 82 �6�
Test: 83 �7�

Control: 41 �4�
Test: 43 �6�

Control: 90 �9�
Test: 87 �8�

Control: 90 �9�
Test: 87 �8�

Subject E
n=23

Control: 65
�11�
Test: 62 �3�

Control: 29 �4�
Test: 30 �3�

Control: 122
�6�
Test: 120 �4�

Control: 73 �7�
Test: 69 �5�

Control: 129
�19�
Test: 117 �32�

Control: 47 �3�
Test: 50 �13�

Control: 69
�14�
Test: 81 �24�

Control: 66 �12�
Test: 73 �14�

Subject J
n=18

Control: 91
�18�
Test: 76 �18�

Control: 31 �9�
Test: 47 �24�

Control: 120
�10�
Test: 120 �6�

Control: 85 �8�
Test: 84 �5�

Control: 133
�33�
Test: 122 �34�

Control: 37 �8�
Test: 38 �4�

Control: 64
�26�
Test: 71 �28�

Control: 62 �21�
Test: 67 �22�

TABLE A2. Means �SD� for preboundary displacement �mm� � * indicates a significant difference as detailed in text�.

n
includes

test+
control

C3 closing
movement

displacement

C3 opening
movement

displacement

C2 closing
movement

displacement

C2 opening
movement

displacement

C1 closing
movement

displacement

C1 opening
movement

displacement

Subject
A

n=24

Control: 3.8 �0.7�
Test: 4.1 �0.8�

*Control: 2 �0.8�
Test: 2.8 �1.0�

Control: 4 �1.0�
Test: 4.4 �0.9�

Control: 12.8 �1.1�
Test: 12.8 �0.9�

Control: 10.4 �1.1�
Test: 10.5 �1.3�

*Control: 7.7 �1.4�
Test: 4.4 �1.7�

Subject
D

n=21

Control: 4.9 �0.7�
Test: 4.9 �0.8�

Control: 3 �0.5�
Test: 3 �0.8�

Control: 3.1 �0.5�
Test: 3.3 �0.5�

Control: 9.5 �1.2�
Test: 9.9 �0.8�

Control: 8.6 �1.0�
Test: 9.4 �1.4�

*Control: 5.5 �1.5�
Test: 9.0 �1.8�

Subject
E

n=23

Control: 9.7 �0.7�
Test: 8.4 �2.0�

Control: 4.3 �1.7�
Test: 3.9 �1.3�

Control: 3.9 �2.1�
Test: 3.6 �1.1�

Control: 12.6 �1.3�
Test: 12 �1.1�

Control: 10.6 �1.2�
Test: 10.7 �0.7�

*Control: 9.5 �0.7�
Test: 8.0 �0.7�

Subject
J

n=18

Control: 3.2 �0.9�
Test: 3.2 �0.6�

*Control: 1.2 �0.5�
Test: 0.7 �0.4�

*Control: 1.6 �0.8�
Test: 8 �0.3�

*Control: 13.2 �1.0�
Test: 11.7 �0.8�

*Control: 9.4 �0.6�
Test: 8.1 �1.2�

Control: 6.3 �1.7�
Test: 4.6 �2.7�

TABLE A3. Means �SD� for extremum position �mm� � * indicates a significant difference�. Negative numbers refer to positions below the occlusal plane.

Preboundary Postboundary

n includes
test+control C3 extremum C2 extremum C1 extremum

C1
extremum

C2
extremum

C3
extremum

Subject A
n=24

Control: −2.3 �0.4�
Test: −2.1 �0.8�

Control: −4.0 �5.0�
Test: −0.5 �0.5�

Control: −2.7 �0.4�
Test: −2.8 �0.9�

Control: −0.4 �0.5�
Test: −0.6 �0.7�

Control: −2.7 �0.4�
Test: −3.0 �0.7�

Control: −0.6 �0.7�
Test: −1.0 �0.5�

Subject D
n=21 �prebound�;
n=18 �postbound�

Control: 5.5 �0.8�
Test: 5.3 �1.0�

Control: 5.6 �0.7�
Test: 5.6 �0.9�

Control: 4.7 �0.4�
Test: 5.1 �1.0�

Control: 5.6 �0.7�
Test: 6.3 �0.9�

*Control: 4.7 �0.1�
Test: 3.9 �0.3�

Control: 4.7 �0.6�
Test: 4.3 �0.6�

Subject E
n=23 �prebound�;
n=22 �postbound�

*Control: −5.089 �0.7�
Test: −6.414 �1.0�

*Control: −5.5 �0.7�
Test: −6.8 �0.8�

Control: −7.6 �0.6�
Test: −8.0 �0.6�

Control: −5.5 �0.7�
Test: −5.6 �0.5�

Control: −7.6 �0.6�
Test: −7.1 �0.4�

*Control: −4.9 �0.6�
Test: −5.8 �0.5�

Subject J
n=18 �prebound�;
n=20 �postbound�

Control: −4.2 �0.7�
Test: −4.4 �0.3�

*Control: −3.8 �0.5�
Test: −4.3 �0.2�

Control: −7.6 �0.3�
Test: −7.9 �1.0�

Control: −3.8 �0.5�
Test: −3.7 �1.1�

Control: −7.6 �0.3�
Test: −8.1 �1.1�

Control: −4.2 �0.7�
Test: −4.6 �0.5�
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ways to view pauses within the �-gesture framework. First, one might view
a pause as resulting from an extremely strong �-gesture, such that there is
no qualitative difference between strong boundaries with and without a
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Voiceless affricateÕfricative distinction by frication duration
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Shigeki Mitani, Toshihiro Kitama, and Yu Satoa�

Department of Physiology, Interdisciplinary Graduate School of Medicine and Engineering,
University of Yamanashi, Chuo, Yamanashi 409-3898, Japan

�Received 12 July 2005; revised 23 May 2006; accepted 2 June 2006�

Previous psychophysical studies have shown that the perceptual distinction between voiceless
fricatives and affricates in consonant-vowel syllables depends primarily on frication duration,
whereas amplitude rise slope was suggested as the cue in automatic classification experiments. The
effects of both cues on the manner of articulation between /b/ and /tb/ were investigated. Subjects
performed a forced-choice task �/b/ or /tb/� in response to edited waveforms of Japanese fricatives /bi/,
/bu/, and /bÄ/. We found that frication duration, onset slope, and the interaction between duration and
onset slope influenced the perceptual distinction. That is, the percent of /b/ responses increased with
an increase in frication duration �experiments 1–3�. The percent of /b/ responses also increased with
a decrease in slope steepness �experiment 3�, and the relative importance between slope portions
was not even but weighted at onset �experiments 1 and 2�. There was an interaction between the two
cues of frication duration and steepness. The relative importance of the slope cue was maximum at
a frication duration of 150 ms �experiment 3�. It is concluded that the frication duration and
amplitude rise slope at frication onset are acoustic cues that discriminate between /b/ and /tb/, and
that the two cues interact with each other. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2221390�

PACS number�s�: 43.71.Es �JES� Pages: 1600–1607

I. INTRODUCTION

Several acoustic cues for manner of articulation between
voiceless fricatives and affricates in consonant-vowel �CV�
syllables have been demonstrated over the past decades.
Some psychophysical experiments suggested that frication
duration is one of acoustic cues for distinguishing voiceless
fricatives from affricates. That is, Grim �1966� showed that
shortening the frication duration by truncation of the initial
part resulted in a change of manner of articulation from fri-
catives to plosives. A minimum frication duration of
60–80 ms was required for more than 75% correct identifi-
cation of fricatives. Furui �1986� reported similar findings by
elimination of the initial part of the frication of Japanese CV
syllables. Repp et al. �1978� also shortened the frication du-
ration by truncation of the middle part of frication and
showed similar change of the manner of articulation between
/b/ and /tb/.

The rise time from the frication onset to the time at the
maximum amplitude of the frication envelope also has been
considered as an important cue for the manner of articula-
tion. Cutting and Rosner �1974� investigated the distinction
between fricatives and affricates of synthetic syllables with
different rise times, and showed that the percent /b/ responses
increased with an increase in rise time. Conversely, the per-
cent /tb/ responses decreased as rise time increased. Similar
findings were reported by manipulation of the rise time of
naturally spoken CV syllables �Howell and Rosen, 1983�.
Kluender and Walsh �1992�, however, pointed out that pre-

vious studies concerning the rise time were confounded by
covariation of frication duration �Cutting and Rosner, 1974;
Howell and Rosen, 1983�. Thus, Kluender and Walsh con-
ducted two experiments. In the first experiment with a vari-
able rise time and fixed frication duration at 140 or 160 ms,
the rise time had little effect on the distinction between fri-
catives and affricates. On the other hand, in the second ex-
periment with variable frication duration and fixed rise time
at 30 or 80 ms, the percent /b/ responses increased with in-
creased frication durations. Kluender and Walsh �1992� sug-
gested that the changes in rise time were not sufficient to
signal the distinction between fricatives and affricates.

Weigelt et al. �1990� have demonstrated that the ampli-
tude rise slope, which is the rate of increase in the root-
mean-square �rms� amplitude of the acoustic wave, is a use-
ful acoustic cue for automatic distinction between fricatives
and affricates of CV syllables. Their algorithm using only
amplitude rise slope but not frication duration achieved a
96.8% correct in the overall rate of the distinction.

There are no psychophysical studies investigating the
effects of the amplitude rise slope on the distinction between
fricatives and affricates. This study was designed to investi-
gate the role of the amplitude rise slope on discrimination
between the fricative /b/ and the affricate /tb/.

II. EXPERIMENT 1

A. Method

1. Stimuli

Japanese syllables /bi/ /bu/, and /bÄ/ from a phonetically
trained male speaker were recorded in a sound-proof room
using a microphone with preamplifier �Bruel & Kjaer 4190/

a�Author to whom correspondence should be addressed. Electronic email:
yu_sato@yamanashi.ac.jp
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2690�. The microphone output was fed into a band-pass filter
�100–11 000 Hz: NF Electronic Instruments, p-86 and p-87�
and then through a 12-bit analog-to-digital converter �Na-
tional Instruments, PCI-MIO-16E-4�, recorded in the hard
disk of a computer at a 22-kHz sampling rate.

We defined the onset and offset of the frication. The
onset was the first noticeable turbulence in the sound wave-
form �Behrens and Blumstein, 1988� and the offset was the
intensity minimum immediately preceding the onset of
vowel periodicity �Jongman et al., 2000�. The /bi/ syllable
was 575 ms in total duration with a frication noise portion of
284 ms; the /bu/ syllable, 534 ms with a noise portion of
292 ms; and the /bÄ/ syllable, 410 ms with a noise portion of
256 ms. Waveform editing was carried out with the use of
MATLAB �Mathworks� as follows. The initial 34, 42, and
6 ms of very low energy frication noise were deleted from
/bi/, /bu/, and /bÄ/ syllables, respectively, resulting in 250-ms
frication noises �Fig. 1�a��. We estimated rms amplitudes of
the frication portion every 5 ms, constructing an rms sound-
envelope �Fig. 1�b��. The maximum amplitudes of the rms
sound-envelopes �MArms� of /bi/, /bu/, and /bÄ/ syllables were
0.125, 0.152, and 0.072 Pa, respectively, which were normal-
ized to 0.125 Pa. The amplitude rise phases from frication
onset to MArms of /bi/, /bu/, and /bÄ/ syllables were 230, 220,
and 230 ms, respectively, whereas the amplitude fall phases
were 20, 30, and 20 ms, respectively.

The following procedures of waveform editing were
done across all /bi/, /bu/, and /bÄ/ syllables. Sound wave am-
plitudes of the frication noise during the rise phase �Fig.
1�a�� were divided by the rms envelope amplitudes �Fig.
1�b�� and multiplied by MArms, resulting in equalized rise-
phase frication and nonmanipulated fall-phase frication
�sound wave in Fig. 1�c� and its rms envelope in Fig. 1�d��.

The signals represented by Fig. 1�c� were then multi-
plied by a rise function, 250 ms in duration �Fig. 1�e�� and
given by

f�t� = 0 for 0 � t � t0,

f�t� = ��t − t0�/RT�p for t0 � t � RT + t0,

f�t� = 1 for RT + t0 � t � 250 ms,

where t is the time from frication onset, t0 is the onset time
of rise slope, p is the exponent, taking the value of 0.5, 1.0,
or 2.0 �as shown in Fig. 4�a��, and RT is the rise time dura-
tion from t0 to the time of the maximum amplitude �RT is
fixed in this study at 60 ms�. The fricative duration �FD�
was systematically shifted from 110 to 190 ms in steps of
20 ms �t0 was correspondingly varied from 140 to 60 ms�.
Finally, the generated stimulus sound wave with p
=0.5 �S0.5� together with its rms envelope are shown in
Figs. 1�f� and 1�g�, respectively.

We checked the change of spectral envelope by ampli-
tude manipulation. The spectral analysis in the frication por-
tion was performed with the use of a Hamming window and
linear predictive coding �LPC, 24 poles�. The LPC spectral
contrasts of the original fricative noises of /b/ �/bi/, /bu/, and
/bÄ/� changed little after processing �Fig. 1�h��. Thus, in this
study, we succeeded in preserving the spectral cues despite
manipulation of temporal cues.

This study used only one token for each of the three
fricative-vowel combinations for all of the perception tests.
We investigated LPC envelopes in ten speakers �25–37 years
of age, five males and five females�. As shown in Fig. 2�a�,

FIG. 1. Procedures to edit sound wave. �a� and �b� Original sound wave and
rms envelope of frication portion of /bÄ/, respectively. �c� and �d� Equalized
sound wave and rms envelope. �e� Amplitude rise function: exponent=0.5.
�f� and �g� stimulus sound wave and rms envelope of S0.5. �h� LPC enve-
lopes before and after manipulation. Mean of spectral amplitudes in dB SPL
was normalized as 0.
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LPC envelopes of /b/ �/bi/, /bu/, and /bÄ/� adopted in this study
�thick lines� are similar to those in the ten speakers �thin
lines�. Thus, we considered that the tokens adopted in this
study were typical concerning spectral parameters.

We also checked spectral differences among original /b/
�/bi/, /bu/, and /bÄ/� and /tb/ �/tbi/, /tbu/, and /tbÄ/�, respectively,
in the ten speakers. The LPC spectral contrasts of original /b/
were similar to those of original /tb/ �Fig. 2�b��. Correctively,
manipulation procedures employed in this study provided
reasonable examples of speech concerned with spectral cues.

Typical values for fricatives and affricates in Japanese
are shown in Table I. It shows mean values �and SD� of
frication duration, rise time, and maximum amplitude across
three fricative-vowel and three affricate-vowel combinations
from the ten speakers. Neither vowel context nor speaker’s
gender affected the acoustic parameters of frication duration,
rise time, and maximum amplitude significantly �a two way
ANOVA, p�0.05�. Figure 3 shows ranges of frication dura-
tion �a�, rise time �b�, and maximum amplitude �c� of /tbi/,
/tbu/, /tbÄ/, /bi/, /bu/, and /bÄ/ �total 50 tokens, respectively�
from the 10 speakers. All 50 tokens were clearly identified as
/bi/, /bu/, /bÄ/, /tbi/, /tbu/, and /tbÄ/, respectively, by the authors

and authors’ colleagues. Nevertheless, large overlaps were
found among consonants with a different manner of articu-
lation, suggesting that those acoustic parameters �frication
duration, rise time, and maximum amplitude� are not enough
for distinguishing fricatives from affricates. The range of fri-
cation duration �110–190 ms�, rise time �60 ms�, and maxi-
mum amplitude �0.125 Pa� adopted as stimulus parameters
in this study are shown by vertical interrupted lines.

As shown in Fig. 1�g�, the signal has been reduced to
0 Pa for a varying number of milliseconds at the beginning
of the processed fricative. If we start stimuli at 0 ms in Fig.
1�g� under ambient noise, the length of the silence at the
beginning is an unintentional additional cue that could well
mimic the closed portion of an affricate. To avoid the unin-
tentional silence cue, we provided an additional 1000 ms of
0 Pa before the 0 ms. Thus, the silent period is enough long
��1000 ms� so that listeners do not interpret the silence as
an acoustic cue.

The processing method was thus designed to change
temporal parameters of the fricative noise at onset but not
offset, supposing that the onset is more important perceptu-
ally. In fact, the first step of the processing was to truncate
the initial portion of the tokens in order to equalize the
lengths of the three tokens. One may wonder how this is
justified. However, remember that the original tokens were
not used as stimuli but used just for providing reasonable
spectral cues as speech to the stimuli. The truncation of the
initial portions with low signal-to-noise ratio did not affect
the spectral cues of the stimuli.

The above-mentioned manipulation resulted in three dif-
ferent accelerated patterns of rms rise slopes: �1� S0.5 has
steep rise slope at onset and a gradually decreasing steep-
ness; �2� S1 has linear rise of RMS slope; and �3� S2 has a
gentle rise of rms slope at frication onset and a gradually
increasing steepness �Fig. 4�a��.

The stimuli were fed into a 12-bit digital/analog con-
verter �National Instruments, PCI-MIO-16E-4� and then low-
pass filtered �NF Electric Instruments p-86� with a cutoff

FIG. 2. Spectral analyses of frication noises. �a� LPC envelopes of tokens of
a male speaker employed as stimulus envelopes �thick lines� and those of
ten speakers not employed �thin lines�. �b� LPC envelopes of original /b/ and
t/b/ of a male speaker. Spectral envelope of /b/ �solid line� is the same as that
of /b/ �thick solid line� in �a�. Mean of spectral amplitudes in dB SPL was
normalized as 0.

TABLE I. Mean and standard deviation �SD� of frication duration �FD�, rise
time �RT�, and maximum amplitude �MA� across three affricate-vowel and
three fricative-vowel combinations from speakers of five males �M� and five
females �F�.

FD �ms� RT �ms� MA �Pa�

Gender Mean SD Mean SD Mean SD

t/bi/ M 98.16 11.12 68.80 15.19 0.142 0.066
F 97.36 54.28 61.88 37.46 0.093 0.066

t/bu/ M 91.61 12.67 58.08 19.29 0.181 0.108
F 103.40 61.49 61.64 38.51 0.106 0.090

t/bÄ/ M 64.36 19.97 41.08 12.38 0.098 0.050
F 61.08 28.09 35.00 15.24 0.087 0.068

/bi/ M 218.72 34.44 168.84 41.08 0.118 0.066

F 196.92 63.43 133.36 24.82 0.099 0.081
/bu/ M 224.52 40.91 176.00 48.19 0.142 0.054

F 196.28 76.62 141.16 50.81 0.082 0.059
/bÄ/ M 163.64 35.62 121.44 25.67 0.083 0.032

F 15.76 46.94 120.96 39.18 0.068 0.044
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frequency of 11 kHz. The output from the filter was attenu-
ated, and through a low-output-impedance power amplifier
�Denon, PMA2000�, the stimuli were presented from open-
ear headphones �AKG K1000� binaurally in a sound proof
room.

2. Participants and forced-choice tasks

Thirteen undergraduate students �18–30 years of age,
nine males and four females� participated in this experiment.
All students were native Japanese speakers with normal hear-
ing �better than 15 dB HL for octave-separated frequencies
between 125 and 8000 Hz in both ears�. The subjects were
paid for their participation. The experiments were undertaken
with the understanding and written consent of each partici-
pant. The listeners were instructed to perform a forced choice
task to label each stimulus token as either /b/ or /tb/ by press-
ing one of the two labeled response buttons. The percent /b/
responses was measured by giving 5 FDs �110, 130, 150,
170, and 190 ms� �3 slope patterns�10 repetitions�3
vowels=450 trials �random order� to each subject.

The forced-choice experiment design biases the subjects
to interpret the stimuli as speech. The subjects were de-
briefed after the experiments, and they considered them to be
reasonable examples of the particular segments they were
forced to choose between.

B. Results

The percent of /bi/, /bu/, and /bÄ/ responses �mean and SE
of 13 subjects� were plotted against FD �Figs. 4�b�–4�d��.
Because the results were similar in the three vowel condi-
tions as shown in Figs. 4�b�–4�d�, the percent /bi/, /bu/, and
/bÄ/ responses were averaged as the percent /b/ responses
�Fig. 4�e��. It was noted that �1� the percent /b/ responses
significantly increased with an increase in FD �a two-way
ANOVA, F�4,48�=90.60, P�0.01�, �2� the rise slope pat-

terns also significantly affected the percent /b/ response �a
two-way ANOVA, F�2,24�=37.63, P�0.01�, �3� there was
a significant FD�slope interaction �F�8,96�=11.97, P
�0.01�, and �4� the percent /b/ responses to S1 or S2 stimuli
was always higher than those with S0.5 stimuli. The differ-
ences in percent / b / responses between stimuli S1 and
S0.5�DS1−0.5� and between stimuli S2 and S0.5�DS2−0.5� were
significant �Scheffe posthoc test: P�0.05� but not between
stimuli S1 and S2�P�0.05� �4�e��.

As mentioned above, a significant interaction between
FD and slope parameters was found. This means listeners
identified two slope differences according to a shift of frica-
tion duration. DS1−0.5 was thus plotted against FD �Fig. 4�f�,
broken line�, making the DS1−0.5-FD function. The function
had rising and then falling slopes with increased FD, peaking
at 150 ms of FD. The maximum difference �the maximum
DS1−0.5� was significantly different from the differences at
other FD values �paired t test: P�0.01 at FD=110, 170,
190 ms; P�0.05 at FD=130 ms�, suggesting that relative
importance in slope cue changes with duration cue. DS2-0.5

was also plotted against FD �Fig. 4�f�, solid line�, making the
DS1−0.5-FD function. The DS2−0.5-FD function was similar to
the DS1−0.5-FD function, peaking at 150 ms of FD. The
maximum difference was significantly different from the dif-
ferences at other FD values �paired t test: P�0.01�.

C. Discussion

In experiment 1, we found three major results. First, the
subjects tended to recognize the manipulated consonant in
the CV syllables as fricatives at longer frication durations.
Inversely, they tended to recognize them as affricates at
shorter frication durations. These findings are in accord with
the previous studies that frication duration is one of cues for
manner of articulation in CV syllables �Grim, 1966; Repp et
al., 1978; Furui, 1986; Kluender and Walsh, 1992; Hedrick,

FIG. 3. Distribution of frication duration �a�, rise time
�b�, and maximum amplitude �c� of /bi/, /bu/, /bÄ/, t/bi/,
t/bu/, and t/bÄ/ of 50 tokens from ten speakers. Vertical
interrupted lines show �a� range or �b� and �c� fixed
value of stimulus parameters adopted in this study.

FIG. 4. Experiment 1. �a� The rms en-
velopes of stimuli S0.5, S1, and S2. �b�–
�d� Mean and SE of percent /bi/, /bu/,
and /bÄ/ responses to stimuli S0.5, S1,
and S2. �e� Average of the percent /bi/,
/bu/, and /bÄ/ responses �percent /b/ re-
sponses� to stimuli S0.5, S1, and S2. �f�
Mean and SE of DS2−0.5 and DS1−0.5. *,
P�0.05; **, P�0.01.
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1997� and in the edited CV syllables including only the con-
sonant part �Jongman, 1989�. Second, it is clear that the rise
slope pattern is also a cue for manner of articulation, as the
percent /b/ responses varied with different rise slope patterns
�Figs. 4�b�–4�e�� in spite of the same rise time and the rise
amplitude �Fig. 4�a��. Third, we have shown that the relative
importance of the rise slope pattern is a function of frication
duration: the difference in percent /b/ responses between the
rise slope patterns was the maximum when frication duration
was at 150 ms �Fig. 4�f��.

The stimuli used in experiment 1 were characterized by
three different rise slope patterns. S0.5 had a steep slope at
onset gradually becoming gentle, S1 had a linear slope during
the rise phase, whereas S2 had a gentle slope at onset gradu-
ally becoming steep. Which part of the slope pattern was
effective for distinguishing between /b/ and /tb/ in experiment
1? We assume that the rise slope at onset �but not at later
phase� affects the distinction, because it is known that the
neurons in the primary auditory cortex tend to respond to the
onset slope of the sound envelope �Heil, 1997�. The steep
onset slope of S0.5 may result in low percent /b/ responses,
while the gentle onset slope of S2 may result in high percent
/b/ responses. If so, masking the onset envelope of S0.5, which
makes the unmasked part of onset slope gentle, would result
in an increase of the percent /b/ responses, whereas masking
the onset envelope of S2, which makes the unmasked part of
onset slope steep, would result in a decrease of the percent /b/
responses. Masking the onset envelope of S1, which has lin-
ear slope, was not expected to change the percent /b/ re-
sponses. We tested the onset slope hypothesis in experiment
2.

III. EXPERIMENT 2

As mentioned above, we assumed that the relative im-
portance between rise slope phases was not even but
weighted on the onset phase. In experiment 2, we tested if
masking the onset phase of the rise slope results in a change
in perceptual discrimination between /b/ and /tb/.

A. Method

1. Stimulus

The following waveform editing procedures were used
for all /bi/, /bu/, and /bÄ/ syllables. Gaussian white noise was
generated with the use of Matlab �Mathworks Inc.�, which

was utilized for masking the onset portion of the frication.
The white noise duration was varied from 340 �when FD was
190 ms� to 420 ms �when FD was 110 ms� with a rise time
of 100 ms and a fall time of 30 ms. The fall time of the white
noise overlapped the initial 30 ms of the frication �S0.5, S1,
and S2 in Figs. 5�a�–5�c�, respectively�. Thus, the duration
from the white noise onset to the frication offset was fixed at
500 ms. The rms amplitude of the white noise at the steady
phase was set to half of MArms �Figs. 5�a�–5�c��.

2. Subjects and forced-choice tasks

The same 13 subjects in experiment 1 participated in
experiment 2. The percent / b / responses was measured by
giving 5 FDs�3 slope patterns�10 repetitions�3 vowels
=450 trials �random order� to each subject. The listeners’
tasks were the same as those in experiment 1.

B. Results

Because the results were similar in the three vowel con-
ditions of /bi/, /bu/, and /bÄ/, the three different vowel re-
sponses were averaged as the percent /b/ responses. The per-
cent of /b/ responses �mean and SE of 13 subjects� from
experiment 2 is shown �Figs. 5�d�–5�f�, thick line� in addi-
tion to those from experiment 1 �Figs. 5�d�–5�f�, thin line�.

It was noted that �1� the percent of /b/ responses to
stimulus S0.5 in experiments 1 and 2 significantly increased
with an increase in FD �a two-way ANOVA, F�4,48�
=81.91, P�0.01�, �2� the percent of /b/ responses to stimulus
S0.5 was significantly increased by masking the initial slopes
�a two-way ANOVA, F�1,12�=85.03, P�0.01�, and �3�
there was a significant FD� noise-condition interaction
�F�4,48�=7.05, P�0.01� �Fig. 5�d��.

Concerning the stimulus S2, �1� the percent /b/ responses
to stimulus S2 in experiments 1 and 2 significantly increased
with an increase in FD �a two-way ANOVA, F�4,48�
=117.09, P�0.01�, �2� the percent /b/ responses to stimulus
S2 were significantly decreased by the masking �a two-way
ANOVA, F�1,12�=79.42, P�0.01�, and �3� there was a sig-
nificant FD� noise-condition interaction �F�4,48�
=20.34, P�0.01� �Fig. 5�f��.

Concerning the stimulus S1, �1� the percent /b/ responses
to stimuli S1 in experiments 1 and 2 significantly increased
with an increase in FD �a two-way ANOVA, F�4,48�
=85.02, P�0.01�, �2� the effect of the masking on the per-

FIG. 5. Experiment 2. �a�–�c� The
rms-envelopes of masking noise and
stimuli S0.5, S1, and S2 �FD=150 ms�,
respectively. �d�–�f� Percent /b/ re-
sponses at stimuli S0.5, S1, and S2, re-
spectively. Thick lines, results from
experiment 2; thin lines, results from
experiment 1.
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cent /b/ responses was not significant �a two-way ANOVA,
F�1,12�=4.08, P�0.05�, and �3� there was a significant FD
� noise-condition interaction �F�4,48�=4.59, P�0.01�
�Fig. 5�e��.

C. Discussion

It is noteworthy that the masking experiments resulted in
an opposite shift of percent /b/ responses: it increased by
masking the onset of S0.5 �Fig. 5�d��. Conversely, the percent
/b/ responses decreased by masking the onset of S2 �Fig.
5�f��. The opposite shift of the percent /b/ responses may be
explained by the shift of steepness of the perceived onset
slope by the masking. Masking the steep onset slope of S0.5

resulted in the gentle onset slope of unmasked portion �Fig.
5�a��. Conversely, masking the gentle onset slope of S2 re-
sulted in a steep onset slope of unmasked portion �Fig. 5�c��.
Masking the onset of S1 did not change the percent /b/ re-
sponses �Fig. 5�e��. This may be explained by fact that mask-
ing the onset of S1 does not change the onset steepness of the
unmasked portion �Fig. 5�b��. Thus, all the findings in ex-
periment 2 are in accord with the suggestion made in the
discussion of experiment 1. It is concluded that the ampli-
tude rise slope at onset is an additional acoustic cue respon-
sible for discrimination between the fricative /b/ and the af-
fricate /tb/.

IV. EXPERIMENT 3

In experiments 1 and 2, we used linear and exponential
functions to implement rise slope patterns and concluded that
the amplitude rise slope at onset is a cue for discrimination
between the fricative /b/ and the affricate /tb/. It is difficult to
quantitatively measure the amplitude rise slope at onset gen-
erated by exponential functions: the measure of pressure
change per unit time of the exponential function is variable
depending on the adopted unit of time, and the optimal time
unit that the brain adopts is currently unknown. For a quan-
titative measure of the onset rise slope, we adjusted the rise
slopes by linear functions in experiment 3. Naturally uttered
fricatives have roughly linear rise slope patterns �Howell and
Rosen, 1983�. We then tested the relationship between the
percent / b / responses and the steepness of the onset rise
slope.

A. Method

1. Stimulus

The following waveform editing procedures were used
for all /bi/, /bu/, and /bÄ/ syllables. The equalized sound wave

amplitude was multiplied by differently accelerated linear
rise functions that were 250 ms in duration. The equation is
given by

f�t� = 0 for 0 � t � t0,

f�t� = �t − t0�/RT for t0 � t � RT + t0,

f�t� = 1 for RT + t0 � t � 250 ms,

where t is the time from frication onset, t0 is the onset time
of rise slope, and RT is the rise time duration from t0 to the
time of the maximum amplitude �RT is varied from 30 to
90 ms in steps of 30 ms�. The fricative duration �FD� was
systematically shifted from 110 to 190 ms in steps of
20 ms �t0 was correspondingly varied from 140 to 60 ms�.

The above-mentioned manipulation resulted in different
rates of linear change of sound pressure: S1.4 has a gentle rise
slope �1.4 Pa/s�; S2.0 has a medium rise slope �2.0 Pa/s�;
and S4.2 has a steep slope �4.2 Pa/s�. The rms of three dif-
ferent linear slopes at FD=150 ms are displayed in Fig. 6�a�.

2. Subjects and forced-choice tasks

The same 13 subjects in experiments 1 and 2 partici-
pated in experiment 3. The percent / b / responses were mea-
sured by giving 5FDs�3 slopes�10 repetitions�3
vowels=450 trials �random order� to each subject. The lis-
teners’ tasks were the same as those in experiments 1 and 2.

B. Result

Because the results were similar in the three vowel con-
ditions of /bi/, /bu/, and /bÄ/, the three different vowel re-
sponses were averaged as the percent /b/ responses. The per-
cent /b/ responses �mean and SE of 13 subjects� were plotted
against FD �Fig. 6�b��. It was noted that �1� the percent /b/
responses significantly increased with an increase in FD �a
two-way ANOVA, F�4,48�=128.46, P�0.01�, �2� the ef-
fects of steepness of the linear slope on the percent /b/ re-
sponses were significant �a two-way ANOVA, F�2,24�
=47.16, P�0.01�, and �3� there was a significant FD
�slope interaction �F�8,96�=4.85, P�0.01�.

The percent /b/ response differences between S1.4, S2.0,
and S4.2 stimuli were significant in all pairs of combinations
�Scheffe posthoc test: P�0.05� except for differences be-
tween S2.0 and S4.2 at FD=130, 170, and 190 ms �Scheffe
posthoc test: P�0.05�.

The difference in percent /b/ responses between stimuli
S1.4 and S4.2 was termed as DS1.4−4.2. In order to investigate
the effect of FD on DS1.4−4.2, DS1.4−4.2 was plotted against
FD �Fig. 6�c��, making the DS1.4−4.2-FD function. The func-
tion had rising and then falling slopes with increased FD,
peaking at 150 ms of FD. The maximum difference �the

FIG. 6. Experiment 3. �a� The rms en-
velopes of stimuli S1.4 �1.4 Pa/s�, S2.0

�2.0 Pa/s�, and S4.2 �4.2 Pa/s�. �b�
Mean and SE of the percent /b/ re-
sponses to S1.4, S2.0, and S4.2 stimuli.
�c� Mean and SE of DS1.4−4.2.

**, P
�0.01.

J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Mitani et al.: Fricative perception by onset rise slope 1605



maximum DS1.4-4.2� was significantly different from the dif-
ferences at other FD values �paired t test: P�0.01 at FD
=110, 170, 190 ms�.

The percent /b/ responses were plotted in the two-
dimensional plane with axes of FD and rate of change of
sound pressure �Fig. 7�. This contour diagram shows that the
percent /b/ responses are dependent on the two variables of
FD and rate of change of sound pressure in the range of FD
from 110 to 190 ms. The percent /b/ responses become higher
when the FD is longer and the rate of change of sound pres-
sure is lower.

C. Discussion

The stimuli used in experiment 3 had a linear rate of
change of sound pressure for quantification of the amplitude
rise slope at onset �Fig. 6�a��. The linear rate of change of
sound pressure affected the distinction between the fricative
/b/ and the affricate /tb/ �Fig. 6�b��, and the relative impor-
tance of linear rate of change of pressure was affected by
frication duration �Fig. 6�c��. The difference in percent /b/
responses between linear rate of change of sound pressure
was maximum at 150 ms of FD. By quantification of the
amplitude rise slope at onset in experiment 3, the percent /b/
responses could be displayed in the two-dimensional contour
plot with axes of FD and rate of change of pressure �Fig. 7�,
indicating that the identification of /b/ depended upon the
interaction of two acoustic cues. To our knowledge, these
results are the first to show the relationship between FD and
rate of change of sound pressure for distinction between /b/
and /tb/ in psychophysical experiments.

V. GENERAL DISCUSSION

The aim of the current study was to clarify the role of
two acoustic cues for the distinction between the fricative /b/
and the affricate /tb/ in CV syllables. Previous experiments
showed that frication duration is one cue for the distinction
between /b/ and /tb/ �Repp et al., 1978; Dorman et al., 1980;
Kluender and Walsh, 1992�. The results of our experiments
also showed that frication duration is a salient acoustic cue
for the distinction between /b/ and /tb/ in agreement with pre-
vious studies.

In addition, rise time has also been considered as an
important acoustic cue for separating /b/ and /tb/ �Cutting and
Rosner, 1974; Howell and Rosen, 1983�. Kluender and
Walsh �1992�, however, indicated that the rise times were
covaried with frication duration in the previous studies, so
the effect of the rise time might be confounded by frication
duration. They manipulated the rise time and frication dura-
tion independently, and suggested that the rise time cue was
not sufficient for identification between /b/ and /tb/. Their con-
clusion was also supported by Castleman and Diehl �1996�
with the use of a discriminant function analysis.

Kluender and Walsh �1992� have pointed out that ampli-
tude rise time is a less reliable guide to perception under
real-world conditions with background noise, because per-
ceptual rise time is quite different from physical rise time
when the signal emerges from background noise. In our ex-
periments, the stimuli of experiment 2 would have shorter
perceptual rise times because the frication onset was masked
in comparison to the unmasked stimuli of experiment 1
�compare Figs. 5�a�–5�c� with Fig. 4�a��. We showed that the
masking the S0.5 stimuli �Fig. 5�a�� resulted in an increase of
the percent /b/ responses �Fig. 5�d��. Masking the stimuli S1

�Fig. 5�b�� did not result in a significant change in the per-
cent of /b/ responses �Fig. 5�e��. Masking the stimuli S2 �Fig.
5�c�� resulted in a decrease of the percent /b/ responses �Fig.
5�f��. Thus, the decrease of the rise time resulted in diverse
changes in the percent /b/ responses, unpredictable from the
changes in rise time. These findings in experiments 1 and 2
do not suggest that rise time is the major acoustic cue for
identification between /b/ and /tb/.

In automatic speech recognition, Weigelt et al. �1990�
proposed that the amplitude rise slope at the initial portion of
frication was an acoustic cue for the distinction between fri-
catives and plosives �including affricates�. The algorithm
achieved a 96.8% correct finding for the overall rate of dis-
tinction. Nevertheless, there were no psychophysical studies
investigating the effects of the amplitude rise slope on the
distinction between fricatives and affricates up to the present,
which motivated us to perform the current psychophysical
experiments.

In experiment 1, we presented three amplitude rise slope
patterns with rise time held constant and showed that the
change of the amplitude rise slope patterns affected the dis-
tinction between the fricative /b/ and the affricate /tb/ �Fig. 4�.
Experiment 2 was performed to investigate which portion of
rise slope function affected the discrimination. By masking
frication onset, we identified that the initial portion of the
amplitude rise slope played an important role on the distinc-
tion �Fig. 5�. In experiment 3, for quantification of the am-
plitude rise slope, linear rise slopes were used �Fig. 6�, and
we showed that the percent /b/ responses could be repre-
sented in a two-dimensional contour plot with axes of frica-
tion duration and rate of change of sound pressure �Fig. 7�. It
is concluded that the amplitude rise slope at onset is also an
acoustic cue for discrimination between the fricative /b/ and
the affricate /tb/.

Previous physiological studies have shown that the au-
ditory neural system can discriminate between amplitude rise
slopes of fricatives and affricates. Delguttle �1980� found

FIG. 7. Experiment 3. Percent /b/ responses, shown by the degree of the
brightness, were plotted against FD and amplitude rise slope.
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that a quick stimulus rise resulted in greater onset discharge
rates than gradual stimulus rise in the auditory nerve fibers.
A following study by Delgutte and Kiang �1984� showed that
the onset discharge rates were greater for the affricate /tb/
stimuli than those for the fricative /b/ stimuli, and suggested
that there are the auditory nerve fibers whose response pat-
terns reveal a clear distinction between /b/ and /tb/. Further-
more, in the primary auditory cortex, Heil �1997� showed
that most cortical neurons are sensitive to the onset slope of
the sound envelope but not to the rise time.

We showed that frication duration and amplitude rise
slope interact for the distinction between fricatives and affri-
cates �Figs. 4�f�, 6�c�, and 7�. There are several studies that
mentioned the interaction of multiple cues. Repp et al.
�1978� demonstrated that a short interval of silence between
two words “say” and “shop” caused the subjects to hear “say
chop,” indicating that a silent interval is one manner cue
between fricatives and affricates. The shorter the duration of
the noise, the shorter the silence necessary to convert the
fricative into the affricate. Thus, Repp et al. �1978� showed
that there is an interaction between two acoustic cues includ-
ing the silent interval and frication duration.

A similar interaction between multiple acoustic cues was
reported in some phonological perception experiments with
fricative noises and transitions for distinction between and
/s/ and /b/ �Kunisaki and Fujisaki, 1997; Manrique and Mas-
sone, 1981; Whalen, 1991; Hedrick and Ohde, 1993; Hedrick
and Younger, 2003�. Temporal and spectral cues differenti-
ated “slit” and “split” �Fitch et al., 1980�. Furthermore,
Lisker �1986� suggested that there are at least 16 different
acoustic parameters that can be used by a perceiver in mak-
ing the voicing judgment on intervocalic stops.

Our experiments showed that there are multiple acoustic
cues �frication duration and amplitude rise slope� for the dis-
tinction between the fricative /b/ and the affricate /tb/, which
interact with each other. It appears most efficient for the
brain to generate phonological perception from multiple
acoustic cues rather than a single cue when dealing with
acoustic parameters with large overlap among the consonants
�Fig. 3�.
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The simple up-down adaptive procedure is a common method for measuring speech reception
thresholds. It is used by the Dutch speech-in-noise telephone screening test �National Hearing test;
Smits and Houtgast Ear Hear. 26, 89–95 �2005��. The test uses digit triplets to measure the speech
reception threshold in noise by telephone �SRTTn�. About 66 000 people took this test within four
months of its introduction and details were stored of all individual measurements. Analyses of this
large volume of data have revealed that the standard deviation of SRTTn estimates increases with
hearing loss. This paper presents a calculation model which—using an intelligibility function as
input—can determine the standard deviation of SRTTn estimates and the bias for the simple
up-down procedure. The effects of variations in the slope of the intelligibility function, the guess
rate, the starting level, the heterogeneity of the speech material, and the possibilities of optimizing
SRTTn measurements were all explored with this model. The predicted decrease in the standard
deviation of SRTTn estimates as a result of optimizing the speech material was confirmed by
measurements in 244 listeners. The paper concludes by discussing possibilities for optimizing the
development of comparable tests. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2221405�

PACS number�s�: 43.71.Gv �DOS� Pages: 1608–1621

I. INTRODUCTION

The simple up-down adaptive procedure is applied in
both clinical audiology and research programs. It is fre-
quently used in speech-in-noise measurements to determine
the ability to understand speech in noise. Often, it determines
the speech reception threshold in noise �SRTn�, i.e., the
signal-to-noise ratio that corresponds to 50% intelligibility.
Although this procedure has been in use for a long time, it is
still not fully understood how far the accuracy of the SRTn

estimate is effected by various factors. Perhaps this is partly
due to the fact that a great many experiments would be
needed in order to reduce uncertainties. The accuracy of the
SRTn estimate depends on several factors: first, the shape of
the underlying intelligibility function �e.g., the slope of the
function, lapse rate, guess rate�; second, the characteristics of
the measurement method �e.g., adaptive or fixed levels, start-
ing level, step size, etc.�; third, the number of presentations;
and fourth, the calculation method �e.g., averaging presenta-
tion levels, maximum-likelihood fit, etc.�. These four factors
affect the standard deviation of the SRTn estimates �preci-
sion� and can lead to bias �difference between the signal-to-
noise ratio that corresponds to 50% intelligibility and the
mean SRTn estimate�.

Adaptive psychophysical procedures have many advan-
tages over fixed-level procedures and are widely used. They
can be split into three general categories �Leek, 2001�, viz.
PEST procedures �parameter estimation by sequential test-
ing; Taylor and Creelman, 1967�, maximum-likelihood pro-
cedures, and staircase �simple up-down� procedures. Fixed-

level and adaptive procedures are both used regularly in
speech-in-noise experiments. The most common adaptive
procedure in these experiments is the simple up-down
method. Brand and Kollmeier �2002� propose an adaptive
procedure with a decreasing step size in which each presen-
tation level is based on the discrimination value obtained in
the previous sentence. The SRTn is calculated by applying a
maximum-likelihood fit to the data. The effects of heteroge-
neity of stimuli and inattentiveness have been investigated
for some procedures. For example, Green �1995� performed
computer simulations and found that inattentiveness can gen-
erate a strong bias in the threshold estimate when using a
maximum-likelihood procedure. Green �1990� also studied
the effect of a mismatch between the assumed intelligibility
function and the true intelligibility function. The latter is not
relevant in staircase procedures because the only assumption
for the underlying intelligibility function is that it increases
monotonically.

Plomp and Mimpen �1979� developed an adaptive
speech-in-noise test that uses 13 sentences per list. Later, a
similar test, the HINT, was developed in the USA by Nilsson
et al. �1994�. Plomp and Mimpen’s test has figured in numer-
ous studies. For example, it was used by Festen and Plomp
�1990� to examine the effect of fluctuating noise as opposed
to stationary noise, and by Lyzenga et al. �2002� in studies
on speech enhancement. The value of a speech-in-noise test
depends mainly on its ability to detect differences between
subjects or conditions �e.g., by using different hearing aids�.
Because the results of speech-in-noise experiments are not
usually comparable, the absolute value of the test result is of
lesser importance.

In 2004, Smits et al. developed an automatic telephone
speech-in-noise screening test, similar to the sentence

a�Author to whom correspondence should be addressed; electronic mail:
c.smits@vumc.nl
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speech-in-noise test of Plomp and Mimpen �1979�. The aim
was twofold: to meet the need for a functional self-test and to
enhance public awareness of hearing loss. The test uses digit
triplets to measure the speech reception threshold in noise by
telephone �SRTTn�. Further details on the development, vali-
dation, and implementation of the test can be found in Smits
et al. �2004� and Smits and Houtgast �2005�. Briefly, digit
triplets were uttered in Dutch by a trained female speaker
and digitally recorded. Only monosyllabic digits were used:
0, 1, 2, 3, 4, 5, 6, 8 �/nYl / , / en/ , / twe/ , /dri/ , /vir/ , /v�if / ,
/ z�s / , / Äxt/ �. Masking noise was constructed with a spec-
tral shape similar to the mean spectra of the triplets. The
intelligibility of the triplets was homogenized by applying
level corrections. The final set consisted of 80 different trip-
lets. Experiments revealed no significant differences in
SRTTn between the telephones used. A validation study with
normal-hearing and hearing-impaired listeners �SRTTnS

ranging from −9 to +4 dB� showed a correlation between the
triplet SRTTn telephone test and the standard Dutch sentence
test �Plomp and Mimpen, 1979� of 0.87. After correction for
measurement error the actual correlation coefficient worked
out at approximately 0.94, suggesting that the triplet SRTTn

telephone test can be used to screen hearing disability. The
test measures the SRTTn by applying an up-down procedure:
the signal-to-noise ratio of a presentation increases by 2 dB
after an incorrect response and decreases by 2 dB after a
correct response. A fixed starting level is used. The test is
implemented on an interactive voice-response system and is
fully automatic. Forty parallel lines are available. The subject
responds by pressing the telephone keys. A response qualifies
as correct only when all three digits are correctly understood.
A series of 23 triplets is chosen at random from the set of 80
triplets for each SRTTn measurement. The SRTTn is taken to
be the average signal-to-noise ratio of the last 20 presenta-
tions �in which the signal-to-noise ratio based on the last
response is not actually used in the test�. The test was intro-
duced as the National Hearing test on 1 January 2003. Pub-
licity was generated and, in the first four months, the test was
taken by 65 924 individuals. Exclusion criteria were applied
with a view to further statistical analysis of the data: more
than three instances of no-response, an incorrect response at
the maximum signal-to-noise ratio of +8 dB, and the use of a
mobile �cellular� or unknown type of telephone. The results
were reported for the remaining 39 968 respondents �Smits
and Houtgast, 2005�. Detailed data were attained from all
measurements, resulting in almost 40 000 SRTTnS, around
800 000 triplet presentations �different signal-to-noise ratios
and scores� and around 2 400 000 digit presentations.

Most parameters in the National Hearing test were
adopted from the standard Dutch sentence SRTn test. The
large volume of data enables a thorough investigation of the
test material and procedure, which is valuable for groups
who are developing comparable tests in other languages. The
aim of this study is to find out more about the four above-
mentioned factors in the simple up-down adaptive procedure
in speech-in-noise measurements and to quantify their con-
tribution to measurement accuracy. The large number of
SRTTn measurements enabled us to perform a detailed
analysis and thereby identify properties of the intelligibility

functions. The staircase procedure was analytically described
by means of a calculation model in which the input param-
eters were step size, starting level, and an intelligibility func-
tion describing the relation between signal-to-noise ratio and
performance. First, the effects of the procedure and the dif-
ferent properties of the intelligibility function on measure-
ment accuracy were examined �slope, guessing, heterogene-
ity of the speech material, starting level�. Next, the model
was used in combination with data from the National Hear-
ing test to explore the scope for optimizing the speech ma-
terial and the measurement procedure of the National Hear-
ing test. Experiments were performed to compare the
optimized speech material with the original speech material.
The last section of this paper discusses the results and sets
out some general conclusions.

II. THE INTELLIGIBILITY FUNCTION

A. Basic concepts

The intelligibility function relates the physical intensity
of a stimulus to the intelligibility of a stimulus in an intelli-
gibility task. Intelligibility is expressed as the probability of
a correct response. If the psychophysical task is a speech-in-
noise test, the physical intensity is, in most cases, the signal-
to-noise ratio. The performance can be, for instance, the per-
centage of sentences or words that meet with a correct
response. Normally, performance increases monotonically
with stimulus intensity. The intelligibility function may be
written as

P�x� = � + �1 − � − ����x� �1�

in which � is the lower asymptote �or guess rate� and 1−� is
the upper asymptote of the function. The lapse rate �or miss
rate�, �, reflects the rate at which incorrect responses are
given regardless of the signal level. Ideally, the lapse rate is
zero, but it has a nonzero value in most psychophysical ex-
periments as a result of, amongst others, inattentive subjects.
In forced-choice methods, the guess rate is simply related to
the number of alternatives �1/n�. In speech-in-noise experi-
ments it depends on the type of speech material and will
effectively range from zero for open-set speech material to
values related to the number of items in a closed set. ��x�
can be any arbitrary S-shaped function between 0 and 1.
Standard functions such as the logistic, Weibull, arctangent,
and cumulative normal distribution can be used. In this study
we used the cumulative normal distribution:

��x� =
1

��2�
�

−�

x

exp�−
�� − x0�2

2�2 �d� �2�

in which ��x�=0.5 at x=x0, and the slope S �in dB−1, when
x represents signal-to-noise ratio� at x=x0 can be derived
from � by

S =
1

��2�
. �3�

It is important to realize that S represents the maximum
slope of the cumulative normal distribution. The maximum
slope of P�x�, the intelligibility function, is also found at x
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=x0 but, for an intelligibility function reduced by guess rate
and lapse rate, the maximum slope at that point equals �1
−�−�� /��2� and P�x0�=0.5+0.5�−0.5�. The point of
50% intelligibility �P�x�=0.5� can be found via the inverse
cumulative normal distribution and will be smaller than x0

when �	� and higher than x0 when �
�. The slope at this
point will be somewhat smaller than the maximum slope.

To avoid ambiguities we shall explicitly define some key
concepts. SRTTn is the signal-to-noise ratio where intelligi-
bility is 50%. The result of a particular experiment is often
simply presented as the SRTTn where, in reality, it is only an
estimate of the true SRTTn. Whether the convergence point
equals the true SRTTn depends on the measurement method
and, in some experiments, on implicit assumptions about the
shape of the intelligibility function. We therefore draw a
sharp distinction between the true SRTTn and the measured
SRTTn �or SRTTn estimate�. The true SRTTn, or target value,
is the signal-to-noise ratio that corresponds to 50% intelligi-
bility, while the measured SRTTn is the result of a measure-
ment procedure. The measured SRTTn is prone to systematic
and random errors. A systematic error �i.e., the difference
between the mean measured SRTTn and the true SRTTn� is
called a bias. A random error denotes the imprecision of the
measurement and is expressed as the standard deviation of
SRTTn estimates.

It should be noted that the intelligibility function in
speech-in-noise tests can be defined in different ways. First,
it may represent the performance of a single observer, in
which case the term “psychometric function” is frequently
used. Second, it may represent the intelligibility of an item
�word, sentence, digit, etc.� as a function of the signal-to-
noise ratio. These intelligibility functions are often deter-
mined in order to create a homogeneous set of items for a
test. Third, it may represent the mean performance for a
group of listeners. When the intelligibility function is being
determined for a group of listeners, the data of individual
listeners are often shifted in order to align thresholds �i.e.,
align SRTTn estimates�. In other words the data are corrected
for interindividual differences in true SRTTn by use of the
SRTTn estimate. So, the correction �or shift� is actually the
sum of the measurement error and the true SRTTn, whereas
it should be limited to the true SRTTn. In most cases, this
procedure is not entirely correct and will result in a slope
bias: the estimated slope will be higher than the true slope,
unless the measurement error is zero. Also estimates of the
guess rate and lapse rate are unreliable. The error arising
from this procedure can be illustrated by a simple example.
Suppose several subjects have exactly the same ability for
understanding speech in noise �identical intelligibility func-
tions�. When performing SRTTn measurements, this should,
ideally, give the same SRTTn value for each subject. How-
ever, due to the measurement error, some spread will be
found around the mean SRTTn. The intelligibility function
that is determined after applying corrections for interindi-
vidual SRTTn differences will be steeper than the true intel-
ligibility function which, in this hypothetical case, should be
determined without applying corrections.

The intelligibility functions in the present study repre-
sent the intelligibility of an item �digit or triplet� or the mean

performance for groups of listeners. Most intelligibility func-
tions are determined after correction for interindividual dif-
ferences in SRTTn by use of the SRTTn estimate. Conse-
quently, the observed slopes of these functions are greater
than the true �underlying� slopes. It may, however, be as-
sumed that noted qualitative differences between intelligibil-
ity functions are still valid. This topic is further addressed in
Sec. V A.

Although cumulative normal distribution often ad-
equately describe results of speech-in-noise measurements,
one should not forget that it is an approximation of the true
underlying intelligibility function. This is reflected in the
scoring method for the National Hearing test where the
speech material consists of triplets of digits. Unlike words in
a meaningful sentence, the digits in a triplet can be consid-
ered independent. The intelligibility function of a triplet can
be described in two ways: first, by a single intelligibility
function �triplet-intelligibility function, Eq. �1��, and second,
by multiplication of three intelligibility functions that repre-
sent the three digits �product-intelligibility function�:

Ptriplet�x� = Pdigit1�x� · Pdigit2�x� · Pdigit3�x� . �4�

For Pdigit1, Pdigit2, and Pdigit3 the values of �, �, �, and x0

must be determined separately. As the mathematical prod-
uct of two or more cumulative normal distributions is not,
in itself, a cumulative normal distribution, the intelligibil-
ity functions must be regarded as an approximation.

In this study intelligibility functions were determined by
performing maximum-likelihood fits for the data. The only
restriction on the parameters was that � and � were between
0 and 0.5.

B. Analysis of measurements: Effect of age and
hearing loss

Data from the National Hearing test were analyzed to
identify the properties of the intelligibility function. First, the
mean intelligibility function was established for all subjects:
the signal-to-noise ratios of the triplet presentations were
corrected for interindividual differences in SRTTn �e.g.,
Smits et al., 2004; Smoorenburg, 1992� for each individual
by expressing the presentation levels relative to the measured
SRTTn. A maximum-likelihood fit performed on the data re-
sulted in an intelligibility function with slope S
=0.158 dB−1, guess rate �=0.029, lapse rate �=0.043, and
x0=−0.29 dB. The Pearson X2 test was applied to assess
goodness-of-fit and a near-perfect fit was found �p�0.001�.1

The resulting function is shown in Fig. 1 along with the
original data. The original data, represented by dots, show
the percentage of correct responses for levels with at least
150 presentations. The fitting result yielded some important
parameters. The guess rate, �, equaled 0.029 and was higher
than anticipated. When every digit has the same intelligibil-
ity at a given signal-to-noise ratio, the anticipated guess rate
is approximately 0.001. This high value may be largely due
to unreliable parameter estimates from intelligibility func-
tions representing data which have been corrected for inter-
individual differences in SRTTn �Sec. II A�, and to the fact
that the parameters are meaningful only for the range of used
signal-to-noise ratios.1 The lapse rate, �, was 0.043. Again,
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because of the procedure, this value does not represent the
true lapse rate for individuals. However, a lapse rate of more
than 0 was expected because the subjects could not correct
their response if they accidentally pressed the wrong key.
The last parameter in the fitting function, x0, was −0.29 dB.
At first glance, this value comes across as something of a
surprise, given that the signal-to-noise ratios of the presenta-
tion levels were corrected with the individual SRTTn esti-
mates and, therefore, an x0value of 0 dB could be expected.
This discrepancy may be explained first by the fact that the
SRTTn was calculated by averaging over 20 presentation lev-
els. The last level was not, however, presented to the subject
and no response was obtained, so it could not be included in
the maximum-likelihood fitting procedure. As there is a
�small� learning effect �Smits and Houtgast, 2005�, the aver-
age value of the last presentation would be lower than the
SRTTn, causing a systematic shift. The second explanation
lies in the asymmetric shape of the intelligibility function
����� and the third in the chosen starting level, which was
about 4.6 dB higher than the average SRTTn. Using the cal-
culation model �see Sec. III� it was estimated that these three
explanations account for 
0.01, 0.06, and 0.13 dB, respec-
tively. The effect of the starting level should be regarded as a
rough approximation, given the broad range of SRTTns. The
discrepancy may also be partly attributable to the fact that
the fitted intelligibility function was only an approximation
of the true intelligibility function. For instance, ��x� may be
asymmetric or the intelligibility functions may differ for each
subject.

As reported by Smits and Houtgast �2005�, the greater
the hearing loss, the higher the standard deviation of SRTTn

estimates. Given that hearing deteriorates with age, the rela-
tionship that emerged could be due to a higher average age
of subjects with higher SRTTns. To explore this aspect fur-
ther, groups were created for a grid of ages and SRTTn val-
ues. The intelligibility function for each group was approxi-
mated with a cumulative normal distribution ��=�=0�.2 The
results are shown in Fig. 2. Note that, because the data were
corrected for interindividual differences in SRTTn, the esti-
mated slope values are greater than the true slope values
�Sec. II A�. Although linear regression lines reveal slopes

that deviate significantly from zero �between −0.004 and
+0.01 dB−1/yr�, it may be concluded that the decrease in S
and, consequently, the increase in the standard deviation of
SRTTn estimates with increasing SRTTn,, were caused by
hearing loss rather than by age. Results from an ANOVA
showed that 97% of the variance in slopes can be explained
by SRTTn values.

III. CALCULATION MODEL

A. Description of the model

The simple adaptive up-down method with a step size of
2 dB and 13 presentations is very common in speech-in-
noise measurements and has figured in many different ex-
periments since it was first proposed by Plomp and Mimpen
�1979�. The SRTn is calculated by averaging the last 10 pre-
sentation levels �the last level is not actually presented to the
subject�. Direct calculation of the standard deviation of
SRTTn estimates is not possible. Monte Carlo simulations
are often used to explore the relationship between the intel-
ligibility function and the accuracy of the SRTn �e.g., Green,
1990; Brand and Kollmeier, 2002�. However, we chose a
more direct and exact calculation method, similar to the one
used by Kollmeier et al. �1988�. Although the National Hear-
ing test consists of 23 presentations, we opted to start with a
calculation model based on Plomp and Mimpen’s method
�1979�, which comprises 13 presentations. We limited the
presentations to 13, first because it was supposed that mea-
surement error decreases by 1/�n for large n, making it easy
to predict the properties of tests that use more presentations.
A second—but more important—reason was the exponential
increase in the number of calculations with increasing n
�there are 223=8 388 608 execution possibilities with 23 pre-
sentations�. A fixed starting level �as in the National Hearing
test� is assumed in the model. Any intelligibility function can
be used as input �the calculation model is illustrated in Fig.
3�. The first presentation is at the starting level; the response
can be either correct or incorrect. The probability of a correct
response is derived from the intelligibility function. The sec-
ond presentation is at the starting level plus or minus 2 dB.
The probability of a correct response to the second presenta-

FIG. 1. Intelligibility score as a function of presentation level relative to the
individual SRTTn, averaged over 759 392 presentations �39 968 measure-
ments�. Data from the National Hearing test. The solid line represents the
result of a maximum-likelihood fit to the data.

FIG. 2. Slope of the intelligibility function as a function of age and SRTTn.
For the purposes of clarity only data points that are based on at least 20
SRTTn measurements and SRTTn groups that have data points over the
entire age range are shown.
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tion is again derived from the intelligibility function. Obvi-
ously, as this probability depends on the level, two different
results are obtained. This procedure is repeated for the next
presentations and it results in different tracks. The SRTTn is
calculated for each track by averaging the last 10 presenta-
tion levels. The associated probability is calculated by mul-
tiplying the different probabilities in the track. A total of 13
presentations were used with two possibilities per presenta-
tion �correct or incorrect�, yielding 213=8192 different
tracks. Not every track gives a different SRTTn or probabil-
ity. The weighted mean and weighted standard deviation are
calculated from the 8192 SRTTns and probabilities. Ideally,
the weighted mean SRTTn �i.e., mean SRTTn estimate� cor-
responds to the 50% intelligibility point �true SRTTn�, or can
include bias. The imprecision is represented by the spread in
SRTTns, i.e., the standard deviation of SRTTn estimates.

B. Effect of changes in the intelligibility function on
the standard deviation of SRTTn estimates:
Model calculations

The calculation model makes it possible to investigate
the relationships between, e.g., guess rate or starting level
and bias or standard deviation of SRTTn estimates. The vari-
ables can be represented by changes in the intelligibility
function and are thereby included in the calculation model.
Parameters were set within a range that can be considered
realistic, given the intelligibility function for the speech ma-
terial of the National Hearing test �Figs. 1 and 2�.

First, the effect of the slope of the intelligibility function
on the standard deviation of SRTTn estimates was calculated.

Intelligibility functions were represented by simple cumula-
tive normal distributions. Guess rate and lapse rate were set
at zero. These intelligibility functions were used as input for
the calculation model. The step size was 2 dB and the start-
ing level was at the point of 50% intelligibility. As displayed
in Fig. 4, the results indicate an approximately inversely pro-
portional relationship between slope and standard deviation
of SRTTn estimates. It is particularly noticeable in the case
of speech material with relatively shallow intelligibility func-
tions that an increase in slope results in a relatively strong
decrease in the standard deviation of SRTTn estimates. For
the intelligibility function derived from data from their adap-
tive sentence SRTn test comprising 13 presentations, Plomp
and Mimpen �1979� found a slope of 0.20 dB−1 and, without
correction for interindividual differences in SRTn, a slope of
0.15 dB−1. They reported a standard deviation of SRTn esti-
mates of 0.9 dB based on test-retest measurements. These
results are plotted in Fig. 4 as two solid dots joined by a
dashed line. It may be assumed that the slope of the true
intelligibility function is between 0.15 and 0.20 dB−1, which
is in accordance with the result from the calculation model.

Second, the effect of guess rate ��� on the standard de-
viation of SRTTn estimates was investigated. Lapse rate ���
was fixed at 0.04. The standard deviation of SRTTn estimates
and mean SRTTn estimate were calculated for different val-
ues of � for three different slopes, S �0.10, 0.14, and
0.18 dB−1�. As shown in the upper panel of Fig. 5, the stan-
dard deviation of SRTTn estimates increased with an increas-
ing � value. The middle panel shows the bias: this deviates
from zero for higher values of � but equals zero for �
=0.04, because the intelligibility function is then symmetric.
In speech-in-noise measurements high � values are found for
speech material from a closed set of a few items. A value of
about 0.1 was expected for a speech-in-noise test using
single digits �10 different items�. The lower panel of Fig. 5
shows that the intelligibility percentage corresponding to the
average measured SRTTn deviates only slightly from 0.5.

Third, the effect of heterogeneity of the speech material
was studied. The model assumed that all the presentations
had the same intelligibility function: a cumulative normal
distribution with equal slope and �=�=0. However, the x0

FIG. 3. Schematic presentation of the calculation model. The first presenta-
tion, represented by the outermost left dot, is at a signal-to-noise ratio of
0 dB �starting level�. A track is followed depending on correct or incorrect
responses. Two of the 213 tracks are shown. The probability of a correct or
incorrect response at any signal-to-noise ratio can be derived from the in-
telligibility function shown on the right. Each track results in a SRTTn and
a probability. The mean SRTTn estimate and standard deviation of SRTTn

estimates are determined from the model. The input parameters and the
output of the model are summarized in the lower panel.

FIG. 4. The effect of the slope of the intelligibility function �cumulative
normal distribution� on the model-predicted standard deviation of SRTTn

estimates for a simple up-down adaptive procedure with a step size of 2 dB
and a total of 13 presentations. �See the text for an explanation of the dots.�
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values did not coincide exactly but followed a normal distri-
bution. Figure 6 shows the standard deviation of SRTTn es-
timates against the standard deviation of the normal distribu-
tion, for different slopes. As the result of the calculation
model was dependent on the distribution of the different in-
telligibility functions over the presentations, the average re-
sult for 40 calculations is given. Mean values were zero, i.e.,
no bias, because the intelligibility functions were symmetric.
Homogeneity of the speech material, though not exactly cru-
cial, proved more important for intelligibility functions with
steeper slopes.

Fourth, the effect of the starting level was explored. A
fixed starting level �as in the National Hearing test; Smits
and Houtgast, 2005� can affect the SRTTn estimate, because
several presentations are needed to reach the level of ap-
proximately 50% intelligibility. The most important param-
eter is the difference between the starting level and the

SRTTn. If this difference is very large, the fifth presentation,
which is the first to be used in calculating the SRTTn, will
still not be in the region of the SRTTn. Figure 7 shows the
�weighted� average of the signal-to-noise ratios for the dif-
ferent positions in the procedure. The results refer to an in-
telligibility function with a slope of 0.14 dB−1 and to starting
levels relative to the SRTTn from 0 to 10 dB. Bias is shown
on the right. This is calculated by averaging the last 10 pre-
sentation levels. The effect on the SRTTn was found to be
very small �
0.1 dB� for starting levels of less than 5 dB
from the SRTTn and the effect of the starting level turned out
to be negligible for positions higher than 10 �
0.1 dB for a
starting level 10 dB higher than SRTTn�. Note that the bias
will decline when the number of presentations is increased to
23, as in the National Hearing test.

IV. INCREASING THE ACCURACY OF SRTTn
MEASUREMENTS

As mentioned earlier, the accuracy of a SRTTn measure-
ment depends on different factors. The calculation model

FIG. 5. The effect of guess rate ��� on model-predicted standard deviation
of SRTTn estimates �top panel�, bias �middle panel�, and corresponding
intelligibility percentage �lowest panel� for a simple up-down adaptive pro-
cedure with a step size of 2 dB and a total of 13 presentations. The lapse rate
��� was fixed at 0.04. The results are shown for three different slopes of the
intelligibility function.

FIG. 6. Model-predicted standard deviation of SRTTn estimates vs standard
deviation of the 50% intelligibility points of the intelligibility functions �i.e.,
heterogeneity of the speech material�. The results relate to intelligibility
functions with slopes of 0.10 dB−1 �dashed line�, 0.14 dB−1 �dotted line�,
and 0.18 dB−1 �solid line�, using a simple up-down adaptive procedure with
a step size of 2 dB and a total of 13 presentations.

FIG. 7. Weighted average of the signal-to-noise ratios of the presentations
for the different positions in the procedure. The results are shown for dif-
ferent starting levels relative to the SRTTn. The mean values on the right
represent bias.
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makes it possible to examine and optimize these factors. In
the following, factors that might be relevant to the National
Hearing test are explored.

A. Adjusting the speech material

1. Homogenizing the triplets

Homogeneous test material is important in psychophysi-
cal experiments �Fig. 6�. In many experiments, such as tone
detection, one stimulus is sufficient and only the intensity is
changed. Speech intelligibility experiments, on the other
hand, require different stimuli. The term homogeneity �and
heterogeneity� is used here to indicate equality of the signal-
to-noise ratios associated with the target point �50% intelli-
gibility for symmetric intelligibility functions�. Homogeneity
does not therefore mean equality of the steepness of the trip-
lets intelligibility functions. Homogeneity was achieved for
the triplets in the National Hearing test by applying level
corrections to individual triplets �Smits et al., 2004�. As
much more data are now available, these corrections could
be refined. After correction for interindividual differences in
SRTTn, the intelligibility function was determined for each
triplet in the total of 80 by fitting the data �about 9255 data
points per triplet�. To detect any possible interaction between
the amount of hearing loss and heterogeneity of the speech
material, the same procedure was performed separately on
data from two SRTTn groups with an interval width of 1 dB.
SRTTn groups −7 dB �typical normal hearing� and −4 dB
�mild hearing loss� were used �about 1034 and 1660 data
points per triplet, respectively�. The parameters of the intel-
ligibility functions were used as input for the calculation
model and the modeled mean SRTTn was calculated for each
triplet. These values represent the refined level corrections
that should be applied to create “truly” homogeneous triplets.
The standard deviation of these values around the mean was
1.23, 1.14, and 1.32 dB for the group that included all the
measurements, the SRTTn group of −7 dB and the SRTTn

group of −4 dB, respectively. The correlation coefficients,
over all triplets, between the level corrections derived from
the group that included all the measurements and the SRTTn

groups of −7 dB and −4 dB were 0.93 and 0.99, respectively.
As shown in Fig. 6, the refined level corrections lead only to
a slight decrease in the standard deviation of SRTTn esti-
mates. Moreover, level corrections derived from measure-
ments for listeners with impaired hearing and normal hearing
are nearly the same, implying that the decrease in the stan-
dard deviation of SRTTn estimates with increasing SRTTn is
not due to the heterogeneity of the speech material.

2. Optimizing the intelligibility functions for individual
triplets

As each triplet consists of three digits, the intelligibility
function of the triplet is determined by the intelligibility of
the digits separately and in relation to each other �Eq. �4��.
The slope for the triplet can be changed by raising or lower-
ing the level of the individual digits. It should be noted that,
in most cases, the optimal intelligibility function for the trip-
let is not reached for the situation in which the x0 values of
the digits coincide, even when � and � are equal for each

digit. This would occur only if the slopes of the intelligibility
functions were the same for each digit. When, for instance,
the slope of the intelligibility function of one digit is much
steeper than those of the other two digits, the optimal intel-
ligibility function of the triplet will be reached when the two
digits with the shallow slopes are always correctly under-
stood. In that case, the intelligibility function of the triplet
equals the intelligibility function of the digit with the steep
slope. Needless to say, changing the intelligibility of the dig-
its by, for example, making one digit easy to understand can
influence the guess/lapse rate of the triplet. This is taken into
account by the calculation model. Essentially, the output of
the calculation model �standard deviation of SRTTn esti-
mates� was minimized by changing the input �intelligibility
of the individual digits, represented by the product-
intelligibility function�. Three steps were taken to optimize
the intelligibility functions of the triplets.

First, the intelligibility functions of all the digits were
determined. As each of the 80 triplets was uttered as a whole,
every digit was unique. Accordingly, 240 intelligibility func-
tions were determined. The average guess rate ��� was 0.146.
The enormous spread shown by the x0 values means that, at
a given overall signal-to-noise ratio �i.e., average level of all
triplets minus average noise level�, some digits are very hard
to understand, whilst others are very easy.

The second step confirmed that multiplying the three
intelligibility functions �product-intelligibility function, Eq.
�4�� gives essentially the same intelligibility function as the
one based on the triplets �Eq. �1��. An example is presented
in Fig. 8. Although both intelligibility functions look very
similar, it is important to establish that they deliver the same
result in the adaptive procedure. This was done by calculat-
ing the standard deviation of SRTTn estimates for every trip-
let with the model, using both the triplet-intelligibility func-
tion and the product-intelligibility function as input. The
correlation coefficient between the two standard deviations
of SRTTn estimates was 0.92. About 94% of the differences
between the corresponding standard deviations of SRTTn es-
timates were within 0.1 dB. Note that the differences be-
tween the product-intelligibility functions and the triplet-
intelligibility functions stem from differences between the

FIG. 8. Left panel: individual intelligibility functions of the three digits that
form the triplet 0-6-8. Right panel: product of the three intelligibility func-
tions of the digits forming the product-intelligibility function of the triplet
�solid line� and the intelligibility function of the whole triplet �dotted line�.
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fitted intelligibility functions and the true intelligibility func-
tions, and from mathematical differences between the
product-intelligibility function and the triplet-intelligibility
function �see Sec. II A�.

The third and final step consisted of an optimizing pro-
cedure. The standard deviation of SRTTn estimates was
minimized for every triplet by changing the x0 values of the
three underlying digit-intelligibility functions. However, two
restrictions were applied: first, the mean modeled SRTTn of
the product-intelligibility function �i.e., the intelligibility of
the triplet� needed to remain unchanged and, second,
changes in x0 values between the first and second, and be-
tween the second and third digits were limited to 3 dB to
maintain natural speech. This procedure resulted in an aver-
age reduction factor of 0.91 �values between 1.00 and 0.75�
in the standard deviation of SRTTn estimates.

3. Selecting the best triplets and expected decrease
in standard deviation of SRTTn estimates

Finally, after optimizing the intelligibility functions and
homogenizing the triplets, 60 triplets with the smallest stan-
dard deviation of SRTTn estimates were chosen from the
original 80. As a very small set was undesirable, it was de-
cided to limit the number of different triplets to 60. The
expected decrease in the standard deviation of SRTTn esti-
mates due to optimization of the speech material can be ap-
proximated with the calculation model. A reduction factor of
standard deviation of SRTTn estimates of 0.84 was found by
using the intelligibility functions of the original speech ma-
terial and the optimized speech material as input.

B. Adjusting the measurement procedure

In addition, the standard deviation of SRTTn estimates
can be reduced by adjusting the measurement procedure.
Some procedures have already been discussed in Sec. I.
However, most of them are difficult to implement on an IVR
system because of the complicated nature of the calculations
�e.g., maximum-likelihood estimates� and/or the strong in-
crease in the number of sound files �e.g., adjusting the step
size�. Three adjustments to the measurement procedure were
explored: increasing the number of presentations, using
single digits or digit pairs, and changing the step size. The
model was extended to be able to perform the necessary
calculations. As a straightforward calculation of the weighted
average and weighted standard deviation for SRTTn mea-
surements consisting of 23 presentations would result in an
extremely large number of calculations �223=8 388 608
tracks�, an approximation was made. The number of tracks
was limited to 16 384 �214�. Every track in the calculation
model described in Sec. III was randomly extended. To avoid
interaction between the resulting tracks and other parameters
and to minimize the effect of not using all possible tracks,
the track extensions were chosen randomly for each calcula-
tion.

1. Number of presentations

The expectation was that the standard deviation of
SRTTn estimates would decrease by approximately 1/�n.

Therefore, increasing the number of presentations offers a
simple way to enhance measurement precision. The depen-
dence of the standard deviation of SRTTn estimates on the
number of presentations was calculated with the extended
calculation model. Figure 9 shows the results for intelligibil-
ity functions with different slopes �0.10, 0.14, and
0.18 dB−1�. The results are shown on a log-log scale. The
data points from n=13 up to n=23 were fitted with a linear
equation. A near-perfect relationship was found �r=−0.99 for
all curves�. The slopes of the curves differ only slightly from
−1 � 2 �−0.50,−0.54,−0.48�, which means that the standard
deviation of SRTTn estimates decreases by approximately
1/�n. When, for instance, the number of presentations is
increased from 23 to 33, the standard deviation of SRTTn

estimates decreases by a factor of 0.83.

2. Number of independent items

In the National Hearing test, triplets were used as speech
material and a response counted as correct only if it was
correct for all digits. A lot of time and effort could have been
saved by using single digits, especially in the development
phase, but using digits instead of triplets entails two serious
effects which cause the standard deviation of SRTTn esti-
mates to increase: the guess rate increases and the slope of
the intelligibility function decreases. The impact of using
single digits, digit pairs, or triplets on the standard deviation
of SRTTn estimates was examined with the calculation
model. Some assumptions were made: the intelligibility
function of every digit was the same, the guess rate ��� for
one digit was 0.146 and the lapse rate was 0. Three different
values for the slope S of the digit-intelligibility function were
taken: 0.074, 0.104, and 0.134 dB−1. With these values the
slope of the triplet-intelligibility function is 0.10, 0.14, and
0.18 dB−1, respectively. It can be shown that, for example,
Pdigit�x�3= �0.146+ �1−0.146���x ,S=0.104��3	 Ptriplet�x
−2.69�=��x−2.69,S=0.14�. The results in Fig. 10 show
that using digit pairs instead of single digits brings about a
sharp decrease in the standard deviation of SRTTn estimates.
Adding an extra digit to form triplets has only a small extra
effect. It is important to note that the use of single digits,

FIG. 9. Standard deviation of SRTTn estimates as a function of the number
of presentations for three different intelligibility functions with slopes of
0.10 dB−1 �top line�, 0.14 dB−1 �middle line�, and 0.18 dB−1 �bottom line�.
The lines are the results of a linear fit on the data points from presentation
13 up to 23. The results are shown on a log-log scale.
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digit pairs, or triplets with the adaptive procedure results in
different SRTTns. The target value is 50% intelligibility for
the complete item. According to the product rule, a triplet
score of 50% corresponds to a digit score of 79.4%. When
using digit pairs or single digits, about 70.7% and 50% of the
digits will be understood correctly.

3. Step size and starting level

Smaller steps in an adaptive procedure will, in general,
lead to smaller standard deviations of SRTTn estimates. Re-
ducing the step size will create a negative effect because it
causes a higher bias �Fig. 7�. An added advantage of a larger
step size is that the subjects will often understand the speech
more easily and feel motivated. Reducing the step size could
also create practical problems as a result of the increase in
the number of sound files �from 880 to 1680 when the step
size is changed from 2 to 1 dB�.

Calculations were performed with the calculation model
�13 presentations� and the extended calculation model �23
presentations�. 345 combinations of step sizes between 0.1
and 3.0 dB and true SRTTns from +0.5 to −10.5 dB, with a
fixed starting level at 0 dB were used. The starting level
relative to the true SRTTn is the important factor because, for
instance, a starting level of 0 dB and a true SRTTn of −7 dB
would give the same result as a starting level of +2 dB and a
true SRTTn of −5 dB. The slope of the intelligibility func-
tion, S, was 0.14 dB−1 and the guess rate and lapse rate were
0.03 and 0.04, respectively. Some smoothing was applied in
the graphical representation of the results from the extended
calculation model. The upper panels of Fig. 11 show the
standard deviation of SRTTn estimates. The lowest values
are in the upper left corner because, in these cases, the step
size was small and the starting level was much higher than
the SRTTn. Consequently, almost every response was correct
and the spread minimal. The middle panel shows the bias for
SRTTn estimates. As expected, bias decreases as step size
and SRTTn increase. As stated in Sec. I, it is more important
for a speech-in-noise test to distinguish between different
conditions than to give an exact value of the SRTTn. Hence,
bias in the SRTTn is not a major problem in itself. The

middle panel of Fig. 11 does, however, show that, for a cer-
tain step size, bias is not constant but depends on the SRTTns
for a fixed starting level. Because of this effect the differ-
ences between the measured SRTTns will be somewhat
smaller than between the true SRTTns which will make it
more difficult to separate them. To take account of this effect
each local standard deviation of SRTTn estimates �upper
panel� was divided by the difference between measured
SRTTn values for a true difference of 1 dB:

���SRTTn� =
1 · SD of SRTTn estimates

measured difference
1 dB true difference
. �5�

The smaller ��, the better the test can distinguish true
SRTTns differences. The results are shown in the lower pan-
els of Fig. 11. When, for instance, 13 presentations are used
with a step size of 2 dB and a SRTTn of −4 dB, the local
standard deviation is 1.24 dB �the values in this example are
represented by dots in Fig. 11�. The difference between the
measured SRTTns corresponding to true SRTTns of 3.5 and
4.5 dB is 0.96 �1 minus difference in bias�, therefore the
value of �� is 1.29 �1.24/0.96�. Interestingly, the lower panel
reveals that, for a certain SRTTn, there is an optimal choice
�minimum ��� for the step size given the starting level of
0 dB. The optimal step size is indicated by the positions of
the tops of the iso-��curves. The lower right panel of Fig. 11
allows us to check whether the parameters for the National
Hearing test �step size 2 dB, fixed starting level 0 dB� were
optimal. As about 80% of the SRTTns were between −7 and
−3 dB �Smits and Houtgast, 2005� these parameters seem to
have been fairly well chosen, although a step size of approxi-
mately 1.5 dB would have resulted in a somewhat smaller ��
for most SRTTns.

C. Measurements

Two experiments were set up to compare the results of
measurements with the original speech material with the re-
sults of measurements with the optimized speech material.
The optimized speech material is described in Sec. IV A. The
level corrections that were applied to the individual digits
ranged from −5.1 to +5.0 dB with a standard deviation of
1.7 dB. The aim of the first experiment was to confirm that
the average SRTTn had remained unchanged with the opti-
mized speech material. The aim of the second experiment
was to establish whether the optimized speech material gives
a smaller standard deviation of SRTTn estimates

1. Experiment 1
a. Subjects Sixteen subjects participated in the experi-

ment. They reported no otological problems or hearing diffi-
culties. As the intention was to compare different conditions
and not to collect norm data, pure-tone audiometry was not
performed. The subjects used the ear that they normally used
for telephoning.

b. Apparatus A computer program was developed to
simulate the characteristics of a telephone and a telephone
network �a “simulated hearing test”�. It included signal fil-
tering and signal compression and decompression based on
A-Law �ITU-T Recommendation P.830�, the European tele-

FIG. 10. Standard deviation of SRTTn estimates as a function of number of
independent items: 1, 2, or 3 for a single digit, digit pair, and triplet, respec-
tively. The results are shown for a simple up-down adaptive procedure with
a step size of 2 dB and a total of 13 presentations, for intelligibility func-
tions with slopes of 0.10 dB−1 �dashed line�, 0.14 dB−1 �dotted line�, and
0.18 dB−1 �solid line� for the triplets.
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FIG. 11. Effect of true SRTTn �relative to a starting level of 0 dB� and step size on standard deviation of SRTTn estimates �top panels�, bias �middle panels�,
and �� �lower panels�. The left panels show the results from the calculation model with 13 presentations per measurement and the right panels show the results
from the extended calculation model with 23 presentations per measurement. �� can be considered the best measure of the accuracy of the test because it
includes the combined effects of standard deviation of SRTTn estimates and bias �see the text�. The dots in the left panels represent the data used in an example
�see the text�.
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phony standard. Signals were played by a standard sound
card and presented monaurally through headphones. In the
computer program it was possible to chose between original
speech material and optimized speech material. To enable
comparisons, the National Hearing test was performed as
implemented on an interactive voice response system �Smits
and Houtgast, 2005�.

c. Measurement procedure The measurement proce-
dure in the computer program was exactly the same as the
procedure for the National Hearing test �Smits and Houtgast,
2005�. Each subject performed eight different SRTTn mea-
surements, six of which are relevant here: National Hearing
test by telephone, National Hearing test by headphones
�monaural�, simulated hearing test with original speech ma-
terial by headphones �test and retest� and simulated hearing
test with optimized speech material by headphones �test and
retest�.

d. Results The results are summarized in Table I. The
last column presents the mean and standard deviation over
the 16 subjects. First the SRTTns were analyzed in an analy-
sis of variance �ANOVA� with measurement condition as a
within-subjects factor. For the simulated hearing tests, only
the first measurements �test condition� were used. The effect
of measurement condition was not significant, F�3,45�
=0.982, p=0.41. Then the results from the simulated hearing
tests were explored in more detail by a 2
2 ANOVA with
speech material �original versus optimized� and measure-
ment �test versus retest� as within-subject factors. The effects
of speech material �F�1,15�=2.22, p=0.16� and measure-
ment �F�1,15�=0.02, p=0.96� were not significant. It may
be concluded that, despite the manipulations of the speech
material, the restriction that the measured SRTTns remain
unchanged was met.

2. Experiment 2
a. Subjects A total of 244 medical students participated

in this experiment, which formed part of a practice exercise
on hearing.

b. Apparatus and measurement procedure The setup
�simulated hearing test� was the same as in the first experi-
ment. However, the signals were presented diotically. Each
subject performed two SRTTn measurements �test and re-
test�. In this experiment a single SRTTn measurement con-
sisted of 13 presentations. The type of speech material �origi-
nal or optimized� was chosen randomly for each subject.

c. Results The results are summarized in Table II. The
SRTTns were analyzed in an ANOVA with measurement
�test versus retest� as a within-subject factor and speech ma-

terial �original versus optimized� as a between subjects fac-
tor. The ANOVA yielded a significant effect for measure-
ment; no significant interaction between measurement and
speech material was found. The difference between test and
retest values is probably due to a training effect, which di-
minishes when the number of presentations increases to 23.
The main effect for speech material was not significant
�F�1,242�=0.586, p=0.45�. The standard deviation of SRTTn

estimates was derived from the test-retest differences �i.e.,
standard deviation of the differences between test and retest,
divided by �2�. A reduction factor of the standard deviation
of 0.85 was found for the SRTTn estimates �i.e., the ratio of
both standard deviations of SRTTn estimates�. This reduction
factor comes very close to the estimated reduction factor of
0.84. A one-tailed F-test revealed a significant decrease in the
standard deviation of the SRTTn estimate �p=0.08�.

V. DISCUSSION

With almost 40 000 SRTTn measurements the database
containing the National Hearing test results is unique in
terms of size. These data and the calculation model presented
in this paper enabled a thorough investigation of the mea-
surement procedure and the speech material.

The calculation model can be applied to estimate the
accuracy of the simple up-down adaptive procedure. As it
uses all possible tracks in the adaptive procedure to calculate
the average SRTTn and the standard deviation of SRTTn es-
timates, it is preferable to Monte Carlo simulations. How-
ever, when the number of presentations increases, the num-
ber of tracks becomes so high that it is impossible to use
them all. Hence, an approximation must be made. The ability
to perform exact calculations is particularly important if the
calculation model is used in an optimizing procedure in
which its output is minimized.

Optimizing the speech material resulted in a reduction
factor of 0.85 in the standard deviation of SRTTn estimates.
This may not seem particularly impressive, but it is equiva-
lent to an increment from 23 to 32 in the number of presen-
tations. The optimizing method applied in this paper, how-
ever, is highly time-consuming and requires many SRTTn

measurements to determine the intelligibility functions of the
individual digits.

TABLE I. Results of SRTTn measurements with 16 subjects. Each SRTTn

measurement consisted of 23 presentations. Average SRTTns for different
setups and for the original and the optimized speech material is displayed.
No significant effect of condition was found.

SRTTn �SD�

National Hearing test Telephone −6.6 �1.6�
National Hearing test Headphones −6.9 �1.1�
Simulated hearing test
with original speech material

Test Headphones −6.5 �1.3�

Retest −7.0 �1.3�
Simulated hearing test
with optimized speech material

Test Headphones −6.4 �1.3�

Retest −6.5 �1.5�

TABLE II. Results of SRTTn measurements for 244 subjects. Each SRTTn

measurement consisted of 13 presentations. No significant effect of speech
material was found. The decrease in the standard deviation of SRTTn esti-
mates is significant �F-test, p=0.08�. An intelligibility function was deter-
mined by fitting the data �after correction for interindividual differences in
SRTTn� with a cumulative normal distribution. The slope of the intelligibil-
ity function is shown in the last column.

SRTTn

�average of test
and retest�

SD of SRTTn

estimates Slope �dB−1�

Simulated hearing test with
original speech material

−6.9 1.31 0.171

Simulated hearing test with
optimized speech material

−7.0 1.12 0.199
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A. Slope bias of the intelligibility function

An important issue raised in Sec. II A was the inability
to determine the exact form of the intelligibility function.
Kaernbach �2001� demonstrated a very large slope bias when
data from individual tracks in a simple up-down adaptive
procedure were fitted with a maximum-likelihood procedure
�i.e., slope of the psychometric function of a single ob-
server�. Kaernbach �2001� and Klein �2001� maintain that the
only way to determine the slope of these psychometric func-
tions without bias is to apply a procedure aimed at different
points of the psychometric function. In the present study no
attempts were made to determine psychometric functions
from individual subjects. However, the slope estimates from
the intelligibility functions for groups of subjects have a bias
as well �Sec. II A�.3This can also be demonstrated by using
data from Sec. IV C 2. Table II shows the slopes of the in-
telligibility functions for the original speech material and the
optimized speech material. The slope estimates of 0.171 and
0.199 dB−1 were determined after the data had been cor-
rected with individual SRTTn estimates. They were also de-
termined without the corrections. Slope estimates of 0.106
and 0.117 dB−1 were found, respectively. The true slope val-
ues should lie somewhere between these values and the val-
ues reported in Table II. These true slope values can be de-
rived from Fig. 4 via the standard deviation of SRTTn

estimates from Table II. The data are plotted in Fig. 4. Using
this figure the true slope values were estimated at 0.116 and
0.142 dB−1, respectively. It should be noted here that the
slope bias will be lower for intelligibility functions based on
adaptive procedures that use 23 presentations. This is be-
cause the standard deviation of SRTTn estimates is smaller,
and consequently the difference between the true SRTTn and
the SRTTn estimate is smaller.

B. Effect of guess rate, lapse rate, and heterogeneity
of the speech material

The effect of the guess rate and lapse rate needs to be
ascertained for two reasons. First, it is necessary to confirm
that the measured SRTTn actually represents the point of
50% intelligibility. Second, lapses cannot always be avoided.
For instance, in the National Hearing test a response cannot
be corrected when a wrong key is pressed accidentally. Fig-
ure 5 shows the effect of the guess rate on the measured
SRTTn. As expected, an increase was found in the standard
deviation of SRTTn estimates and a difference was found
between the true SRTTn and the measured SRTTn. However,
even for a guess rate as high as 20%, the bias is less than
0.3 dB and the corresponding intelligibility is higher than
45%. This implies that the simple up-down procedure is rela-
tively insensitive to the guess rate or unknown lapse rate.

The contribution of homogeneity of the speech material
toward reliable measurements was investigated �Fig. 6�. It
may be concluded that, even for steep intelligibility functions
�0.18 dB−1�, a standard deviation of 1 dB in 50% intelligi-
bility points has very little effect on the standard deviation of
SRTTn estimates. When the standard deviation in 50% intel-
ligibility points equals the step size of 2 dB, the standard
deviation of SRTTn estimates increases from 0.92 to

1.18 dB. The adaptive procedure works less effectively in
such cases because, in about 16% of the presentations, the
signal-to-noise ratio will be higher �or lower� than the pre-
ceding presentation although the response was correct �or
incorrect�. Wagener et al. �1999� have devised a formula to
calculate the slope of a test list based on the distribution of
the individual slopes of the items. This formula can be used
to determine the effect of heterogeneity of the speech
material4 �Fig. 6�; it delivers essentially the same results as
those delivered by the calculation model. It was checked out
by calculating the slope of the “mean” intelligibility function
4 for different values of the standard deviation of the points
of 50% intelligibility. The mean intelligibility function was
used as input when the standard deviation of SRTTn esti-
mates was calculated with the model. The correlation be-
tween the standard deviation of SRTTn estimates found with
this procedure and the values presented in Fig. 6 was almost
1.

C. Efficiency of the adaptive procedure

Brand and Kollmeier �2002� estimated the SRTn by ap-
plying an adaptive procedure with a decreasing step size.
They concluded that word-scoring is far more efficient than
sentence-scoring because of the increase in the number of
independent items per sentence. Hagerman and Kinnefors
�1995� demonstrated the applicability of an adaptive proce-
dure in which the step size was based on the number of
correct words in a sentence. Such a procedure could also be
used for the triplet speech material. Probably, a smaller stan-
dard deviation of SRTTn estimates will be found with the
same speech material. However, digit-scoring will be am-
biguous if only one or two digits are understood. The posi-
tion of the digit that was not understood must then be known,
otherwise the scoring method fails.

The calculations confirmed the experimental findings
that speech-in-noise measurements which use relatively few
presentations and a simple up-down procedure with
sentence-scoring result in a low standard deviation of SRTTn

estimates. With only 13 sentences Plomp and Mimpen
�1979� found a standard deviation of SRTTn estimates of
0.9 dB, and Versfeld et al. �2000� reported an error of
1.1 dB. Versfeld et al. found in both their experimental re-
sults and Monte Carlo simulations that calculating the
SRTTn by averaging presentation levels gives a smaller stan-
dard deviation of SRTTn estimates than fitting the data with
an intelligibility function. We recently confirmed this finding
by analyzing data from adaptive speech-in-noise tests. When
using the simple up-down adaptive procedure, it is therefore
recommended to calculate the SRTTn by simply averaging
the presentation levels. Probably, more accurate results can
be gained with more sophisticated adaptive procedures and
calculation methods �e.g., Brand and Kollmeier, 2002; Zera,
2004�.

To compare the efficiency of adaptive procedures Brand
and Kollmeier �2002� used the normalized standard deviation
of threshold estimates ��̂�. This is defined as the standard
deviation of threshold estimates of the specific procedure,
�procedure, divided by the theoretical minimal standard devia-
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tion of threshold estimates, �min �Taylor, 1971; Green, 1995�.
For a certain target threshold �e.g., P=0.5 for the SRTTn�,
the normalized standard deviation of threshold estimates can
be approximated as follows:

�̂ = �procedure�
�Pthreshold · �1 − Pthreshold�

� dP

dSNR
�

SNR=threshold
· �n

. �6�

Calculations were performed to determine �̂ for the simple
up-down adaptive procedure. Thirteen presentations and a
step size of 2 dB were used in the calculations. Three dif-
ferent intelligibility functions were applied: cumulative
normal distributions with slopes of 0.10, 0.14, and
0.18 dB−1. The normalized standard deviation of threshold
estimates is shown in Table III. These calculations as-
sumed that there was only one independent item per pre-
sentation, but there are, in principle, three. This could be
taken into account when calculating the theoretical mini-
mal standard deviation of threshold estimates. Because the
intelligibility function of a single digit differs from the
intelligibility function of a triplet �shallower slope and a
nonzero guess rate�, and because the target threshold dif-
fers �P=0.79 for single digits to measure P=0.5 for trip-
lets�, the decrease in the theoretical minimal standard de-
viation of threshold estimates will be less than 1/�3. The
intelligibility function of the digits was taken from Sec.
IV B 2.5 The results are shown in Table III. Note that the
theoretical minimal standard deviation assumes three in-
dependent items whereas the standard deviation of thresh-
old estimates assumes just one independent item. It must
be concluded that the combination of a simple up-down
adaptive procedure and a calculation method that averages
presentation levels is highly efficient. As both the theoret-
ical minimal standard deviation of threshold estimates and
the standard deviation of threshold estimates for the
simple up-down adaptive procedure are proportional to
1/�n when n is not too small, the normalized standard
deviation of threshold estimates does not depend on the
number of presentations.

The simple up-down procedure is only highly efficient
when the first presentation level is not too far from the
SRTTn. There are two simple ways of achieving this: first,
the procedure proposed by Plomp and Mimpen �1979�, i.e.,
repeat the first presentation with an increasing signal-to-
noise ratio until the response is correct. Second, choose a

starting level somewhere in the middle of the range of
SRTTns. As this range is about 15 dB, the maximum differ-
ence between the starting level and SRTTn will not be
greater than 8 dB and the bias will be small for most SRTTns
�middle panel Fig. 11�.

D. Triplet speech material versus digit speech
material

The difference between triplet speech material and digit
speech material was also investigated with the calculation
model. It should be noted that the number of independent
items increases by a factor of 3, but the slope of the intelli-
gibility function decreases, the guess rate increases and the
proportion of correctly repeated digits decreases from about
0.79 to 0.50 �see Sec. IV B 2�. The presentation of 10 triplets
with slopes of the intelligibility functions of the triplets of
0.14 dB−1 �cf. Sec. IV B 2� was compared with the presenta-
tion of 30 single digits. The standard deviation of SRTTn

estimates decreased from 1.29 to 1.19 dB. This means that
the benefit from increasing the number of presentations is
greater than the combined loss from the decreasing slope and
the increasing guess rate. On the other hand, it probably
makes the test less user-friendly.

The experimental findings and the mathematical results
enable us to review the development process and the proce-
dure of the National Hearing test. In general terms, it can be
said that the development process yielded homogeneous trip-
lets and the parameters in the measurement procedure were
well chosen. The desired standard deviation of SRTTn esti-
mates can be controlled by the number of presentations.
However, some suggestions are presented for developing a
comparable test �e.g., in other languages�. In the National
Hearing test digit triplets were enunciated as a whole to pro-
mote naturalness of speech. A great many measurements
were therefore necessary to obtain homogeneity between the
different triplets. In addition, the advantage of using three
digits, and consequently, of being able to create very steep
slopes of the intelligibility function of the triplets, was not
fully utilized because selection applied only to the triplets
and not to the digits. It might be useful to combine single
digits into optimal triplets or digit pairs with the aid of the
calculation model.

VI. CONCLUSIONS

This study explored the up-down adaptive procedure in
speech-in-noise measurements. Almost 40 000 SRTTn mea-
surements were used from the Dutch speech-in-noise tele-
phone test �National Hearing test�. The findings are as fol-
lows:

�1� The intelligibility function for the speech material
from the National Hearing test can be described by a
cumulative normal distribution, a lapse rate, and a
guess rate. The intelligibility function of a triplet can
be constructed from the intelligibility functions of the
individual digits.

TABLE III. Normalized standard deviation of threshold estimates for three
different intelligibility functions. The triplet intelligibility functions are rep-
resented by cumulative normal distributions. It is assumed that the proce-
dure determines the SRTTn, i.e., P=0.5 for triplets or P=0.79 for individual
digits.

Slope �dB−1� �procedure /�min= �̂

One independent item per
presentation

Three independent items per
presentation

0.10 1.47/1.39=1.06 1.47/1.31=1.12
0.14 1.13/0.99=1.14 1.13/0.93=1.21
0.18 0.92/0.77=1.19 0.92/0.72=1.28
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�2� The standard deviation of SRTTn estimates increases
with hearing loss. This is not age-related or due to a
connection between heterogeneity of the speech ma-
terial and SRTTn.

�3� The calculation model presented in this study can be
used to examine the influence of the characteristics of
the speech material and the measurement method on
the standard deviation of SRTTn estimates. It can also
be used to optimize the speech material.

�4� When using the simple up-down adaptive procedure,
the guess rate or lapse rate has only a minor effect on
the intelligibility percentage that corresponds to the
measured SRTTn. There is, of course, a negative ef-
fect on the standard deviation of SRTTn estimates.

�5� A fixed starting level can be used if chosen in the
middle of the range of SRTTns.

�6� Theoretically, optimizing the speech material of the
National Hearing test by homogenizing the triplets,
performing level corrections to individual digits and
selecting 60 out of the original 80 different items was
expected to lead to a reduction factor of about 0.84 in
the standard deviation of SRTTn estimates. This was
confirmed by SRTTn measurements in 244 subjects.

�7� The usefulness of the speech-in-noise test is defined
by the standard deviation of SRTTn estimates, bias,
and how they interact. For the National Hearing test
the starting level of 0 dB and a step size of 2 dB
turned out to be good choices.
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values quicker than a logistic function with the same slope, different values
were found for the guess rate and lapse rate.

2It was decided to use a simple cumulative normal distribution as an ap-
proximation of the intelligibility function in order to directly compare fit-
ting results. This was not possible when fitting the data with the general
function, Eq. �1�, because the standard deviation of SRTTn estimates de-
pends on several properties of the intelligibility function: S, �, and �. Later,
it was possible to verify, by applying the calculation model, that the effect
of using �=�=0 on the standard deviation of SRTTn estimates is very
small because it is compensated for by a shallower slope.

3As mentioned in Sec. II A this slope bias arises from the procedure in
which data of individual listeners are shifted in order to align thresholds. In
that procedure the SRTTn estimate is used whereas the true SRTTn should
be used. It is important to realize that the slope bias is not caused by the
adaptive procedure itself. This was supported by additional calculations:
mean intelligibility functions were calculated from the data �see Fig. 1�, but
now only one trial from every individual measurement �track� was used.
When comparing the intelligibility functions that are based on the fifth,
thirteenth or twenty-third trial to the original intelligibility function, based
on all the data points, only slightly different slope values were found:

0.152, 0.161, and 0.173 dB−1, respectively. The mean slope of those three
intelligibility functions was 0.162 dB−1, almost identical to the value of
0.158 dB−1 as reported in Fig. 1. It can be verified mathematically that the
intelligibility function that is derived from pooled adaptive data approxi-
mates the true intelligibility function when the number of tracks increases
and there is no variance in true SRTTn values �this means that the variance
in SRTTn estimates is only due to the measurement error, and consequently,
no correction for interindividual differences should be applied�.

4The formula can be written as: Soverall=S / �1+ �s .d . of 50% points�2 /
�2�1/2 where �=1/S�2�.

5The theoretical minimal standard deviation of threshold estimates for the
triplet intelligibility function with a slope of 0.14 dB−1 was calculated by
using the corresponding digit intelligibility function �Sec. IV B 2� and n

=3·13:�min= �0.79· �1−0.79��1/2 / �1−0.146� ·0.104·e−��0.104·2.69�2
· �3·13�1/2.
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The purpose of this study was to identify and compare the temporal characteristics of nasalization
in relation to �1� languages, �2� vowel contexts, and �3� age groups. Two distinct acoustic energies
from the mouth and nose were recorded during speech production �/pamap, pimip, pumup/� using
two microphones to obtain the absolute and proportional measurements on the acoustic temporal
characteristics of nasalization. Twenty-eight normal adults �14 American English and 14 Korean
speakers� and 28 normal children �14 American English and 14 Korean speakers� participated in this
study. In both languages, adults showed shorter duration of nasalization than children within all
three vowel contexts. The high vowel context revealed longer duration of nasalization than the low
vowel context in both languages. There was no significant difference of temporal characteristics of
nasalization between American English and Korean. Nasalization showed different timing
characteristics between children and adults across vowel contexts. The results are discussed in
association with developmental coarticulation and the relationship between acoustic consequences
of articulatory events and vowel height. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2225382�
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I. INTRODUCTION

Sequential movements of the velum and tongue or lips
are essential in normal production of nasal consonants. Velar
lowering for nasal sounds begins before the tongue or lips
begin the movement toward occlusion. Opening of the velo-
pharyngeal port is already achieved at the time the oral tract
becomes closed �Kent et al., 1974; Kuehn, 1976�. The velo-
pharyngeal port then keeps opening while the oral occlusion
is released and becomes open. Such an early onset and de-
layed offset of velar movement occurs before and after oral
cavity occlusion and causes the vowel preceding and follow-
ing nasal consonants to be nasalized for certain durations.
Therefore, unless velopharyngeal opening and closing are
appropriately coordinated with oral closure and opening, na-
salization will deviate from the normal range and excessive
nasal resonance may be perceived.

In our previous study we investigated the temporal char-
acteristics of nasalization in children with and without cleft
palate using acoustic temporal measures derived from both
oral and nasal acoustic energies that were simultaneously
recorded �Ha et al., 2004�. Children with repaired cleft palate
in that study showed significantly longer durations of nasal-

ization than children without cleft palate. The results of the
study suggest that children with cleft palate exhibit greater
anticipatory and carryover nasal coarticulation than normal
children. The study also demonstrated that the acoustic tem-
poral measures utilized in that study might provide useful
information on nasal coarticulation in speech production and
nasalization that deviates from normal.

Several investigators have reported that the temporal
features of nasalization are influenced by vowel contexts,
age, and language using a variety of measurements �e.g.,
Flege, 1988; Solé, 1995; Young et al., 2001�. The relation-
ship between vowel height and articulatory movements of
the velum, tongue, and jaw has been extensively investigated
�e.g., Bell-Berti and Krakow, 1991; Kuehn, 1976; Kuehn and
Moon, 1998�. Nasal airflow and nasal sound pressure levels
which result from modifying the velum, tongue, or jaw po-
sition have been found to be different across vowel contexts
�e.g., Lubker and Moll, 1965; Young et al., 2001�. A direct
association between nasal airflow levels and vowel height
has been reported. Nasal airflow is substantially greater for
high vowels than for low vowels in vowel-nasal consonant
contexts. Hajek �1997�, among others, pointed out that in-
creased tongue height causes greater constriction in the oral
cavity and consequently produces increased impedance to
oral airflow. As a result, more air would be directed to the
nasal cavity in the production of high vowels.

In addition, acoustic consequences of velopharyngeal
opening have been investigated. Nasalization is primarily

a�Portions of this work were presented at American Cleft Palata-Craniofacial
Association meeting in Myrtle Beach, SC, April 2005 and at American
Speech-language Hearing Association Annual meeting in San Diego, CA,
November 2005.

b�Electronic mail: sha@utk.edu
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characterized by a decrease in the amplitude of the first for-
mant �F1�. Perceptual experiments of synthetic stimuli
showed that F1 amplitude lowered by 6–8 dB is necessary
to achieve a significant level of nasality perception �House
and Stevens, 1956; Stevens et al., 1988�. The reduced F1
amplitude is associated with an increase in formant band-
widths and upward shifts in formant frequencies. Also, a
high-energy nasal formant is typically present in the region
of 600–1000 Hz and is accompanied by low energy of the
upper formants due to the presence of antiformants. How-
ever, the spectral characteristics of nasalization vary across
speakers and phonetic contexts, especially vowel types. High
and low vowels show different spectral changes for the same
amount of velopharyngeal opening. This current study inves-
tigates whether the relationship between acoustic conse-
quences of articulatory events and vowel height exists in the
temporal domain of nasalization and whether their relation-
ship can be quantitatively described using the temporal
acoustic measures in our previous study �Ha et al., 2004�.

Developmental changes of coarticulation have been a
topic of interest in children’s speech compared to adults’
speech. Several acoustic studies have investigated whether
the temporal domain of coarticulation is the same in the
speech of children and adults �Flege, 1988; Katz et al., 1991;
Repp, 1986; Turnbaugh et al., 1985�. The results of these
studies tend to be inconsistent. Some studies suggest that
coarticulatory effects are more prominent in the speech of
children than adults �e.g., Repp, 1986�. In contrast, Kent
�1983� suggested that children may show a restriction in the
extent of coarticulation as they may be more likely than
adults to show “synchronous” patterns of interarticulator tim-
ing in which the multiple gestures needed for a phone coin-
cide. With regard to various results on coarticulatory patterns
in the speech of children and adults, Repp �1986� suggested
that some forms of coarticulation are an indication of ad-
vanced speech production skills whereas others may be a
sign of articulatory immaturity, and yet others are neither of
these because they simply cannot be avoided. In the present
study, acoustic temporal measures of nasalization have been
obtained from the speech of children and adults to investi-
gate developmental changes of nasalization.

Another purpose of this study is to determine whether
differences between American English and Korean exist in
the temporal extent of nasalization. Clumeck �1976� in a
study investigating patterns of soft palate movements in six
languages suggested that the degree of coarticulated nasality
is language-specific. Solé �1995� analyzed cross-linguistic
data on coarticulatory nasalization of vowels preceding a na-
sal consonant in American English and Spanish. The author
found that the two languages showed different patterns of
timing, magnitude, duration, and velocity of velopharyngeal
movements. To our knowledge, no study has investigated
features of nasalized vowels or nasal coarticulation in the
Korean language. As in English, the Korean language has the
same three nasal consonants �/m, n, G/� and no phonemically
nasalized vowels or diphthongs. Given that the Korean and
English languages are phonemically and phonologically

similar with regard to the nasalization feature, it is hypoth-
esized that the nasal duration segments measured in the study
are also similar between the two languages.

The present study provides information regarding the
possible influences of vowel context, age, and language on
acoustic measures of nasalization.

II. METHOD

A. Participants

To determine the temporal aspects of nasalization for
English versus Korean and for age, 28 normal adults �14
American English and 14 Korean speakers� and 28 normal
children �14 American English and 14 Korean speakers� par-
ticipated in this study. All speakers reported American En-
glish or Korean as their first language. Participants were di-
vided into four groups in terms of their age and first
language. Each group consisted of 7 males and 7 females.
The age mean and range among groups are presented in
Table I. Child groups ranged in age from 4 to 7 years and
adult groups ranged in age from 19 to 47 years. Participants
or their parents reported no history involving speech, lan-
guage, or hearing impairments, nor orofacial anomalies. In-
formed parental or adult written consents were obtained for
all participants. Children’s oral assents also were obtained
before data collection.

B. Speech sample and data collection

All recordings were obtained in conditions that attenu-
ated background noise as much as possible. All participants
repeated speech tasks that included bilabial nasal and oral
stops in carrier phrases. The carrier phrase for English speak-
ers was “say —— again.” The Korean carrier phrase was
“Uri —— irago hayo.” �“We say ——.”�. To determine
whether the temporal measures of nasalization are different
among vowel contexts, the speech tasks consisted of three
different vowels, /i/, /a/, and /u/. The speech tasks were
/pimip/, /pamap/, and /pumup/. These speech samples con-
tain phonotactically permissible sequences in both lan-
guages. No speakers had difficulty in producing the samples.

All participants produced each speech task five times
with a specially devised microphone set to obtain two dis-
tinct acoustic signals from the oral and nasal cavities. The
microphone set consisted of two microphones and was the
same as that used in a previous study �Ha et al., 2004�. The
mouth microphone �Shure, WH30XLR� was positioned at a
fixed distance of 3 cm from the right side of the subject’s
mouth and the nose microphone �Shure, MX184� was posi-
tioned just below the right nostril. Two distinct acoustic en-
ergies from the mouth and nose were recorded simulta-

TABLE I. Age means and ranges of each group.a

Group KC AC KA AA

Mean 5;8 5;9 27 29
Range 4;5−7;2 4;6−7;11 24-33 19−47

aKC�Korean children; AC�American children; KA�Korean adults; AA
�American adults.
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neously through two channels of a preamplifier �M-Audio,
Audio Buddy�, which controlled the amplitude of the two
acoustic energies at an appropriate level for analysis.

All subjects practiced the test words enough to articulate
the speech sample correctly before recording. Each subject
produced the test words at a conversational pitch and loud-
ness level. Each subject was given an auditory model of the
test words at conversational pitch and loudness. To control
the effect of pitch and loudness of the voice, stress, and the
rate of speech on the production of nasalization as much as
possible, Korean subjects were asked to repeat the auditory
model of S.H. at every test word production. American sub-
jects repeated the auditory model of one graduate student
who speaks American English as a first language.

C. Data analysis

The two distinct acoustic signals corresponding to the
speech samples were analyzed using the Computerized
Speech Lab �KayPENTAX™, model 4300�. The oral acous-
tic signal and the nasal acoustic signal were measured utiliz-
ing two channels within the software. Nasal onset interval,
nasal offset interval, and total nasalization duration, which
reflect timing characteristics of nasalization, were measured
on the basis of features revealed in the acoustic wave forms,
spectrograms, and energy contours. The definition of timing
measurements and the procedure used to obtain the measure-
ments were identical to the ones described in Ha et al.
�2004�. The timing measurements are defined in the follow-
ing and displayed in Figs. 1 and 2.

Nasal onset interval: Measured from a point showing a
clear increase of nasal acoustic energy and a decrease of oral
acoustic energy to the starting point of acoustic period of the
nasal consonant. This interval is between time points “2” and
“3” in Figs. 1 and 2.

Acoustic period of the nasal consonant: Refers to the
period between time points “3” and “4” in Figs. 1 and 2. This
acoustic period is characterized by formants with decreased
intensity on spectrograms from the oral microphone.

Nasal offset interval: Measured from the end of the
acoustic period of the nasal consonant to the increase of oral

acoustic energy and the decrease of nasal acoustic energy
indicating the oral opening for the production of the follow-
ing vowel. This interval is between time points “4” and “5”
in Figs. 1 and 2.

Total nasalization duration: The sum of nasal onset in-
terval, acoustic period of the nasal consonant, and nasal off-
set interval. This duration is between time points “2” and “5”
in Figs. 1 and 2.

Each measure was taken on the basis of timing points
showing increase-decrease of nasal and oral acoustic ener-
gies when nasal consonant, /m/, was produced before and
after vowels. The timing points of increase-decrease of nasal
and oral acoustic energies reflect the sequential opening/
closing movements of the lips and velum. Therefore, it is
assumed that the three measures, nasal onset interval, nasal
offset interval, and total nasalization duration are associated
with onset-offset timing of lip and velum movements. We
also measured total utterance duration which is between time
points “1” and “6” in Figs. 1 and 2.

In addition to the above-described absolute duration
measures, proportional duration measures of nasalization
also were computed. These proportional measurements were
obtained to control the influence of different speech rate on
temporal characteristics of nasalization between children and

FIG. 1. �Color online� Example of wave forms from �a� oral microphone
and from �b� nasal microphone for /pumup/ spoken by a Korean child.
Timing parameters measured: 2-3, nasal onset interval; 3-4, acoustic period
of the nasal consonant; 4-5, nasal offset interval; 2-5, total nasalization
duration; 1-6 total utterance duration �from Ha et al., Cleft Palate Craniofac.
J. 41, 535–543 �2007�, reprinted with permission�.

FIG. 2. �Color online� Example of traces for /pumup/ spoken by a Korean
child. �a� Spectrogram from oral microphone; �b� energy contour from oral
microphone; �c� spectrogram from nasal microphone; �d� energy contour
from nasal microphone. Timing events 1, 2, 3, 4, 5, 6 are the same as those
indicated in Fig. 1 �from Ha et al., Cleft Palate Craniofac. J. 41, 535–543
�2007�, reprinted with permission�.

1624 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 S. Ha and D. P. Kuehn: Temporal characteristics of nasalization



adults and speakers of the two different languages. Ratios
were measured by dividing each interval into the total utter-
ance duration and then multiplying by 100.

Proportional duration measures of nasalization were
computed as follows.

Nasal onset interval ratio�nasal onset interval/total ut-
terance duration �100; Nasal offset interval ratio�nasal off-
set interval/total utterance duration �100; Total nasalization
duration ratio�total nasalization duration/total utterance du-
ration �100.

D. Statistical analyses

A split-plot factorial design was used to determine
whether the absolute and proportional temporal measures
were significantly different among the three variables: lan-
guage, age, and vowel contexts. Repeated measure ANOVAs
were used to investigate the differences of absolute as well as
proportional nasal onset interval, nasal offset interval, and
total nasalization duration among the four groups and within
vowel contexts.

Effect size of each repeated measure by group, age, and
language was calculated by partial eta squared ��2�. Fisher-
Hayter multiple comparison tests were used to test for differ-
ences of the three timing parameters among /i/, /u/, and /a/
vowel contexts within each subject group.

E. Measurement reliability

Intra- and interobserver reliability were calculated by
means of a Pearson correlation coefficient analysis. A subset
of the data which comprised approximately 10% of the entire
data set was measured by two observers. For intraobserver
reliability, the subset was remeasured by the same investiga-
tor �S. H.� after the original measurements were completed.

All Pearson r values of the intraobserver measures
ranged from 0.85 to 0.99 and the r values between observers
ranged from 0.77 to 1.0. Among the measures, nasal offset
interval showed relatively low correlations between the two
observers because in some acoustic data the entire duration
of vowels following nasal consonants tended to be nasalized
and the end points of nasal offset interval �i.e., decrease of
nasal acoustic energy� were not clear.

III. RESULTS

The group means, standard deviations, and coefficients
of variation of nasal onset interval, acoustic period of nasal
consonant, nasal offset interval, total nasalization duration,
and total utterance duration for each test word are presented
in Table II. Overall, children from both language groups
showed larger means as well as standard deviations of all
temporal measurements than adults. The coefficient of varia-
tion is the standard deviation of a distribution of scores di-
vided by the mean for the distribution. It is a measure of
relative variability and is sensitive to deviations from propor-
tionality of the standard deviation to the mean �Carlton and
Newell, 1993�. The coefficients of variation revealed that
children generally showed larger variability than adults in
Tables II and III. Each temporal period associated with na-
salization in the test words produced by the four groups is
revealed graphically in Fig. 3. Each segment of the bars rep-
resents nasal onset interval, acoustic period of the nasal con-
sonant, and nasal offset interval from bottom to top. The total
length of the bars represents total nasalization duration. As
shown in Fig. 3, children who speak American English and
children who speak Korean exhibited relatively longer nasal
onset interval, acoustic period of the nasal consonant, nasal
offset interval, and total nasalization duration than adults of
the two language groups in all the test words. In particular,

TABLE II. Means, standard deviations, and coefficients of variation in milliseconds for each temporal period by group.a

/pamap/ /pimip/ /pumup/

Children Adults Children Adults Children Adults

English Korean English Korean English Korean English Korean English Korean English Korean

Onset Mean 33.24 31.48 24.24 17.86 55.14 51.26 38.24 27.60 61.05 65.12 36.52 26.71
s.d. 8.3 8.45 7.23 3.30 13.97 17.12 14.19 8.77 12.10 33.18 9.51 5.65
CV 0.25 0.27 0.30 0.19 0.25 0.33 0.37 0.32 0.20 0.51 0.26 21

Nasal Mean 55.74 55.76 51.98 49.57 78.14 71.14 60.45 54.43 77.86 70.33 59.05 50.95
s.d. 16.56 15.95 9.85 9.42 15.71 18.15 9.94 8.43 19.99 17.47 7.16 10.06
CV 0.30 0.29 0.19 0.19 0.20 0.26 0.16 0.16 0.26 0.25 0.12 0.20

Offset Mean 32.17 31.26 23.29 21.60 85.17 105.14 74.86 64.71 89.71 91.19 60.76 59.64
s.d. 15.03 18.10 6.64 6.27 24.53 38.03 19.86 23.82 23.79 42.87 23.87 20.62
CV 0.47 0.58 0.29 0.29 0.29 0.36 0.27 0.37 0.27 0.47 0.39 0.35

Total
nasal.

Mean 121.14 118.50 99.50 89.02 218.45 227.55 173.55 146.74 228.62 234.17 156.33 137.31

s.d. 20.18 29.12 15.97 13.19 34.09 51.27 31.91 30.12 44.93 86.80 34.95 24.38
CV 0.17 0.25 0.16 0.15 0.16 0.23 0.18 0.21 0.20 0.37 0.22 0.18

Total
Utter

Mean 381.88 369.02 325.19 289.55 382.79 390.40 315.19 283 420 404.55 306.17 273.21

s.d. 38.23 38.71 26.05 20.16 34.44 47.84 26.21 24.79 42.78 74.68 25.43 28.11
CV 0.10 0.11 0.08 0.07 0.11 0.12 0.8 0.9 0.10 0.19 0.8 0.10

aOnset�nasal onset interval; Nasal�acoustic period of nasal consonant; Offset�nasal offset interval; Total Nasal�total nasalization duration; Total utter
�total utterance duration; CV�coefficient of variation.
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nasal onset interval and nasal offset interval for the high
vowel, /u/ and /i/ contexts revealed the greatest difference
between children and adult groups. The low vowel, /a/, con-
text exhibited relatively small differences between the age
groups for the nasal onset interval, nasal offset interval, and
total nasalization duration compared to the other vowel con-
texts. Regarding the timing variables across vowel contexts,
high vowel contexts revealed longer nasal onset interval, na-
sal offset interval and total nasalization duration than low
vowel contexts for all the groups.

A repeated measure ANOVA was conducted to deter-
mine whether there were differences in nasal onset interval
among age groups and language groups within /i/, /a/, and /u/
contexts. The analysis revealed that the child group showed
significantly longer nasal onset interval than the adult group
�F1,52=71.599, p�0.0001;�2=0.579�. Significant differ-
ences also were found within the three vowel contexts
�F2,80=34.157, p�0.0001;�2=0.396�. Regarding interaction
among variables, only interaction between age and vowel
contexts showed a significant difference �F2,80=9.196, p
�0.005;�2=0.150�. The results of the Fisher-Hayter mul-
tiple comparison test revealed that all pairwise contrasts
among the three vowel contexts were significantly different
in child groups of both languages. However, the adult Ko-
rean speaker group showed no differences among the three
vowel contexts. The adult American English speaker group
showed significant difference only in nasal onset intervals
between /a/ and /i/ vowel contexts.

In addition, the child group showed a significantly
longer acoustic period of the nasal consonant than the adult
group �F1,52=19.627, p�0.0001;�2=0.274�. There were
significant differences among the three vowel contexts
�F2,90=31.336, p�0.0001;�2=0.376�. The results also
showed significant interaction between age and vowel con-
texts �F2,80=9.425, p�0.0001;�2=0.153�. The results of the
Fisher-Hayter test indicated that the nasal acoustic segments
of the two high vowel contexts were significantly longer than
those of the low vowel /a/ context in the child groups of
Korean and American English speakers. Adult American En-
glish speakers showed significantly longer nasal acoustic
segments of the /i/ vowel context than those of the /a/ vowel
context.

Regarding nasal offset interval, the results of the
ANOVA analysis indicated that the child group in both lan-

TABLE III. Means, standard deviations, and coefficients of variation of three proportional durations of nasalization.a

/pamap/ /pimip/ /pumup/

Children Adults Children Adults Children Adults

English Korean English Korean English Korean English Korean English Korean English Korean

Onset
ratio

Mean 8.7 8.5 7.5 6.2 14.4 13.1 12.1 9.8 14.5 16.1 11.9 9.8

s.d. 1.9 1.6 2.1 1.0 3.4 4.2 4.1 3.1 2.3 7.3 2.6 2.1
CV 0.22 0.19 0.28 0.16 0.24 0.32 0.34 0.32 0.16 0.45 0.22 0.21

Nasal
ratio

Mean 14.8 15.0 15.9 17.1 20.5 18.1 19.2 19.3 18.6 17.6 19.3 18.7

s.d. 4.9 3.6 2.2 3.1 3.8 3.9 2.5 2.6 4.3 4.1 2.5 3.7
CV 0.33 0.24 0.14 0.18 0.19 0.22 0.13 0.13 0.23 0.23 0.13 0.20

Offset
ratio

Mean 8.4 8.6 7.2 7.5 14.5 17.8 16.0 15.5 21.2 22.1 19.8 21.6

s.d. 3.6 4.7 2.0 2.1 4.4 5.5 3.8 5.1 4.5 7.3 7.7 6.6
CV 0.43 0.55 0.28 0.28 0.30 0.31 0.24 0.33 0.21 0.33 0.39 0.31

Total
nasal
ratio

Mean 31.9 32.1 30.6 30.8 57.1 57.9 54.9 51.9 54.4 56.8 51.0 50.2

s.d. 4.8 5.9 3.9 4.0 7.6 8.5 6.9 9.0 7.6 12.1 10.7 7.0
CV 0.15 0.18 0.13 0.13 0.13 0.15 0.13 0.17 0.14 0.21 0.21 0.14

aOnset ratio�nasal onset interval ratio; Nasal ratio�nasal acoustic segment ratio; Offset ratio�nasal offset interval ratio; Total nasal ratio�total nasalization
duration ratio.

FIG. 3. �Color online� The length of three temporal measures in the test
words produced by Korean/American children and adults. KC�Korean chil-
dren; AC�American children; KA�Korean adults; AA�American adults.
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guages showed significantly longer nasal offset interval than
the adult group �F1,52=17.944, p�0.0001;�2=0.257�. There
were significant differences within the three vowel contexts
�F2,104=152.865, p�0.0001;�2=0.746�. The interaction be-
tween age and vowel contexts also showed a significant dif-
ference �F2,104=5.071, p�0.01;�2=0.089�. The results of
the Fisher-Hayter test indicated that the child Korean speaker
group and adult American English speaker group showed
significant differences among all pairwise contrasts of the
three vowel contexts. Nasal offset interval of /a/ vowel con-
text showed significant differences from those of /i/ and /u/
in adult Korean speakers and child American English speak-
ers. That is, nasal offset interval showed no statistically sig-
nificant difference between /i/ and /u/ vowel contexts in the
two groups.

The child group showed significantly longer total nasal-
ization duration than the adult group �F1,52=45.322, p
�0.0001;�2=0.466�. There were significant differences
within the three vowel contexts �F2,104=160.906, p
�0.0001;�2=0.756�. There was significant interaction be-
tween age and vowel contexts �F2,104=15.484, p
�0.0001;�2=0.229�. The results of the Fisher-Hayter test
indicated that total nasalization durations of /a/ vowel con-
text was significantly shorter than those of /i/ and /u/ in all
four groups. The differences of total nasalization durations
between /i/ and /u/ were not statistically different in all four
groups.

There were no significant differences of nasal onset in-
tervals, nasal offset intervals, and total nasalization duration
between the two languages, American English and Korean.

Table II shows the group means and standard deviations
of the absolute durations of the phrases for each of the test
words. Table III shows the group means, standard deviations,
and coefficients of variation of nasal onset interval ratio, na-
sal acoustic segment ratio, nasal offset interval ratio, and
total nasalization duration ratio for each test word. The
ANOVA revealed that for nasal onset interval ratio there was
a significant difference between the age groups �F1,52

=36.168, p�0.0001; �2=0.410�, and significant difference
within the vowel contexts �F2,89=45.979, p�0.0001; �2

=0.469�. Also, interaction between age and vowel contexts
showed a significant difference �F2,89=3.293, p�0.05; �2

=0.060�. The results of the Fisher-Hayter test indicated that
nasal onset interval ratio of /a/ vowel context was signifi-
cantly shorter than those of /i/ and /u/ vowel contexts in all
groups. With regard to relative duration of acoustic nasal
segment to total utterance duration �nasal acoustic segment
ratio�, the results showed no significant differences in age
and language variables. However, there were significant dif-
ferences among the three vowel contexts �F2,93=26.648, p
�0.0001; �2=0.339�. The Fisher-Hayter test indicated that
nasal acoustic segment ratio of the /a/ vowel context was
significantly shorter than those of /i/ and /u/ in the three
groups, child groups of both language, and adult group of
English.

Children in both language groups showed larger nasal
offset interval ratio than adults in their corresponding lan-
guage groups, but the difference was not statistically signifi-
cant. Nasal offset interval ratio within the vowel contexts

showed significant difference �F2,104=145.596, p
�0.0001;�2=0.737�. There were no significant interactions
between variables. The results of the Fisher-Hayter test indi-
cated that the Korean child speaker group and American En-
glish adult speaker group showed significant differences
among all pairwise contrasts of the three vowel contexts.
Korean adult speakers and American English child speakers
showed significantly shorter nasal offset interval ratio of /a/
vowel context than those of /i/ and /u/ vowel contexts.

The analysis revealed that for total nasalization duration
ratio there was a significant difference between the age
groups �F1,52=4.954, p�0.05;�2=0.087�, and significant
difference within the vowel contexts �F2,104=256.728, p
�0.0001;�2=0.832�. There were no significant interactions
between variables. As the results of absolute total nasaliza-
tion duration, total nasalization duration ratio of /a/ vowel
context was significantly smaller than those of /i/ and /u/
vowel contexts in child and adult groups.

IV. DISCUSSION

This study investigated the temporal characteristics of
nasalization in relation to two languages, three vowel con-
texts, and two age groups using absolute and proportional
temporal measurements. The absolute measurements of na-
salization revealed that adults showed significantly shorter
nasal onset interval, nasal offset interval, and total nasaliza-
tion duration than children for all three vowel contexts in
American English and Korean. It is assumed that the differ-
ence of absolute nasalization duration between children and
adults might be partially due to different speech rates be-
tween the two groups. With regard to vowel contexts, the
high vowel contexts revealed significantly longer durations
of the three measurements on nasalization than the low
vowel context within adults and children groups and in the
two languages. In contrast, and in support of our stated hy-
pothesis, there were no significant differences of temporal
characteristics of nasalization between American English and
Korean. The two languages showed similar temporal patterns
of nasalization in adults versus children and among the three
vowels. These findings suggest that the two languages which
are similar phonemically and phonologically with regard to
the nasalization feature are also similar with regard to nasal
acoustic segment durations.

The proportional duration measures of nasalization that
were obtained to control the possible influence of different
speech rates among the four groups showed interesting re-
sults compared to those of the absolute measurements. Nasal
offset interval ratio showed no statistically significant differ-
ence between children and adults in both language groups in
contrast with significant difference of its corresponding ab-
solute measurement. However, nasal onset interval ratio and
total nasalization duration ratio showed statistically signifi-
cant differences between children and adults in both lan-
guage groups, which are consistent with the results of the
absolute measurements. Significant difference of total nasal-
ization duration ratio between children and adults resulted
from different nasal onset interval ratio between age groups.
From the perspective of coarticulation, nasal onset interval
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ratio represents anticipatory nasal coarticulation and nasal
offset interval ratio corresponds to carryover nasal coarticu-
lation. The results of this study suggest that children tend to
exhibit greater temporal domain of anticipatory, but not
carryover nasal coarticulation than adults. The results sug-
gested that there might be distinctive underlying mechanisms
of anticipatory and carryover nasal coarticulation. Bell-Berti
�1993� reported that consensus among coarticulation studies
has been that anticipatory coarticulation reflects reorganiza-
tion of the motor system for segmental articulations, while
carryover coarticulation has usually been attributed to me-
chanical and inertial forces acting on the articulators. Me-
chanical velar inertia resulting in carryover nasal coarticula-
tion might be constant for both adults and children whereas
anticipatory nasal coarticulation might show developmental
patterns of reorganization of the motor system for segmental
articulations and, therefore, adults and children show differ-
ent temporal domains of anticipatory nasal coarticulation.

The results regarding anticipatory coarticulation can be
discussed in association with Kent �1983� hypothesis. Kent
�1983� suggested that children may show more synchronous
patterns of interarticulator timing than adults. In support of
Kent’s hypothesis, Thomson and Hixon �1979� suggested
that the temporal domain of anticipatory nasal coarticulation
increases with age. On the other hand, Flege �1988� found
that there were no significant differences of nasalization du-
rations between children and adults. The inconsistent results
among studies might be due to the difference in measure-
ment techniques and composition of the speech sample. Th-
omson and Hixon �1979� focused on nasal airflow at the
midpoint of the initial vowel in /ini/. In this study two sepa-
rate but simultaneous acoustic signals from the oral and nasal
cavities were analyzed to investigate temporal patterns of
anticipatory and carryover coarticulation. The acoustic sig-
nals may derive from articulatory movements including both
velopharyngeal opening and oral closing. Children may ac-
complish oral closing following the velum lowering for nasal
consonants later than adults, which may result in longer na-
sal onset interval in this study.

In addition, Thomson and Hixon �1979� used the carrier
phrase, “Say____again.” That would substantially lengthen
the vocalic elements preceding the nasal consonant /n/ in
/ini/ compared to the current study in which a single vowel
preceded the nasal consonant segments. The current study
also used longer speech samples than those used in Thomson
and Hixon �1979� which would tend to shorten the duration
of all segments. Developmentally, speakers may learn to take
advantage of the longer vocalic elements and begin velar
lowering earlier as they mature. Children, on the other hand,
might be more constrained physiologically, without such
learning, and require relatively longer time to lower the ve-
lum if the nasal consonant is preceded by only a single vowel
and an obstruent consonant such as the speech sample used
in the current study. Flege �1988� used the carrier phrase, “A
half____for Sam.” In that sample for the test word /nin/, for
example, the velum must lower immediately after the /f/ in
half and then raise immediately before the /f/ in for. For
these rapid maneuvers, both young children and mature
speakers might be equally constrained by biomechanical fac-

tors. In that situation, the learning component would be ex-
pected to be minimal, which could help to explain the lack of
differences in nasalization durations between adults and chil-
dren in the Flege study. Future studies must take into account
these possible influences of phonetic context.

The results of the present study can be interpreted in
light of development of speech motor control. Several inves-
tigators have found that children show longer segmental du-
rations, greater temporal and spectral variability, less stable
and less segmentally differentiated speech movements than
adults �Lee et al., 1999; Goffman and Smith, 1999; Smith
and Goffman, 1998; Goodell and Studdert-Kennedy, 1993;
Nittrouer et al., 1989�. Indeed, children showed longer dura-
tions for all temporal measurements in this study: nasal onset
interval, acoustic period of nasal consonants, nasal offset in-
terval, total nasalization duration, and total utterance dura-
tion. This trend also was observed in the proportional tem-
poral measurements although the extent of differences
between children and adults were small due to control of
different speech rates. In addition, children generally showed
greater variability than adults in all temporal measurements
in this study. Coefficients of variation for each temporal mea-
surement by group were obtained to compare temporal vari-
ability between children and adults in Tables II and III. The
coefficients of variation revealed that children generally
showed larger variability than adults.

The different temporal characteristics of nasalization be-
tween children and adults might reflect different speech mo-
tor control skills of children and adults with regard to coor-
dinated movements of the velum and lips. The longer
nasalization duration of children might indicate prolonged
interarticulatory intervals of the speech mechanism. Im-
provements in speed of interarticulatory movements with age
might be concomitant with systematic reduction of duration.

This possible interpretation on developing coordinated
speech movements in children’s speech might be closely re-
lated to temporal characteristics of speech in speakers with
cleft palate �Forner, 1983;Ha et al., 2004�. Forner �1983�
found that speech segment durations in children with cleft
palate were significantly longer than normal in the single
word and nasal sentence contexts. Also, the results in Forner
�1983� revealed that the group with cleft palate produced
longer plosive and affricate stop gaps. The results in Ha et al.
�2004� also suggest that children with cleft palate exhibit
longer temporal durations of nasalization than normal chil-
dren. Speakers with cleft palate might show developmental
delay or deviance of speech motor control skill due to their
anatomical differences in the structure of the palate. Hoopes
et al. �1993� found that speed of velar movement during
speech is slower for cleft than noncleft subjects. Speakers
with cleft palate might show some difficulty with normal rate
and range of movement and interarticulatory timing. The re-
quirements of repeated opening and closing of the velopha-
ryngeal valve add increased motor complexity to an utter-
ance. Forner �1983� suggested that the added requirement of
rapid velopharyngeal valving contributed to the lengthened
nasal sentence. The author speculated that subjects with
clefts might have difficulty tolerating the rapid velar valving
action without some prolongation of the segments.
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Kuehn and Moon �1995� showed that individuals with
cleft palate use relatively higher levator veli palatini activa-
tion levels for speech compared to normal individuals
�Kuehn and Moon, 1994�. This suggests that individuals with
cleft palate may require greater effort to achieve velopharyn-
geal closure to avoid hypernasality. As a result, individuals
with cleft palate may avoid a situation of fatigue by reducing
both the magnitude and velocity of velar displacements, both
of which could prolong the nasalization duration.

The assumption is that children with cleft palate might
begin opening the velopharyngeal port earlier because doing
so requires less effort than opening the velopharyngeal port
rapidly soon before the oral or lingual constriction �Flege,
1988; Ha et al., 2004�. Children with cleft palate might show
earlier velopharyngeal opening than children without cleft
palate to perform this activity without greater effort and thus
avoiding a potentially fatiguing activity �Kuehn and Moon,
1995�. This manipulation of interarticulatory timing appears
to be more noticeable in speakers with cleft palate than with-
out cleft palate and in children than adults. Therefore, tem-
poral measurements of nasalization duration might decrease
along with development of motor control skill.

Regarding the vowel contexts, the results are consistent
with Ha et al. �2004�. It is assumed that the degree of the oral
constriction could possibly account for the results of this
study. Increased tongue height of high vowels results in
greater oral constriction than low vowels. Greater constric-
tion in the oral cavity results in increased impedance to oral
airflow. Consequently, more air will be directed to the nasal
cavity in the production of high vowels �Hajek, 1997�. For a
given small velopharyngeal opening in vowel contexts,
amount of nasal coupling must depend on oral constriction.
Indeed, Lubker and Moll �1965� found that anticipatory nasal
airflow increased although the size of the velopharyngeal ori-
fice remained constant during production of a vowel-nasal
sequence. They interpreted that this finding might be due to
an increase in oral cavity constriction. Young et al. �2001�
found that female speakers exhibited greater ratios of nasal
to oral-plus-nasal airflow during production of /ini/ than dur-
ing productions of /ana/. They suggested that anticipatory
nasal airflow may be determined by the configuration of the
oral cavity.

In addition, different configurations of the oral and nasal
tracts in terms of vowel types have varying influences on the
acoustic characteristics of vowel nasalization. Many studies
showed that the acoustic consequences of oral-nasal coupling
are not identical across all vowel types �e.g., House and
Stevens, 1956; Maeda, 1993�. Small levels of velopharyn-
geal opening have a substantial effect on high vowel spectra,
while low vowels show little change at the same levels of
velopharyngeal opening and required a far greater amount of
velopharyngeal opening to achieve the same degree of
acoustic alteration as in high vowels. These varying acoustic
consequences of oral-nasal coupling indicate that vowel na-
salization is complicatedly influenced by degrees of oral con-
striction as well as velopharyngeal opening. Increased oral
constriction in the high vowel contexts might contribute to
longer nasal onset interval, nasal offset interval, and total
nasalization duration than those in the low vowel context.

V. CONCLUSION

Using two distinct acoustic signals from the oral and
nasal cavities, it was found that the Korean speakers in this
study showed similar temporal patterns of nasalization to
those of the English speakers. It was also found that high
vowel contexts exhibited longer durations of nasalization
than low vowel contexts. This result suggests that the acous-
tic temporal measurements reflect changes of oral and nasal
acoustic signals in accordance with varying vowel contexts.
In addition, absolute temporal measures of nasalization were
found to be longer in children’s speech than in adults’
speech. It is assumed that different temporal characteristics
of nasalization between children and adults might reflect dif-
ferent speech motor control skills of children and adults with
regard to coordinated movements of the velum and lips. The
results from proportional temporal measures showed that
there are significant differences in anticipatory nasal coar-
ticulation between children and adults but not in carryover
nasal coarticulation. This result suggests that anticipatory
and carryover nasal coarticulation have distinctive underly-
ing mechanisms.
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This paper investigates the problem of how to partition unknown speech utterances into a set of
clusters, such that each cluster consists of utterances from only one speaker, and the number of
clusters reflects the unknown speaker population size. The proposed method begins by specifying a
certain number of clusters, corresponding to one of the possible speaker population sizes, and then
maximizes the level of overall within-cluster homogeneity of the speakers’ voice characteristics.
The within-cluster homogeneity is characterized by the likelihood probability that a cluster model,
trained using all the utterances within a cluster, matches each of the within-cluster utterances. To
attain the maximal sum of likelihood probabilities for all utterances, the proposed method applies a
genetic algorithm to determine the cluster in which each utterance should be located. For greater
computational efficiency, also proposed is a clustering criterion that approximates the likelihood
probability with a divergence-based model similarity between a cluster and each of the
within-cluster utterances. The clustering method then examines various legitimate numbers of
clusters by adapting the Bayesian information criterion to determine the most likely speaker
population size. The experimental results show the superiority of the proposed method over
conventional methods based on hierarchical clustering. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2225570�

PACS number�s�: 43.72.Pf, 43.72.Fx �DOS� Pages: 1631–1645

I. INTRODUCTION

For more than two decades, automatic speaker recogni-
tion based on vocal characteristics1–3 has received a tremen-
dous amount of attention in research that facilitates human-
machine communications and biometric applications.
Nowadays, as speech is being exploited as an information
source, the utility of recognizing speakers’ voices is increas-
ingly in demand for indexing and archiving the mushroom-
ing amount of spoken data available universally. Traditional
approaches to speaker recognition assume that some prior
information or speech data is available about the speakers
concerned. Thus, speaker-specific models can be trained us-
ing the labeled speech data, and the likelihoods of unknown
test utterances can then be computed from the models,
thereby determining the identity of a speaker �speaker iden-
tification�, or determining if a speaker is who he/she claims
to be �speaker verification�. However, for indexing or ar-
chiving, the basic strategy needs to be expanded to distin-
guish between speakers when neither information about the
speakers’ voices nor the speaker population size is available.
As a result, unsupervised classification of speech data based
on speakers’ voice characteristics has emerged as a new and
challenging research problem;4–8 however, the solutions to
this problem require further investigation.

Classifying speech data by speaker is generally associ-
ated with two processes. One is to segment speech data into
homogeneous utterances that contain only one speaker’s
voice. The other is to group together homogeneous utter-
ances from the same speaker into a cluster. The former is
usually referred to as speaker segmentation,8,9 while the lat-
ter is referred to as speaker clustering.10,7 A joint process
consisting of speaker segmentation and clustering, called
speaker diarization,11–14 was recently defined by the NIST
Speech Group.15 It is hoped that by locating speech segments
from the same speaker, the human effort required for index-
ing speech data can be greatly reduced from having to listen
to every long audio recording to only having to check a few
utterances in each cluster. In addition, by locating speech
utterances from speakers with similar voices,16–18 transcrip-
tion or recognition of speech messages can be carried out
more effectively by adapting acoustic models on a per cluster
basis, which exploits more adaptation data than on a per
utterance basis.

In this paper, we concentrate on the problem of speaker
clustering. Given N unlabeled speech utterances, each of
which is assumed to be from one of P speakers, where N
� P and P is unknown, speaker clustering is defined as the
partitioning of N utterances into M clusters, such that M
= P, where each cluster consists exclusively of utterances
from only one speaker. For utterances that contain multiple
speakers, the partitioning is preferably performed after the
utterances are presegmented into speaker-homogeneous re-
gions. However, in order to focus on the fundamental tech-
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niques for speaker clustering, this study does not investigate
the speaker-segmentation problem, but only deals with utter-
ances containing a single speaker.

Currently, most speaker-clustering methods follow a hi-
erarchical clustering framework,7,10,17,19–25 which consists of
three major components: computation of interutterance simi-
larities, generation of a cluster tree, and determination of the
number of clusters. Similarity computation is designed to
produce larger values for similarities between utterances of
the same speaker and smaller values for similarities between
utterances of different speakers. Several similarity measures,
such as the arithmetic harmonic sphericity �AHS�,9 Kullback
Leibler �KL� distance,25 the cross likelihood ratio �CLR�,10

and the generalized likelihood ratio �GLR�,17,22,7 have been
examined and compared in much of the literature, with GLR
being the most prevalent similarity measure. The generation
of a cluster tree can be performed in either a bottom-up �ag-
glomerative� or a top-down �divisive� fashion, according to
some criteria drawn from the similarity measure. The
bottom-up approach starts with each utterance as a single
cluster, and then successively merges the most similar pairs
of clusters until one cluster contains all the utterances. The
similarities between clusters are usually derived from the in-
terutterance similarities, based on so-called complete link-
age, single linkage, or average linkage. In the top-down ap-
proach, all utterances start in a single cluster, which is split
into two dissimilar clusters. This procedure is then repeated
for each of the dissimilar clusters, until each cluster contains
exactly one utterance. The resulting cluster tree is then cut
via an estimation of the number of clusters to retain the best
partitioning. Representative methods for estimating the opti-
mal number of clusters are based on the BBN Metric7 and
the Bayesian information criterion.19

In essence, the effectiveness of a speaker clustering sys-
tem depends on whether or not the generated clusters are
related to speakers, rather than other acoustic classes. In the
hierarchical clustering framework, interutterance similarity
computation plays a crucial role in determining if the clusters
are formed on the basis of speakers. However, existing simi-
larity measures, based on AHS, KL distance, CLR, or GLR,
are performed entirely on spectrum-based features, such as
Mel-scale frequency cepstral coefficients �MFCCs� and per-
ceptual linear prediction �PLP� cepstral coefficients. These
features are known to carry various types of information be-
sides a speaker’s voice characteristics, for example, phonetic
and environmental information. Although feature normaliza-
tion techniques, such as cepstral mean subtraction26 and
RASTA,27 may be applied to alleviate the interference from
the channels and noise, these techniques also run the risk of
removing the target speakers’ voice characteristics, espe-
cially when the utterances are short. As a result, there is no
guarantee that the similarities between same-speaker utter-
ances will always be larger than the similarities between
different-speaker utterances. Since interutterance similarity
computation is independent of cluster tree generation, and
the latter trusts the former completely, the inevitable errors of
interutterance similarity can propagate down the whole pro-
cess, which severely limits the clustering performance.

To compensate for the imperfection of interutterance
similarity computation, more sophisticated speaker-
clustering methods11,7 have tried to improve the measure-
ment of intercluster similarities by concatenating all the ut-
terances within each cluster into one long utterance and then
computing the similarities between long utterances. Analo-
gously, recent speaker-diarization systems, such as Refs. 28
and 29, further apply modeling and matching techniques in
speaker identification to evaluate intercluster similarities.
Specifically, each cluster is represented as a Gaussian mix-
ture model �GMM� by using the so-called GMM-UBM
method.3 Then, the similarity between a pair of clusters is
computed by accumulating the likelihoods of one cluster’s
utterances testing against another cluster’s model. On the
other hand, in the context of acoustic model adaptation for
speech recognition, Ref. 30 proposes using a MLLR-adapted
likelihood as a criterion, instead of the intercluster similarity
measurement, to determine which speech data should be
grouped together and handled by the same MLLR trans-
forms, such that the mismatch between speech-recognition
models and test data can be minimized. In addition, Ref. 30
and the subsequent Cambridge speaker-diarization systems28

use gender and bandwidth classification to preprocess speech
utterances, which allows data from different-gender speakers
or different types of channel to be processed separately,
thereby reducing the confusion as well as the load on clus-
tering. Meanwhile, in Ref. 29, a feature warping technique31

is used to further reduce the effects of the acoustic environ-
ment.

However, one unresolved problem in most existing sys-
tems is the propagation of errors in hierarchical clustering.
Taking agglomerative clustering as an example, during the
merging process, the utterances from different speakers may
be misgrouped into a cluster. Since the misgrouped utter-
ances will never be separated in the subsequent merging op-
erations, such errors will proliferate as more clusters are
merged. On the other hand, cluster tree generation based on
either top-down or bottom-up hierarchical clustering usually
uses a certain neighborhood selection rule, e.g., nearest or
furthest neighbor, to determine which utterances should be
assigned to which clusters. However, the neighborhood se-
lection rule is applied in a cluster-by-cluster or pairwise
manner, rather than in a global manner that considers all the
clusters simultaneously. As a consequence, hierarchical clus-
tering can only make each individual cluster as homoge-
neous as possible, but cannot attain the ultimate goal of
maximizing the overall homogeneity.

To overcome the limitations of the hierarchical speaker-
clustering framework, this study proposes a new clustering
method, with the goal of finding the best partitioning of
speech utterances by integrating interutterance similarity
computation and cluster tree generation into a unified pro-
cess. The process iteratively assigns speech utterances to a
set of clusters and creates a stochastic model for each cluster,
which attempts to maximize the similarity or agreement be-
tween each cluster model and the within-cluster utterances.
In contrast to a similar idea proposed in Ref. 30, which uses
a top-down split-and-merge framework to achieve the goal of
the maximum likelihood of adapted data, we apply a genetic
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algorithm,32 together with a model similarity comparison
method, to search for the best partitioning. In addition, the
proposed clustering method further adapts the Bayesian in-
formation criterion to determine how many clusters should
be created.

The remainder of this paper is organized as follows.
Section II reviews a specific implementation of hierarchical
clustering, which is the most popular method of speaker
clustering. Section III introduces our proposed speaker clus-
tering method, called maximum likelihood clustering, with
the goal of maximizing the within-cluster homogeneity of
voice characteristics. In Sec. IV, we present an alternative
speaker-clustering solution, called minimum divergence
clustering, which aims to improve the efficiency of maxi-
mum likelihood clustering. Section V discusses the problem
of how to automatically determine the appropriate number of
clusters. Section VI summarizes the configuration of our
speaker-clustering system and analyzes its computational
complexity. Section VII presents our experimental results.
Finally, in Sec. VIII, we present our conclusions and discuss
the direction of future works.

II. REVIEW OF HIERARCHICAL CLUSTERING

To cluster speech utterances by speaker, it is necessary
to distinguish between utterances belonging to the same
speaker and those belonging to different speakers. A com-
mon strategy for this process is to measure the similarities of
voice characteristics between utterances and then determine
which utterances are similar enough to be considered as be-
ing from the same speaker. This section details a specific
implementation of this strategy, which serves as a baseline
solution in the current study.

A. Interutterance similarity computation

Let X1 ,X2 , . . . ,XN denote N speech utterances to be
clustered, each of which is represented by a certain
spectrum-based feature, e.g., the cepstral feature. The simi-
larities between utterances are measured on the basis of the
generalized likelihood ratio �GLR�.17 For any pair of utter-
ances, Xn and Xk, the GLR is computed by

GLR�Xn,Xk� =
Pr�Xn��nk�Pr�Xk��nk�
Pr�Xn��n�Pr�Xk��k�

, �1�

or, equivalently,

GLR�Xn,Xk� = log Pr�Xn��nk� + log Pr�Xk��nk�

− log Pr�Xn��n� − log Pr�Xk��k� , �2�

where �n, �k, and �nk are stochastic models, e.g., Gaussian
mixture models �GMMs�, trained using Xn, Xk, and a con-
catenation of Xn and Xk, respectively. These stochastic mod-
els are designed to capture the relevant aspects of voice char-
acteristics underlying speech utterances. Implicit in Eqs. �1�
and �2� is the presumption that if utterances Xn and Xk are
from the same speaker, model �nk should be able to cover the
voice characteristics of the individual utterances appropri-
ately; hence, the likelihood probabilities Pr�Xn ��nk� and
Pr�Xk ��nk� would be large, compared to the case where

utterances Xn and Xk are from different speakers. This
gives a large value of GLR�Xn ,Xk� when utterances Xn

and Xk are from the same speaker, and a small value oth-
erwise.

B. Cluster generation

After computing the interutterance similarities, the next
step is to assign the utterances deemed similar to each other
to the same cluster. This is commonly done by an agglom-
erative hierarchical clustering method,33 which consists of
the following procedure:

1. begin initialize M←N, and form clus-
ters ci← �Xi� , i=1,2 , . . . ,N

2. do
3. find the most similar pair of clusters,

say ci and cj

4. merge ci and cj

5. M←M −1
6. until M =1
7. end

The similarities between a pair of clusters, say ci and cj,
can be derived from the interutterance similarities, according
to one of the following heuristic measures:

�1� complete linkage:

S�ci,cj� = min
Xn�ci,Xk�cj

GLR�Xn,Xk� , �3�

�2� single linkage:

S�ci,cj� = max
Xn�ci,Xk�cj

GLR�Xn,Xk� , �4�

or
�3� average linkage:

S�ci,cj� =
1

#�i, j� �
Xn�ci,Xk�cj

GLR�Xn,Xk� , �5�

where #�i , j� denotes the number of utterance pairs involved
in the summation. Alternatively, the similarities between
clusters can be measured by concatenating all the utterances
within each cluster into a long utterance, and then computing
the GLR between the concatenated utterances. The outcome
of the agglomeration procedure is a cluster tree. The final
partition of the utterances is then determined by pruning the
tree that only has the desired number of leaves left.

III. MAXIMUM LIKELIHOOD CLUSTERING „MLC…

Although the above hierarchical clustering method is
popular for speaker clustering, it is far from optimal in a
number of respects. First, the similarities between utterances
are measured in a pairwise manner, which only considers
information about one pair of utterances at a time, and ig-
nores the fact that out-of-pair information can benefit simi-
larity computation for every pair of utterances. Obviously, a
better solution would be to characterize the similarities be-
tween all the utterances to be clustered in a global fashion,
rather than in a piecemeal manner. Second, hierarchical clus-
tering only attempts to make the voice characteristics within
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a newly generated cluster as homogeneous as possible. How-
ever, it cannot guarantee that the homogeneity for all the
clusters can be summed to reach a maximum, since its deci-
sion does not consider the interaction between the new clus-
ter to be generated and existing clusters. Consequently, some
misclustering errors, arising from grouping different-speaker
utterances together, can propagate down the whole process
and hence limit the clustering performance. To overcome
these shortcomings, we present a new clustering method
based on the integration of similarity computation and clus-
ter generation, which aims to maximize overall within-
cluster homogeneity.

A. Principle

Recall that in GLR-based similarity measurement, it is
assumed that the voice characteristics of a pair of utterances
can be well represented by using a single model instead of
two utterance-individual models, if both utterances are from
the same speaker. Likewise, if several utterances are from the
same speaker, they can be pooled to form a joint model with-
out distorting their individual voice characteristics. In other
words, if a model trained using a group of utterances is ca-
pable of characterizing the utterances consistently well, then
these utterances are very likely produced by the same
speaker. Therefore, we can formulate speaker clustering as a
problem of determining which utterances should be grouped
together such that the resultant models can best characterize
the grouped utterances.

The proposed method begins by specifying a certain
number of clusters to be generated. For any given number of
clusters, M, the task of speaker clustering is to assign N
utterances X1 ,X2 , . . . ,XN to M clusters c1 ,c2 , . . . ,cM. Let gn

denote the index of the cluster that an utterance, Xn, is as-
signed to, where gn is an integer between 1 and M. The goal
of optimal clustering is, therefore, to produce a set of cluster
indices, G*= �g1

* ,g2
* , . . . ,gN

* �, satisfying gn
*=gk

* for any utter-
ances Xn and Xk from the same speaker, and gn

*�gk
* for

utterances Xn and Xk from different speakers. Toward this
end, we first create a Gaussian mixture model ��m� for each
cluster cm ,1�m�M, by using all the feature vectors of the
utterances assigned to cm. Then, a certain level of agreement
that the utterances assigned to the same cluster come from
the same speaker is characterized by computing the likeli-
hood probability Pr�Xn ���m�� for every gn=m. Conceivably,
the larger the value of Pr�Xn ���m��, the more suitable cluster
cm will be for utterance Xn. Thus, by taking the likelihood
probabilities for all the utterances into account, G* can be
determined by

G* = argmax
G

�
m=1

M

�
n=1

N

log Pr�Xn���m����gn,m� , �6�

where ��·� is a Kronecker delta function. We refer to this
process as maximum likelihood clustering �MLC�. As Eq.
�6� is equivalent to

G* = argmax
G

�
m=1

M

�
n=1

N

�log Pr�Xn���m��

− log Pr�Xn��n����gn,m� , �7�

in which the term log Pr�Xn ��n� is a constant that is inde-
pendent of clustering, MLC can be viewed as the maximi-
zation of the overall within-cluster GLRs, given a certain
number of clusters.

B. Optimization via the genetic algorithm

Although the solution to Eq. �6� exists, no close form
can be derived from this equation directly. Moreover, since
the cluster indices are not scalar objects, we cannot use a
gradient-based optimization in this scenario. It is also infea-
sible to perform an exhaustive search, which examines all
possible solutions to determine the best one, because there
are MN possible combinations of cluster indices, and this task
is an NP-complete problem. Recognizing these difficulties,
we propose applying the genetic algorithm �GA�32 to find G*

by virtue of its global scope and parallel searching power.
The basic operation of the GA is to explore a given

search space in parallel by means of iterative modification of
a population of chromosomes. Each chromosome, encoded
as a string of alphabets or real numbers called genes, repre-
sents a potential solution to a given problem. In our task, a
chromosome is exactly a legitimate G, and a gene corre-
sponds to a cluster index associated with an utterance. How-
ever, since the index of one cluster can be interchanged with
that of another cluster, multiple chromosomes may reflect an
identical clustering result. For example, the chromosomes
�1,1 ,1 ,2 ,2 ,3 ,3�, �1,1 ,1 ,3 ,3 ,2 ,2�, �2,2 ,2 ,1 ,1 ,3 ,3�,
�2,2 ,2 ,3 ,3 ,1 ,1�, �3,3 ,3 ,2 ,2 ,1 ,1�, and �3,3 ,3 ,1 ,1 ,2 ,2�
represent the same clustering result of grouping seven utter-
ances into three clusters. Such a nonunique representation of
the solution would significantly increase the GA search space
and could lead to an inferior clustering result. To avoid this
problem, we limit the inventory of chromosomes to conform
to a baseform representation defined as follows.

Let I�cm� be the lowest index of the utterance in the mth
cluster, cm= �Xi �gi=m ,1� i�N�. A chromosome is a base-
form iff

"cm and cl, if m � l, then I�cm� � I�cl� . �8�

As the above example shows, chromosome �1,1 ,1 ,2 ,2 ,3 ,3�
is a baseform, since the lowest indices of the utterances in
the first, second, and third clusters are 1, 4, and 6, respec-
tively, which satisfies Eq. �8�. In contrast, chromosome
�1,1 ,1 ,3 ,3 ,2 ,2� is not a baseform, since the lowest indices
of the utterances in the first, second, and third clusters are 1,
6, and 4, respectively, which does not satisfy Eq. �8�. Like-
wise, the other chromosomes, �2,2 ,2 ,1 ,1 ,3 ,3�,
�2,2 ,2 ,3 ,3 ,1 ,1�, �3,3 ,3 ,2 ,2 ,1 ,1�, and �3,3 ,3 ,1 ,1 ,2 ,2�
are not baseforms. Even so, it is conceivable that all the
nonbaseform chromosomes could be converted into a unique
baseform representation by interchanging the clusters’ indi-
ces. For example, interchanging index “2” with “1” in chro-
mosome �2,2 ,2 ,1 ,1 ,3 ,3� gives the baseform
�1,1 ,1 ,2 ,2 ,3 ,3�.
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Figure 1 shows a block diagram of GA-based optimiza-
tion. It starts with a random generation of chromosomes ac-
cording to a certain population size Z, say 200. The fitness of
all chromosomes is then evaluated and ranked on the basis of
the overall model likelihood, i.e.,

L�G� = �
m=1

M

�
n=1

N

log Pr�Xn���m����gn,m� . �9�

As a result of this evaluation, a particular group of chromo-
somes is selected from the population to generate offspring
by subsequent recombination. The selection reflects the fact
that chromosomes with superior fitness have a higher prob-
ability of being included in the next generation than those
that are inferior. To prevent premature convergence of the
population, this study employs the linear ranking selection
scheme,34 which sorts chromosomes in increasing order of
fitness, and then assigns the expected number of offspring
according to their relative ranking. Note that after this opera-
tion, chromosomes with large fitness values will produce
several copies, while chromosomes with tiny fitness values
may be eliminated; hence, the total chromosome population
size does not change.

Next, crossover among the selected chromosomes pro-
ceeds by exchanging the substrings of two chromosomes be-
tween two randomly selected crossover points. For example,
the crossover made for chromosomes �1,1 ,1 ,2 ,2 ,3 ,3� and
�1,2 ,3 ,1 ,2 ,3 ,2� generates �1,1 ,3 ,1 ,2 ,3 ,3� and
�1,2 ,1 ,2 ,2 ,3 ,2�, if the selected crossover points are 2 and
6, as the underlines indicate. However, as this example
shows, the resulting chromosomes, such as
�1,1 ,3 ,1 ,2 ,3 ,3�, may not conform to Eq. �8�. Therefore,
the procedure for interchanging the clusters’ indices has to be
performed again to ensure all the offspring are baseforms. In
this example, the chromosome �1,1 ,3 ,1 ,2 ,3 ,3� is con-
verted to �1,1 ,2 ,1 ,3 ,2 ,2� by swapping index “2” with “3.”
In addition, a crossover probability is assigned to control the
ratio of the number of offspring produced in each generation
to the chromosome population size.

After crossover, a mutation operator is used to introduce
random variations into the genetic structure of the chromo-
somes. This is done by generating a legitimate random num-
ber and then replacing one gene of an existing chromosome
with this random number according to a mutation probabil-
ity. The resulting chromosomes are converted to the base-
form representations again, if necessary. Then, the procedure
of fitness evaluation, selection, crossover, and mutation is
repeated continuously, following the principle of survival of
the fittest, to produce better approximations of the optimal
solution. Accordingly, it is hoped that the overall model like-
lihood will increase from generation to generation. When the
maximum number of generations �iterations� Q, say 4000, is
reached, the best chromosome in the final population is taken
as the solution G*.

C. MAP estimation of the cluster model

As the above optimization procedure requires the cre-
ation of M �Z GMMs during each GA iteration, the compu-
tational complexity can be too high to implement properly if
the parameters of the GMMs are estimated via the
expectation-maximization �EM� algorithm.35 To overcome
this problem, we propose applying model adaptation tech-
niques to generate cluster GMMs, instead of training them
from scratch. The basic strategy, stemming from the GMM-
UBM method for speaker recognition,3 is to create a cluster-
independent GMM using all the utterances to be clustered,
followed by an adaptation of the cluster-independent GMM
for each of the clusters using maximum a posteriori �MAP�
estimation.

Let �= �� j ,� j ,� j ,1� j�J� denote the parameter set of
a cluster-independent GMM having J mixture Gaussian com-
ponents, where � j is the mixture weight, � j is the mean
vector, and � j is the covariance matrix. These parameters are
estimated via the EM algorithm. For each utterance Xn, with
Tn feature vectors �xn,1 ,xn,2 , . . . ,xn,Tn

�, we compute the a
posteriori probability of each feature vector xn,t in the jth
mixture of GMM � as follows:

Pr�j�xn,t� =
� jN�xn;t;� j,� j�

�l=1

J
�lN�xn,t;�l,�l�

, �10�

where N�·� is a Gaussian density function. Then, the follow-
ing parameters are computed and stored in a look-up table:

�n,j = �
t=1

Tn

Pr�j�xn,t� , �11�

En,j�x� = �
t=1

Tn

Pr�j�xn,t�xn,t, �12�

En,j�xx�� = �
t=1

Tn

Pr�j�xn,t�xn,txn,t� , �13�

where prime ��� denotes a vector transpose. Whenever a set
of cluster indices, g1 ,g2 , . . . ,gN, is assigned to N utterances,
the cluster GMMs, ��m�= �� j

�m� ,� j
�m� ,� j

�m� ,1� j�J�, 1�m
�M, can be updated by

FIG. 1. Flow diagram of the genetic algorithm.
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�m�, �16�

where � is a scale factor that ensures all the mixture weights
sum to unity; 
 is a relevance factor that controls how much
new data should be observed in a mixture; and 	 j

�m�, � j
�m�,

Ej
�m��x�, and Ej

�m��xx�� are computed using

	 j
�m� = �

n=1

N

�n,j��gn,m� , �17�

� j
�m� =

	 j
�m�

�n=1

n
Tn��gn,m�

, �18�

Ej
�m��x� =

1

	 j
�m� �

n=1

N

En,j�x���gn,m� , �19�

Ej
�m��xx�� =

1

	 j
�m� �

n=1

N

En,j�xx����gn,m� , �20�

respectively. Note that although the adaptation can be carried
out iteratively, empirical evidence shows that the perfor-
mance of a single-iteration adaptation is often comparable to
that of a multiple-iteration adaptation. Therefore, without re-
lying on the iterative estimation as required by the EM algo-
rithm, MAP-adapted cluster models can be created rapidly
whenever a set of cluster indices is reassigned to the utter-
ances.

IV. MINIMUM DIVERGENCE CLUSTERING „MDC…

In addition to training cluster GMMs, another issue con-
cerning the realization of Eq. �6� is the considerable com-
plexity of likelihood computation. Specifically, the standard
procedure for computing likelihood Pr�Xn ���m�� is

Pr�Xn���m�� = �
t=1

Tn

�
j=1

J

� j
�m�N�xn,t;� j

�m�,� j
�m�� , �21�

which requires Tn�J computations of Gaussian density
N�·�. Thus, each GA iteration involves Z�J� ��n=1

N Tn�
computations of Gaussian density. When the number of ut-
terances to be clustered is large, the whole clustering process
can be extremely time consuming. To overcome this prob-
lem, we further propose a clustering method based on an
approximation of the likelihood by a computationally more
tractable metric, called divergence.36

Recall that the likelihood Pr�Xn ���m�� represents how
well the cluster GMM ��m� fits the distribution of the feature
vectors of Xn. If we characterize the distribution of the fea-

ture vectors of Xn by utterance GMM �n, the computation of
Pr�Xn ���m�� should be roughly equivalent to a certain simi-
larity measurement between GMMs ��m� and �n. Let
��n,i ,�n,i ,�n,i ,1� i�J� be the parameters of �n estimated
via MAP adaptation from GMM �. The similarity between
GMMs ��m� and �n can be measured by37

S���m�,�n� = �
j=1

J

�
i=1

J

� j
�m��n,i exp �− D�� j

�m�,� j
�m�;�n,i,�n,i�� ,

�22�

and

D�� j
�m�,� j

�m�;�n,i,�n,i� =
1

2
�� j

�m� − �n,i���� j
�m�−1

+ �n,i
−1�

��� j
�m� − �n,i�

+
1

2
Tr��� j

�m�1/2
�n,i

−1/2�

��� j
�m�1/2

�n,i
−1/2���

+
1

2
Tr��� j

�m�−1/2
�n,i

1/2�

��� j
�m�−1/2

�n,i
1/2��� − R , �23�

where D�� j
�m� ,� j

�m� ;�n,i ,�n,i� is the divergence between
Gaussian distributions N�� j

�m� ,� j
�m�� and N��n,i ,�n,i�; Tr�·�

denotes the trace of a matrix; and R is the dimension of
the feature vectors. Note that the divergence can also be
replaced by other measurements between two Gaussian
densities, such as arithmetic harmonic sphericity and
arithmetic geometric sphericity, which are discussed in
Refs. 38 and 39.

For greater computational efficiency, we keep the mix-
ture weights unchanged during MAP adaptation, i.e., � j

�m�

=�n,j =� j ,1� j�J. Since the mixture components of ��m�

and �n are aligned, Eq. �22� can be simplified as

S���m�,�n� = �
j=1

J

� j exp �− D�� j
�m�� j

�m�;�n,j,�n,j�� . �24�

Note that 0�S���m� ,�n��1, in which the upper bound re-
flects that ��m� and �n are identical. A large value of S�·�
signifies a high degree of homogeneity between the utter-
ances within a cluster. Thus, speaker clustering can be con-
verted into a problem of finding a set of cluster indices G*

= �g1
* ,g2

* , . . . ,gN
* � that satisfies

G* = argmax
G

�
m=1

M

�
n=1

N

log S���m�,�n���gn,m� . �25�

We refer to this clustering method as minimum divergence
clustering �MDC�. Since Eq. �24� is not dependent on the
length of utterance, the computational complexity can be
dramatically reduced, compared to that of MLC. If the cova-
riance matrices are set to be diagonal, the computational
complexity is approximately reduced by the factor
��n=1

N Tn� /N, i.e., the average length of utterance.
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V. ESTIMATION OF THE NUMBER OF SPEAKERS

The proposed speaker-clustering methods described
above are based on specifying a certain number of clusters to
be generated in advance. In general, the greater the number
of clusters specified, the higher the level of homogeneity
within a cluster. However, if too many clusters are generated,
a single speaker’s utterances would spread over multiple
clusters; hence, the speaker clustering would not be com-
plete. Clearly, the optimal number of clusters is equal to the
speaker population size, which is unknown and must be es-
timated.

Consider a collection of N speech utterances to be par-
titioned into M clusters. The optimal value of M must be an
integer between 1 and N. Thus, if we produce a set of pos-
sible partitionings, in which the number of clusters ranges
from 1 to N, the task of determining the optimal value of M
would amount to selecting one of the N partitionings that
achieves the level of within-cluster homogeneity as high as
possible with the number of clusters as small as possible. To
realize such a selection, we adapt the Bayesian information
criterion �BIC�40 to score each of the possible partitionings,
thereby identifying the best one.

The BIC is a model selection criterion that assigns a
value to a parametric model based on how well the model fits
a data set, and how simple the model is:

BIC��� = log Pr�O��� −
1

2
� # ��� log �O� , �26�

where � is a penalty factor generally equal to one, #���
denotes the number of free parameters in model �, and �O� is
the size of the data set O. The larger the value of BIC ���,
the better model � will perform.

By treating each of the possible partitionings as a model
for characterizing speaker information in the utterances, we
can evaluate a partitioning with M clusters via the following
BIC-motivated score:

B�M� = �
m=1

M

�
n=1

N

log S���m�*
,�n���gn

*,m� −
1

2
�M log N ,

�27�

where gn
* denotes the index of the cluster in which utterance

Xn is located according to the GA optimization for Eq. �25�,
and ��m�*

is the resulting GMM of cluster cm after optimiza-
tion. In Eq. �27�, we use the divergence-based similarity
measurement, �m=1

M �n=1
N log S���m�*

,�n���gn
* ,m�, to repre-

sent how well the model fits the data. This approximates
the log probability log Pr�O ���. Here, the data is actually
a set of N utterance GMMs, which is further “modeled” by
M cluster GMMs, if M clusters are generated. Hence, the
size of data can be considered as the number of utterance
GMMs, i.e., �O � =N, which does not depend on the utter-
ance duration. Moreover, since the configuration of the
data �utterance GMMs� are the same as that of the model
�cluster GMMs�, the number of free parameters in model
� can be considered independent of the number of Gauss-
ian densities used and the dimensionality of feature vec-
tors. This indicates that #����M.

The value of B�M� should increase with the increase in
the value of M initially, but it will decline significantly after
an excess of clusters is created. Thus, a reasonable number of
clusters can be determined by choosing the partitioning that
produces the largest value of B�M�, i.e.,

M* = arg max
1�M�N

B�M� . �28�

Note that in the original definition of BIC���, the term
log Pr�O ��� can also be represented by L�G*� obtained with
MLC. However, due to the high computational complexity,
we find that MLC is unsuitable for the scenario that the true
speaker population size is unknown and needs to be esti-
mated. On the other hand, in a pioneering work19 on the use
of BIC for speaker clustering, the generation of clusters is
performed via the aforementioned GLR-based similarity
computation, followed by hierarchical clustering. Each of the
resulting clusters is then represented by a uni-Gaussian den-
sity estimated by using the feature vectors of the within-
cluster utterances; hence, the model, �, is a set of Gaussian
densities. Since we have characterized every cluster by a
GMM, our work differs from Ref. 19 in that the proposed
model � is optimized during the generation of clusters and
directly reflects the overall homogeneity of within-cluster ut-
terances.

VI. SYSTEM CONFIGURATION AND ANALYSIS OF
THE COMPUTATIONAL COMPLEXITY

Figure 2 summarizes the implementation of our speaker-
clustering system. In the absence of knowing the true
speaker population size, the system in turn hypothesizes that
N utterances to be clustered can be from one speaker, two
speakers, . . ., or N speakers. For each of the possible speaker
population sizes, MDC is run with the number of clusters
specified as the hypothesized speaker population size. This
yields N partitionings optimized by GA, along with N BIC-
motivated scores. The system then outputs the partitioning
associated with the largest BIC-motivated score.

In view of the usability, it is worth comparing the com-
putational complexity of the proposed clustering system with
that of a GLR-based hierarchical clustering system. We ob-
serve that there are two factors which dominate the overall
computational time for both systems. The first factor arises
from the Gaussian mixture modeling of feature vectors, e.g.,
the generation of �nk in Eq. �1�, or the generation of cluster
model ��m� in Eq. �25�. The second factor arises from the
computation of Gaussian functions based on the models, e.g.,
Pr�Xn ��nk�, or S���m� ,�n�. However, if the models are gen-
erated using the MAP adaptation, the first factor can be ig-
nored, compared to the second factor. Hence, the system
complexity depends mainly on how many Gaussian func-
tions need to be performed.

Consider an agglomerative hierarchical clustering sys-
tem, in which the intercluster similarities are measured on an
utterance-concatenation basis. If the system has generated
M +1 clusters c1 ,c2 , . . . ,cM+1, and is going to determine
which pair of clusters can be merged, it requires us to com-
pute M likelihood probabilities for every “long utterance”
formed by concatenating all the utterances within a cluster.
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The likelihood probability is concerned with the term
Pr�Xn ��nk� in Eq. �1�, where Xn represents the long utterance
for cn, and �nk represents the GMM trained using two long
utterances Xn and Xk. For example, to determine which two
among the three long utterances X1 ,X2, and X3 can be
merged, the system requires us to compute two likelihood
probabilities Pr�X1 ��12� and Pr�X1 ��13� for X1, two likeli-
hood probabilities Pr�X2 ��12� and Pr�X2 ��23� for X2, and
two likelihood probabilities Pr�X3 ��13� and Pr�X3 ��23� for
X3. Note that though Eq. �1� contains another likelihood
probability Pr�Xn ��n�, such a term has been computed al-
ready in the last merging stage, i.e., merging M +2 clusters
into M +1 clusters. Therefore, to derive M clusters from M
+1 clusters, the system needs to perform M �J�T Gaussian
functions, where J is the number of Gaussian mixtures as
denoted earlier, and T is the total number of feature vectors
in the utterance collection. To complete a cluster tree with
the numbers of clusters ranging from 1 to N, the system
requires us to perform �m=1

�N−1�M �J�T= 1
2N�N−1�JT Gauss-

ian functions. Accordingly, the computational complexity of
the GLR-based hierarchical clustering system can be charac-
terized by O� 1

2N�N−1�JT�
O� 1
2N2JT�.

With regard to the proposed speaker-clustering system,
whenever a chromosome is generated for assigning each ut-
terance a cluster index, the system needs to compute N
divergency-based similarities S�·�. Since S�·� involves J
Gaussian functions, optimizing M clusters via GA requires to
perform N�J�Z�Q Gaussian functions, where Z and Q
are, as denoted earlier, the number of chromosomes and the
maximum number of generations, respectively. Thus, to de-
termine the optimal number of clusters, a scan from M =1 to
M =N involves computational complexity around O�N2JZQ�.

We can see that the proposed system requires 2ZQ /T times
the computational complexity of the GLR-based hierarchical
clustering system. However, if the value of ZQ is set to T /2,
the two systems have similar computational complexities.

VII. EXPERIMENTS

A. Speech data

Our speech data were extracted from two corpora re-
leased by the Linguistic Data Consortium41: the 1998 HUB-4
Broadcast News Evaluation English Test Material �Hub4-
98�, which consists of broadcast news speech recorded at a
16 kHz sampling rate, and the 2001 NIST Speaker Recogni-
tion Evaluation Corpus �SRE-01�, which consists of cellular
telephone speech recorded at an 8 kHz sampling rate. The
data were divided into three subsets. The first contained 399
speaker-homogeneous utterances obtained by segmenting the
episode “h4e-98-l” of Hub4-98, according to the annotation
file. This subset involved 79 speakers, in which the number
of utterances spoken by each speaker ranged from 1 to 48.
The second subset contained 428 speaker-homogeneous ut-
terances obtained by also segmenting the episode “h4e-98-2”
of Hub4-98, according to the annotation file. There were 89
speakers in this subset, and the number of utterances spoken
by each speaker ranged from 1 to 27. The third subset, which
stems from the test set of SRE-01, contained 197 speaker-
homogeneous utterances spoken by 15 randomly selected
male speakers. The number of utterances spoken by each
speaker ranged from 5 to 39.

The speaker-clustering methods used in this study were
optimized using the utterances in the first subset, and the
methods’ performances were then evaluated using the utter-

FIG. 2. Block diagram of the proposed speaker-
clustering system.
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ances in the second and third subsets. Feature vectors, each
consisting of 20 MFCCs, were extracted from these utter-
ances for every 20-ms Hamming-windowed frame with
10-ms frame shifts. Prior to MFCC computation, voice ac-
tive detection42 was applied to remove salient nonspeech re-
gions that may be included in an utterance. The total nonsi-
lence numbers of feature vectors for “h4e-98-1,” “h4e-98-2,”
and “SRE-01” were 551 019 frames, 545 700 frames, and
418 625 frames, respectively.

B. Performance evaluation metrics

The performance of speaker clustering was evaluated on
the basis of two metrics: cluster purity,7,43,44 and the Rand
index.7,45,46 Cluster purity is the probability that if we pick
any utterance from a cluster twice at random, with replace-
ment, both of the selected utterances are from the same
speaker. Specifically, the purity of cluster cm is computed by

�m = �
p=1

P
nmp

2

nm*
2 . �29�

where nm* is the total number of utterances in cluster cm, nmp

is the number of utterances in cluster cm produced by the pth
speaker, and P is the total number of speakers. From Eq.
�29�, it follows that nm*

−1
��m�1, in which the upper bound

and lower bound reflect that all the within-cluster utterances
were produced by the same speaker and completely different
speakers, respectively. To evaluate the overall performance
of M-clustering, we compute an average purity

�̄ =
1

N
�
m=1

M

nm*�m. �30�

The Rand index used in this study follows Ref. 7, which
indicates the level of disagreement in a partitioning. How-
ever, for ease of performance comparison, we represent the
disagreement as a probability instead of the number of utter-
ance pairs originally used in Ref. 7. Specifically, the Rand
index is defined by the probability that two randomly se-
lected utterances from the same speaker are placed in differ-
ent clusters, or that two randomly selected utterances placed
in the same cluster are from different speakers:

R =
�m=1

M
nm*

2 + �p=1

P
n*p

2 − 2�m=1

M �p=1

P
nmp

2

�m=1

M
nm*

2 + �p=1

P
n*p

2
, �31�

where n*p is the number of utterances from the pth speaker.
The lower the value of R, the better the clustering perfor-
mance. Perfect clustering should produce a Rand index of
zero.

Note that the cluster purity and Rand index defined
above are calculated without taking the length of utterance
into account. However, in many applications, assigning a
long utterance into a wrong cluster can be more detrimental
than assigning a short utterance into a wrong cluster. To re-
flect this matter, we further compute the two metrics on the
basis of frame correctness. Specifically, a frame-based clus-
ter purity is defined by the probability that if we pick any
frame from a cluster twice at random, with replacement, both

of the selected frames are from the same speaker. Thus, when
computing a frame-based purity by Eq. �29�, nm* represents
the total number of frames in cluster cm, and nmp represents
the number of frames in cluster cm produced by the pth
speaker. Likewise, a frame-based Rand index is defined by
the probability that two randomly selected frames from the
same speaker are placed in different clusters, or that two
random selected frames placed in the same cluster are from
different speakers. In general, when evaluating a certain clus-
tering result, the value of frame-based purity is larger than
that of utterance-based purity, while the value of the frame-
based Rand index is smaller than that of the utterance-based
Rand index.

C. Experimental results

Our first experiment was conducted to assess the
speaker-clustering performance by assuming that the total
number of speakers is known; hence, the required number of
clusters can be specified as a priori. Figures 3 and 4 show
the performance of agglomerative hierarchical clustering for
subsets “h4e-98-2” and “SRE-01,” respectively, in which the
numbers of clusters were specified as 89 and 15. We exam-
ined different intercluster similarity measures along with
GLRs computed with different numbers of component den-
sities in Gaussian mixture modeling. The “concatenation” in
Figs. 3 and 4 stands for the intercluster similarity measured
by concatenating all the utterances within each cluster into a
long utterance, and then computing the GLR between the
concatenated utterances. Except for the single-Gaussian
models �number of Gaussian mixtures=1�, which were full-
covariance structures and trained via maximum likelihood
estimation, all the GMMs �number of Gaussian mixtures
�2� used in this study comprised diagonal covariance matri-
ces trained via MAP-adaptation from an utterance-
independent GMM. We observe from Figs. 3 and 4 that, of
the three linkages, complete linkage performs the best, which
almost always yields larger values of purity and smaller val-
ues of the Rand index than those of the others; single linkage
performs the worst, and average linkage is between the two
extremes. It can also be seen from the figures that concatena-
tion surpasses complete linkage in terms of the largest value
of purity and smallest value of the Rand index that can be
produced. However, there were no consistent results that
could indicate the optimal number of Gaussian mixtures used
in GLR computation.

Figures 5 and 6 show the speaker-clustering results ob-
tained by our proposed methods. Here, GLR-HC concatena-
tion represents concatenation shown in Figs. 3 and 4. In GA
optimization, the parameter values used for the maximum
number of generations Q, the chromosome population size Z,
the crossover probability, and the mutation probability were
determined to be 4,000, 200, 0.32, and 0.2, respectively, ac-
cording to the test on subset h4e-98-1. We can see from Figs.
5 and 6 that both MLC and MDC yield larger values of
purity and smaller values of the Rand index than most
GLR-HC concatenation cases can attain. Table I summarizes
the individual best speaker-clustering performance that
MLC, MDC, and GLR-HC concatenation achieved, in which
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the numbers in parentheses indicate the number of compo-
nent densities used in Gaussian mixture modeling. It is clear
from Table I that the proposed methods are superior to the
hierarchical clustering method.

In addition, we observe from Figs. 5 and 6 that the per-
formance of MLC is slightly better than that of MDC. How-
ever, as mentioned earlier, MLC is rather computationally
extensive, due to the need to compute Gaussian densities
frame by frame. Quantitatively, MLC required 2000 times
the computational time of MDC for this clustering task, and
took weeks to complete a trial on a 3-GHz Pentium PC. This
makes it difficult to use MLC to determine how many clus-
ters should be generated if the number of speakers is not
known in advance. Therefore, in the following experiments,
we concentrated on examining the validity of MDC-based
speaker clustering.

Figures 7 and 8 show the speaker-clustering perfor-
mance as a function of the number of clusters, in which the
numbers of Gaussian mixtures used in subsets h4e-98-2 and
SRE-01 were 1 and 32, respectively. We can see that the
average purity increases as the number of clusters increases.
It is also clear from the figures that MDC consistently yields
larger values of purity than those obtained with GLR-HC
concatenation, regardless of the number of clusters. On the
other hand, we observe that the Rand index decreases with
the increase in the number of clusters initially, but increases
gradually when too many clusters are generated. In general,

the smallest value of the Rand index occurs when the num-
ber of clusters is close to the speaker population size. It can
be seen from the figures that the smallest value of the Rand
index obtained with MDC is not only smaller than that ob-
tained with GLR-HC concatenation, but also located at the
number of clusters closer to the true size of speaker popula-
tion.

To investigate if the optimal number of clusters can be
determined automatically, we computed the BIC-motivated
scores with respect to different numbers of clusters using Eq.
�27�. Figure 9 shows the resulting scores obtained with the
penalty factor � set to be equal to, slightly greater than, and
slightly smaller than 1, respectively. The arrowed peak of
each curve in the figures indicates the optimal number of
clusters determined by the criterion of Eq. �28�. We can see
from the figure that most of the peaks appeared near the
actual number of speakers, and the scores declined signifi-
cantly after an excess of clusters was created. In general, the
larger the value of the penalty factor, the smaller the esti-
mated optimal number of clusters, and vice versa. The results
show that the number of speakers in subset SRE-01 was
estimated very well, whereas the number of speakers in sub-
set h4e-98-2 tends to be underestimated, if the penalty factor
is simply set to be 1. We speculate that this underestimation
is mainly because, among the total 89 speakers in subset
h4e-98-2, there were 30 speakers who spoke only one utter-
ance, and many of these speakers’ utterances were shorter

FIG. 3. �Color online� Performance of agglomerative
hierarchical clustering for subset “h4e-98-2,” in which
the number of clusters was specified as the true size of
speaker population, i.e., 89. Except for the single-
Gaussian models �no. of Gaussian mixtures=1�, which
were full-covariance structures and trained via maxi-
mum likelihood estimation, all the GMMs �no. of
Gaussian mixtures�2� comprised diagonal covariance
matrices trained via MAP adaptation. �a� Utterance-
based purity. �b� Frame-based purity. �c� Utterance-
based Rand index. �d� Frame-based Rand index.
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FIG. 4. �Color online� Performance of agglomerative
hierarchical clustering for subset “SRE-02” in which
the number of clusters was specified as the true size of
speaker population, i.e., 15. Except for the single-
Gaussian models �no. of Gaussian mixtures=1�, which
were full-covariance structures and trained via maxi-
mum likelihood estimation, all the GMMs �no. of
Gaussian mixtures�2� comprised diagonal covariance
matrices trained via MAP adaptation. �a� Utterance-
based purity. �b� Frame-based purity. �c� Utterance-
based Rand index. �d� Frame-based Rand index.

FIG. 5. �Color online� Performance of
the proposed maximum likelihood
clustering �MLC� and minimum diver-
gence clustering �MDC� for subset
“h4e-98-2,” in which “GLR-HC con-
catenation” represents “concatenation”
shown in Fig. 2. �a� Utterance-based
purity. �b� Frame-based purity. �c�
Utterance-based Rand index. �d�
Frame-based Rand index.
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than 5 s, which leads to the tendency that these speakers are
ignored. Despite this, we observe from the figure that such
an underestimation can be mitigated using the penalty factor
slightly smaller than 1. This result validates the proposed
method for estimating the speaker population size.

We conclude the experiments with a note that, compared
to GLR-HC concatenation, the proposed method improves
the speaker-clustering performance at the cost of slightly
higher computational requirement. Quantitatively, our sys-
tem took 2ZQ /T
3 times the computational time of
GLR-HC concatenation, in which Z=200, Q=4000, and the
total number of feature vectors T was roughly 500 000

frames for all the three subsets. However, as the values of Z
and Q are adjustable, the proposed system is more flexible
than GLR-HC concatenation in terms of computational com-
plexity.

VIII. CONCLUSIONS

This study has investigated methods for partitioning
speech utterances into clusters so that the level of homoge-
neity of within-cluster utterances can be as high as possible.
Such homogeneity has been characterized by either the like-
lihood probability that a cluster model tests for each of the
within-cluster utterances, or the divergence-based similarity
between a cluster model and each of the within-cluster utter-
ance models. For greater efficiency, both cluster models and
utterance models are adapted from a cluster-independent
model trained using all the utterances to be clustered. To
enable the best partitioning with the maximal amount of
within-cluster homogeneity to be found effectively, we have
proposed the use of a genetic algorithm to determine the
cluster in which each utterance should be placed. Our experi-
mental results show that the proposed method achieves a
notable improvement in speaker-clustering performance,
compared to the conventional method using GLR-based
similarity measurement followed by agglomerative hierarchi-
cal clustering. In addition, the proposed clustering method
adapts the Bayesian information criterion to determine how
many clusters should be generated. The experimental results
show that the automatically determined number of clusters
approximates the actual speaker population size.

To be of more practical use, our future work will extend
the current speaker-clustering methods to deal with speech

TABLE I. Summary of Figs. 5 and 6, in which the individual best speaker-
clustering performance that MLC, MDC, and “GLR-HC concatenation”
achieved is listed. The numbers in parentheses indicate the number of com-
ponent densities used in Gaussian mixture modeling.

Clustering method

Evaluation Metric MLC MDC GLR-HC concatenation

�a� Results of clustering subset “h4e-98-2”
Utterance-based purity 0.80 �1� 0.80 �1� 0.74 �1�
Frame-based purity 0.88 �1� 0.86 �1� 0.84 �1�
Utterance-based Rand index 0.30 �1� 0.31 �1� 0.37 �1�
Frame-based Rand index 0.19 �2� 0.21 �2� 0.19 �4�

�b� Results of clustering subset “SRE-02”

Utterance-based purity 0.76 �32� 0.75 �32� 0.67 �1�
Frame-based purity 0.81 �32� 0.79 �32� 0.73 �1�
Utterance-based Rand index 0.27 �32� 0.27 �32� 0.38 �32�
Frame-based Rand index 0.24 �32� 0.23 �32� 0.28 �32�

FIG. 6. �Color online� Performance of
the proposed maximum likelihood
clustering �MLC� and minimum diver-
gence clustering �MDC� for subset
“SRE-02,” in which “GLR-HC con-
catenation” represents “concatenation”
shown in Fig: 3. �a� Utterance-based
purity. �b� Frame-based purity. �c�
Utterance-based Rand index. �d�
Frame-based Rand index.
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data containing multiple speakers. This could be done by
either assigning each utterance to multiple related clusters,47

or presegmenting utterances into small speaker-
homogeneous regions and then clustering those regions. In
parallel, speaker segmentation may be improved with the aid
of speaker clustering.12 Specifically, speech segments as-

signed to each cluster can be used to train a speaker-related
model, thereby examining the speaker change boundaries of
an audio recording in a manner of frame-by-frame recogni-
tion. Speaker clustering can then be performed on the up-
dated speech segments, and the segmentation and clustering
procedures repeated iteratively to attain the goal of speaker

FIG. 7. �Color online� Performance of
clustering subset “h4e-98-2” as a func-
tion of the number of clusters, in
which the number of component den-
sities used in Gaussian mixture model-
ing was 1 �single-Gaussian model with
full covariance matrix�. �a� Utterance-
based purity. �b� Frame-based purity.
�c� Utterance-based Rand index. �d�
Frame-based Rand index.

FIG. 8. �Color online� Performance of
clustering subset “SRE-02” as a func-
tion of the number of clusters, in
which the number of component den-
sities used in Gaussian mixture model-
ing was 32. �a� Utterance-based purity.
�b� Frame-based purity. �c� Utterance-
based Rand index. �d� Frame-based
Rand index.
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diarization. On the other hand, recognizing the high compu-
tational complexity of the proposed speaker-clustering sys-
tem, more work is still needed to study the way to improve
the system efficiency.
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The acoustic microscopy technique provides some extraordinary advantages for determining
mechanical properties of living cells. It is relatively fast, of excellent spatial resolution, and of
minimal invasiveness. Sound velocity is a measure of the cell stiffness. Attenuation of cytoplasm is
a measure of supramolecular interactions. These parameters are of crucial interest for studying cell
motility and volume regulations and to establish the functional role of the various elements of the
cytoskeleton. Using a scanning acoustic microscope, longitudinal wave speed, attenuation and
thickness profile of a biological cell were measured earlier by Kundu et al. �Biophys. J. 78,
2270–2279 �2000��. In that study it was assumed that the cell properties did not change through the
cell thickness but could vary in the lateral direction. In that effort the acoustic-microscope-generated
signal was modeled as a plane wave striking the cell at normal incidence. Such assumptions ignored
the effect of cell inhomogenity and the surface skimming Rayleigh waves. In this paper a rigorous
lens model, based on the DPSM �distributed point source method�, is adopted. For the first time in
the literature the cell is modeled here as a multi-layered material and the effect of some external
drug stimuli on a living cell is studied. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2221556�

PACS number�s�: 43.80.Cs, 43.80.Ev, 43.80.Jz �CCC� Pages: 1646–1654

I. INTRODUCTION

The use of acoustic waves in microscopy technology
provides many benefits compared to its conventional optical
microscope counterpart. One such benefit is its ability to in-
spect a specimen in the dark, which is often needed for bio-
logical specimens. Another is its capability to see inside an
optically opaque specimen; this property made this technol-
ogy popular with electronic packaging industries for inspect-
ing the integrated circuit �IC� chips. Today, very high fre-
quency, 1 Giga Hertz �109 Hz� and sometimes even higher
frequency, ultrasound is being used for biological cell char-
acterization while electronic circuit chips are being inspected
with the ultrasound in the frequency range 25 to 400 MHz.

In acoustic microscopy experiments the elastic wave
speed and wave attenuation in the specimen are measured by
V�f� or V�z� techniques. V�f� and V�z� plots are the ultra-
sonic signal voltage �V� variation plots as a function of the
signal frequency �f� and defocus distance �z�, respectively. A
specimen’s density, Poisson’s ratio, and Young’s modulus are
directly related to its acoustic wave speed. In order to accu-
rately estimate the wave speed and attenuation in the speci-
men, the acoustic field in absence of the specimen must be
correctly modeled first. A semi-analytical method called the

distributed point source method �DPSM� is used in this paper
to model a 1-GHz acoustic microscope lens. Then the model-
predicted pressure field is used to calculate the thickness pro-
file and properties of biological cell specimens from experi-
mental data.

Rigorous transducer modeling at 1 GHz has rarely been
attempted earlier because it requires an immense amount of
computer time and memory when conventional numerical
techniques based on finite element or boundary element
methods are followed. In all previous analyses the high fre-
quency acoustic microscope lense has been modeled using
geometric theories like the ray theory,1 similar to optics.
Such simplifying assumptions in the microscope lens model-
ing may result in inaccurate predictions in the cell properties.

Other methods have also been used for the determina-
tion of mechanical properties of living cells. For a review of
older methods one is referred to Ref. 2. These methods in-
clude local aspiration of cytoplasm with a pipette,3 local pok-
ing of cytoplasm,4 magnetometry,5 and atomic force
microscopy.6,7 In all these methods the forces needed to
evoke a certain deformation are measured and thus allow the
determination of elastic and viscous properties from stress-
strain relations and the dependence of these relations on the
frequency of oscillating stress applications. Among the meth-
ods for the determination of mechanical properties of living
cells, acoustic microscopy provides some extraordinary ad-
vantages: It is relatively fast, of excellent spatial resolution,

a�Author to whom correspondence should be addressed. Electronic mail:
tkundu@email.arizona.edu
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and of minimal invasiveness. Relative changes of cytoplas-
mic forces may be resolved with a time resolution of about
5 s,8,9 exact determination of mechanical properties requires
a series of five to six images requiring an acquisition time
between 25 and 30 s at a resolution of 512�256 pixels. Spa-
tial resolution is in the range of 3 �m2. Viscoelastic proper-
ties, however, may not change over such very small areas.
The minimal invasiveness results from the very high fre-
quency ultrasound �GHz range� that does not cause any dam-
age or disturbance of the cells.10 The only effect that has to
be considered is the oscillating shear force caused by the
scanning movement of the acoustic lens that is coupled with
the specimen via the culture medium. The main parameters
obtained by an acoustic microscope are sound velocity and
sound attenuation as well as dimensions of the cell. Sound
velocity is related to the Young’s modulus and Poisson’s ra-
tio. Attenuation of cytoplasm is a measure of the supramo-
lecular interactions.

Previous approaches on the computation of tissue prop-
erties have been based on shear wave propagation11 or on
measurements of the reflected sound as a function of the
defocus position or V�z� curves.12 For the computation of
cell properties from acoustic-microscope-generated signals
an estimation of the cell thickness profile 13–18 is needed. The
cell profile is traditionally computed by counting the inter-
ference rings and estimating the value of the longitudinal
wave speed in the cell. Kundu et al.17,18 used this informa-
tion to get a rough estimate of the probable upper and lower
bounds of the cell thickness at different pixels or cell posi-
tions. A simplex inversion algorithm is then followed to pre-
dict the cell thickness and other cell parameters. They used
the V�z� curve or voltage �V� versus defocus distance �z�
curve, generated by an acoustic microscope operating at 1-
GHz frequency to compute the cell properties. A new trans-
ducer geometry was proposed by Chubachi and co-workers19

to be combined with a defocusing series in the range of about
one wavelength in water to obtain V�z� curves for each point
in a biological sample. Later Kundu et al.20 obtained cell
properties from the V�f� curves. The main advantages of the
V�f� curve technique in comparison to the V�z� curve tech-
nique is that it is less time consuming and more accurate
because monitoring the signal frequency “f” is easier than
changing the defocus distance z.

The V�f� technique has been developed by Kundu et
al.20 for the investigation of cellular behavior on stretchable
materials using acoustic microscopes.21 The method to inves-
tigate cells on silicon rubber was introduced by Harris.22,23 In
the present paper two improvements are introduced over
Kundu, et al.’s earlier work20—first, in this study the cell can
be modeled as an inhomogeneous material in both lateral and
vertical �through-thickness� directions while in the earlier
study only the inhomogenity in the lateral direction was con-
sidered. Second, in the current study the acoustic-
microscope-generated ultrasonic beam is modeled rigorously
using the DPSM semi-analytical modeling technique while
in the previous study it was modeled as a plane wave striking
the substrate at normal incidence. Assumption of normal in-
cidence ignores the contribution of any surface skimming
Rayleigh waves that might be generated at the substrate from

the critically incident beams. When the substrate is placed at
the focal plane then the incident beam has approximately a
plane wave front, and strong surface waves are not generated
at the substrate. However, if the substrate is defocused �i.e., z
in Figure 2 has a nonzero value�, then the incident beam
strikes the substrate at different angles varying from 0° �nor-
mal incidence� to a nonzero �; in our case � is equal to 50°,
the half angle of the lens. Therefore, the old technique might
be used only for the focused position of the substrate while
the current technique is applicable for any substrate position.
Thus, the analysis presented in this paper is more general and
rigorous.

II. ACOUSTIC MICROSCOPE LENS MODELING

The side view of the acoustic microscope lens is shown
in the photograph presented in Fig. 1�a� and the acoustic
image of the lens tip is shown in Fig. 1�b�. The dark circular
region �of diameter �50 �m� at the center of the acoustic
image of Fig. 1�b� corresponds to the concave lens.

Figure 2 shows the position of the biological cell on
substrate relative to the lens rod. A transducer is mounted on
the top of the lens rod. The point focused lens has a radius of
curvature r �=40 �m for our microscope�. Its center of cur-
vature is located at point C and the focal point at F. A cou-
pling fluid—typically a saline solution—is present between
the lens and the substrate. The cell is placed on the substrate,
which is slightly defocused. The defocus distance z is mea-
sured from the focal point to the top reflecting surface. The
cell generally has a shape like a fried egg with its nucleus in
the central region and the lamellar part near the periphery.

FIG. 1. �Color online� �a� Side view of the acoustic microscope lens. �b�
Magnified acoustic image of the 1-GHz lens tip.
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The cells are typically a few microns thick while the sub-
strate thickness is in the order of millimeters. Since the sub-
strate thickness is several orders of magnitude higher than
the cell thickness or the acoustic wave length �also in the
order of microns�, the substrate can be modeled as a semi-
infinite half-space. A very thin �10 nm� liquid layer is present
between the cell and the substrate as shown in Fig. 2. To
accurately measure the cell properties, first of all one needs
to correctly model the acoustic field in front of the lens
where the cell is placed.

The lens geometry with all its dimensions is shown in
Fig. 3. Note that the radius of the curvature of the lens is
40 �m, its half angle is 50°, and the diameter of the lens
opening is 56.57 �m. The ultrasonic field generated by this
lens will be modeled by the DPSM technique.

The DPSM is a semi-analytical technique that can be
used to calculate the ultrasonic fields produced by transduc-
ers of finite dimension placed in a homogeneous or nonho-
mogeneous media. The DPSM technique for ultrasonic field
modeling was first developed by Placko and Kundu.24 They
successfully used this technique to model ultrasonic fields in
a homogeneous fluid, and in a nonhomogeneous fluid with
one interface25,26 and multiple interfaces.27 Ultrasonic fields
near a fluid-solid interface have been modeled for the first
time by the DPSM technique by Banerjee and Kundu.28,29 In
DPSM modeling one layer of point sources is distributed

near the ultrasonic signal generators or transducers and two
layers are distributed near the fluid-solid interface as shown
in Fig. 4. On the flat end of the lens rod the ultrasonic trans-
ducer �signal generator� is mounted. A layer of point sources
denoted by AS is distributed on this flat surface. The ultra-
sonic signal that is generated by the transducer propagates
through the lens rod and strikes the concave surface of the
lens. Part of the signal energy is reflected back into the solid
lens material �medium 1� and part is transmitted into the
coupling fluid �medium 2� used between the lens and the
specimen. Two layers of point sources, AI and AI

*, are dis-
tributed along the interface. One layer �AI� models the trans-
mitted field in medium 2 and the other layer �AI

*� models the
reflected field in medium 1. Note that the point sources may
be distributed uniformly as shown in AS and AI layers or can
have nonuniform distribution as shown in the AI

* layer. The
individual source strengths are determined by satisfying the
continuity conditions across the interface.

To compute the pressure �or stress� and velocity �or dis-
placement� at a point in medium 2, the contributions of all
point sources distributed along AI will have to be superim-
posed while for computing the ultrasonic field in medium 1
we will have to superimpose the contributions of all point
sources denoted as AS and AI

*. Note that the solid circles of
Fig. 4 contribute to the ultrasonic fields in medium 2 and
open circles contribute to the ultrasonic fields in medium 1.
If we denote the pressure field by Pi and the velocity field by
Vi in the ith medium �i=1 or 2�, then we can write 30

P1 = Q1SAS + Q1I
* AI

*,

V1 = M1SAS + M1I
* AI

*,

�1�
P2 = Q2IAI,

V2 = M2IAI,

where Q and M are matrices that relate source strength vec-
tors, AI, AS, etc. to the pressure and velocity values at any
point of interest.

If two points are considered at the common boundary of
media 1 and 2, then these two points should have same pres-
sure �or stress� and displacement �or velocity� in the direc-
tion normal to the interface because of the displacement and
stress continuity conditions across the interface. Thus,

FIG. 2. �Color online� Schematic of the acoustic microscope inspecting a
biological cell on a substrate: C is the center of curvature of the lens; F is its
focal point. For details see text.

FIG. 3. Acoustic lens geometry.

FIG. 4. Point source distribution relative to the lens geometry for the DPSM
modeling of the acoustic lens.
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Q2IAI = Q1SAS + Q1I
* AI

*,

�2�
M2IAI = M1SAS + M1I

* AI
*

or

Q2IAI − Q1I
* AI

* = Q1SAS,

�3�
M2IAI − M1I

* AI
* = M1SAS.

Note that the right-hand side of Eq. �3� is known from the
strength of the transducer mounted on the flat side of the lens
rod. The interface source strengths are obtained from Eq. �3�
in the following manner,

�AI

AI
*� = �Q2I Q1I

*

M2I M1I
* �−1�Q1SAS

M1SAS
� . �4�

After obtaining the source strength vector AI the pres-
sure and velocity at any point of medium 2 can be calculated
from the last two equations of equation set �1�.

The pressure field computed in this manner along the
central axis �axis of symmetry� of the lens rod is shown in
Fig. 5. Note that it is plotted in the coupling fluid medium
�medium 2� in front of the lens along the dotted axis of
symmetry of Figs. 3 and 4. The value of Z is 0 on the lens
surface. It should be noted here that the definition of Z in
Fig. 5 is different from the defocus distance z in Fig. 2. The
peak value of the pressure appears at a distance close to
46 �m from the center of the lens. It should also be men-
tioned here that in many simple geometric models for point
focus transducers the acoustic pressure becomes infinity at
the focal point. Such unrealistic values are avoided here by
the DPSM modeling.

The pressure variation on the plane perpendicular to the
central axis and going through the focal point is shown in
Fig. 6. Note that although the detail pressure variations

shown in Figs. 5 and 6 have several peaks and dips, the
pressure field close to the focal plane and near the central
axis is not very complex and can be modeled by simple
curve fitting. The expression of this curve does not change as
long as the acoustic microscope lens is not changed. The
function that describes the ultrasonic field near the focal
point depends on the lens geometry as the pupil function
does.

For easier curve fitting a new x-Z coordinate system is
introduced with its origin at the focal point. In the new co-
ordinate system Z is measured from the focal point along the
central axis of the lens with its positive direction away from
the lens. Coordinate x is measured in the direction perpen-
dicular to the central axis of the lens. After several attempts
the following expression is found to best fit the DPSM gen-
erated results:

p�x,Z� = �1.7 � 10−4Z4 − 8.4 � 10−4Z3 − 0.031Z2 + 4.6

� 10−5Z + 0.99� � exp�− 0.296x2� + 0.01. �5�

Equation �5� is plotted in Fig. 7 for different values of x, and
when Z is measured from the focal plane. Continuous lines
are the plots of Eq. �5� for different values of x and the
circles are obtained from the DPSM computation for x=0.
Note that the matching between the DPSM results and the
highest continuous line �that corresponds to x=0� is excellent
in the region −6�m�Z�7 �m. Therefore, as long as the
sample is placed within this 13 �m range the pupil function
given in Eq. �5� is acceptable. Since cells are only a few
microns �1 to 4 �m� thick and the substrate surface is de-
focused between 0 and 2 �m, the entire cell lies in this
13 �m zone. It should also be noted here that Z in Fig. 7
is measured from the focal point while that in Fig. 5 is
measured from the center point of the concave lens. Thus,
there is a 46 �m shift in the Z-axis origin between these
two figures.

III. CELL MODELING

In Fig. 2 one can see that the lamellar part of the cell is
different from the nucleus part both in their their constituents
and geometry. The lamellar region can be modeled as a ho-

FIG. 5. Acoustic pressure variation along the central axis �axis of symme-
try� of the lens rod computed from DPSM. Z is plotted from 0 to 120 �m.
In this plot Z=0 corresponds to the point of intersection of the central axis
and the concave lens.

FIG. 6. �Color online� Acoustic pressure variation on the focal plane �per-
pendicular to the axiz of symmetry� obtained by DPSM.
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mogeneous material. The lamellar region on the substrate
with a thin liqud layer between the cell and the substrate �see
Fig. 2� should be modeled as a three-layered half-space—the
top layer is the lamellar part of the cell, the second layer is
the thin liquid layer between the cell and the substrate, and
the bottom-most material is the substrate. On the other hand,
the central part of the cell itself should be modeled as a
three-layered material—the middle layer is the nucleus and
the top and bottom layers are cytoplasm. Thus, for analyzing
the central region of the cell the reflecting specimen should
be modeled as a five-layered material—three layers coming
from the cell, the fourth layer is the thin liquid layer between
the cell and the subtrate, and the fifth medium is the substrate
half space.

Kundu 31 has computed the reflected field generated by a
focused ultrasonic beam striking a multi-layered specimen.
Part of this theory that is directly relevant to the current
problem geometry is briefly reviewed here.

The reflected field at a general point �x ,y� in the cou-
pling fluid �see Fig. 2� is given by

�R�x,y� = 	 1

2�

�

−�

�

R�k�	i�k,0�exp�− ikx − i
 fy�dk ,

�6�

where R�k� is the reflection coefficient of the layered speci-
men that is being inspected by the acoustic microscope, x is
the horizontal distance from the central axis, and y is the
vertical distance from the reflecting surface. 	i�k ,0�, is the
Fourier transform of the incident field 	i�x ,y� at y=0.
Figure 2 shows the origin and directions of coordinates x and
y. Note that y=0 corresponds to the reflecting surface at the
top of the specimen. Therefore, as the cell thickness varies so

does the position of the origin and the defocus length z. The
Fourier transform is taken in the wave number domain or k
domain to replace the variable x by the wave number k. The
reflected field can be transformed back into the xy space by
carrying out the inverse Fourier transform, as done in
Eq. �6�. Note that the exponential term in the integrand rep-
resents the propagating wave from the specimen surface at
y=0 to the point of interest �x ,y�.

The incident field on the specimen surface can be ex-
pressed in the following form,

	i�x,0� = exp�iksr�1 − cos �S�

+ ikf� r

�cos � f − � cos �S�
− �x2 + z2��p�x,Z� ,

�7�

where r is the radius of curvature of the acoustic microscope
lens; for our microscope it is 40 �m. The incident angle �S

and the transmission angle � f at the lens-fluid interface are
shown Fig. 2. ks is the longitudinal wave number �that is
defined as the angular frequency of the acoustic signal
divided by the longitudinal wave speed� of the lens mate-
rial, kf is the longitudinal wave number of the coupling
fluid. z is the defocus distance �see Fig. 2� and �� f /�s,
where � f and �s are longitudinal wave speeds in the cou-
pling fluid and the lens material, respectively. The func-
tion p�x ,Z� has been defined in Eq. �5�.

The incident field in k domain is given by

	i�k,0� = exp�iksr��
0

�

p�x,Z�exp
− iksr cos �S

+ ikf�rf1��S� − �x2 + z2� + ikx�dx , �8�

where

f1��S� =
1

cos � f − � cos �S
. �9�


 f of Eq. �6� is given by


 f = ��kf
2 − k2��1 +

ikf
2

2qf� f�kf
2 − k2�� , �10�

where k and kf are the same as those defined in Eqs. �6� and
�7�, respectively. qf is the quality factor of the coupling fluid.
Note that the quality factor is related �inversely proportional�
to the attenuation 32.

Reflection coefficient R�k� of Eq. �6� has the following
form,

R�k� =
i
 fJ12

12 − � f

2J13

12

i
 fJ12
12 + � f


2J13
12 , �11�

where 
 f is defined in Eq. �10�, and � f and 
 are coupling
fluid density and angular frequency of the acoustic signal,
respectively. Jkl

ij has the following form for the n-layered
specimen:

FIG. 7. �Color online� Pressure variations near the focal plane as a function
of z for differnt values of x. The focal plane is located at Z=0. Various
continuous lines are plots of Eq. �5� for different values of x. Outermost
continuous line is for x=0 that corresponds to the pressure variation along
the axis of symmetry of the lens and the open circles are the pressure
variations along the same axis obtained from the DPSM analysis. Note that
the matching between the DPSM results and the values obtained from Eq.
�5� is very good in the region −6�m�Z�7 �m.
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Jkl
ij = JikJjl − JilJjk,

�12�
J = En

−1An−1An−2 ¯ A2A1.

Am is the 4�4 layer matrix of the mth layer; En is also a 4
�4 matrix derived from the properties of the substrate ma-
terial. These layer matrices and transmission coefficients are
given in Ref. 30 and are omitted here.

	R�x ,y� of Eq. �6� gives the ultrasonic field in the cou-
pling fluid after it is reflected by the specimen. Thus, the
reflected ultrasonic field at the lens-coupling fluid interface
can be computed. Finally, the field reaching the receiver
mounted on the top of the lens rod can be obtained by mul-
tiplying the transmitted field with the propagation term in the
lens rod. Thus, the potential field reaching the receiver is
obtained as

	T = 	R
c Tfs�� f�exp
iksr�1 − cos �S�� . �13�

Superscript c of 	R indicates that only the critically reflected
part of 	R is considered in the final field computation at the
receiver location. To obtain the voltage produced by the

transducer, it is necessary to integrate 	T over the receiving
transducer. In this research it is computed by the Gauss-
Legendre integration formula.

IV. EXPERIMENTAL RESULTS

The technique described above is used to study living
HaCaT cells on plastic substrates over a time period of
60 min. HaCaT cells are studied to investigate the effect of
Cytochalasin D drug �1 �g/�L� on these cells. Experimental
results are presented for two different cells. The first cell,
whose image is shown in Fig. 8, is scanned at four different
times by the acoustic microscope. The first scan ��A� in
Fig. 8� is carried out at time T1=−15 min. The negative sign
indicates that the image is taken 15 min before the drug ap-
plication. Scan �B� is completed at T2=0, just before the
drug is applied. Then two more images �C and D� are gen-
erated 30 and 45 minutes after the drug �Cytochalasin D,
1 �g/�L� application. Table I shows properties of the cou-
pling fluid and the substrate medium used for the cell prop-
erty determination. Several interference fringes generated
due to the cell thickness variation can be seen in all four
images of Fig. 8. Variations of the cell thickness and its other
properties along the black scan line �see Fig. 8�A�� are com-
puted and presented in Fig. 9 by inverting the acoustic-
microscope-generated V�f� curves.

Before inverting the V�f� curves along a scan line using
a simplex algorithm 20,17,33 to obtain the cell properties, the
absolute upper and lower bounds of the P-wave speed, at-
tenuation, and density of the cell material are estimated.
From the earlier studies by the authors 20,16,17 and other in-
vestigators the range in which the cell property values must
lie can be obtained. These values are necessary for the inver-
sion process and are shown in Table II. In Table II bounds for
only three unknown quantities are given; bounds for the
fourth unknown, the cell thickness �h�, are obtained from the
phase values; bounds on the P-wave speeds are calculated
using the following formula:20

h =
n

512f�1/� f − 1/�c�
, �14�

where n is the gray scale value of the phase. f , � f, and �c are
signal frequency, P-wave speed in the coupling fluid, and
P-wave speed in the cell, respectively. Since the phase value
n varies from one pixel to the next, the bounds on h also vary

FIG. 8. Acoustic image of a HaCaT cell: four images correspond to four
different times T1 �=−15 min. , A�, T2 �=0 min. , B�, T3 �=30 min. , C�
and T4 �=45 min. , D�. T1 and T2 are before the drug application while T3
and T4 are 30 and 45 minutes after the drug application. Drug is applied
right after taking image B at time T2�0, T1=−15 indicates the image is
taken 15 minutes before the drug application and positive signs of T3 and
T4 indicate images taken after the drug application. The scan line along
which the cell profiles and its properties are calculated is shown in A.

TABLE I. Properties of the coupling fluid �saline solution�, the lens material �sapphire�, and the substrate
material �plastic�.

Material
P-wave speed

�km/s�
S-wave speed

�km/s�
Density
�gm/cc�

Attenuation
�normalized with respect

to that of water�

Coupling fluid
�saline solution�

1.5 0 1.0 1.0

Lens material
�sapphire�

11.1 6.25 4.0 0

Substrate
material
�plastic�

2.37 1.15 1.04 0.06
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from pixel to pixel, although the defined bounds of the other
three parameters do not change over the cell.

Absolute bounds are the bounds of the parameters that
must never be violated. A second set of bounds called prob-
able bounds are then defined. These bounds must lie within

the absolute bounds. Probable bounds are thus narrower than
the absolute bounds. True values most probably lie within
the probable bounds, but it is not guaranteed. These bounds
are naturally not as high or as low as the absolute bounds.
Simplex geometries or initial estimates of the cell parameters
are obtained from the probable bounds. Iterations are carried
out to minimize the least squares error between experimental
and theoretical V�f� values at every pixel point.

The computer program that is developed here can simul-
taneously determine four unknown parameters. The longitu-
dinal wave speed, attenuation, and cell thickness are ob-
tained from the program. In addition to these three main
unknowns the cell density is also treated as an additional
unknown parameter. A thin �0.01 �m� liquid layer between
the cell and the substrate is considered in the model as shown
in Fig. 2. Using the bounds of Table II, the cells shown in
Fig. 8 are analyzed at three different times T2 �=0 min�, T3
�=30 min�, and T4 �=45 min�.

From Fig. 9 one can see that after the drug application
the nuclear region significantly swelled. The P-wave speed is
also affected by the drug but its effect on the attenuation is
not that significant.

One can see in Fig. 2 that the cell is not a single-layered
material in the nucleus region. Now it will be investigated
how the predicted cell properties change when the cell is
modeled as a multi-layered material. In the multi-layered cell
analysis the central part of the cell is modeled as a three-
layered material. The central layer is the nucleus and is as-
sumed to occupy 80% of the total cell thickness. Top and
bottom layers occupy the remaining 20% of the total thick-
ness and have identical properties and thickness. P-wave
speeds and attenuations in the nucleus �middle layer� and in
the surrounding cytoplasm �top and bottom layers� are
treated as four unknown quantities. Cell thickness and den-
sity obtained from the single-layer analysis of the cell is
assumed to remain unchanged when the nucleus is modeled
as a three-layered material. Since it is difficult to consider
more than four unknowns at a time, the density and the in-
dividual layer thickness are treated as known quantities for
the multi-layered cell modeling.

The central region �pixels 225 to 300� of the second
HaCaT cell �cell image not shown� is modeled as a three-
layered material. The cell profile in this region is shown in
the top plot of Fig. 10. Predicted P-wave speed and attenua-
tion variations in the middle layer �nucleus� and in the top
and bottom layers �surrounding cytoplasm� are shown in the
middle and bottom plots of Fig. 10.

For comparison purposes the cell properties obtained
from the single-layer cell model are also plotted on the same
graph. Thus, three curves in each plot correspond to the

FIG. 9. Cell profile �top figure�, P-wave speed �middle figure�, and attenu-
ation �bottom figure� variations in the HaCaT cell of Fig. 8 before �T2�0
min� and after �T3�30 min and T4�45 min� the treatment with cytochala-
sin D. Note an increase in the P-wave speed and swelling of the cell in the
central region after the drug application.

TABLE II. Absolute bounds of the unknown parameters.

Unknown parameters Upper bound Lower bound

P-wave speed �km/s� 1.8 1.5
Attenuation �normalized
with respect to water�

5.8 1.0

Density ��m� 1.1 1.02
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nucleus property, cytoplasm property, and the single-layer
cell model predicted values. Note that all three curves show
similar variations. For the attenuation variation the curves
are very close to one another. However, for the P-wave speed
variation, the curves are comparatively more separated but
they show similar trend. Note that in the P-wave speed varia-
tion plot the predicted properties from the single-layer cell
model are closer to the nucleus properties. This is expected
since the nucleus occupies 80% of the cell thickness.

From Fig. 10 it can be concluded that the trend of the
P-wave speed and attenuation variations from single-layer
and three-layered cell models are similar; therefore, the ac-
curacy of the single-layer cell model is sufficient at the
present time.

V. CONCLUDING REMARKS

It is shown in this paper that the cell properties and the
cell thickness profiles can be obtained by an acoustic micro-
scope. The thickness profile, longitudinal wave speed, and
attenuation variations in a cell, predicted in this manner, are
sensitive enough to detect the effect of a drug �Cytochalasin
D, 1 �g/�L� on the HaCaT cell considered here. Based on
our investigation with the HaCaT cell it is concluded that the

applied drug results in a swelling of the nucleus region of the
cell, affects its P-wave speed, but the attenuation is not sig-
nificantly affected in the nucleus region by the drug.

The cell is modeled both as a single-layer material and a
three-layered material �in the nucleus region�. A comparison
of the predicted results from these two models shows similar
trends in the cell property variations from both models.
Therefore, if one is interested in obtaining the nucleus prop-
erties or the average cell properties, then the single-layer cell
model is good enough because the properties obtained from
the single layer model are very close to that of the nucleus.
However, if an accurate determination of the properties of
thin cytoplasm surrounding the nucleus is necessary, then an
analysis of the multi-layered model of the cell may be war-
ranted. In this paper, for the first time the DPSM is used to
model an acoustic-microscope-generated ultrasonic field in
front of the microscope lens. The model-predicted results
clearly show that the ultrasonic field is not focused at a point
but over a finite region. This realistic ultrasonic field is used
to compute the cell properties.
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In contrast to humans and songbirds, there is limited evidence of vocal learning in nonhuman
primates. While previous studies suggested that primate vocalizations exhibit developmental
changes, detailed analyses of the extent and time course of such changes across a species’ vocal
repertoire remain limited. In a highly vocal primate, the common marmoset �Callithrix jacchus�, we
studied developmental changes in the acoustic structure of species-specific communication sounds
produced in a social setting. We performed detailed acoustic analyses of the spectral and temporal
characteristics of marmoset vocalizations during development, comparing differences between
genders and twin pairs, as well as with vocalizations from adult marmosets residing in the same
colony. Our analyses revealed significant changes in spectral and temporal features as well as
variability of particular call types over time. Infant and juvenile vocalizations changed progressively
toward the vocalizations produced by adult marmosets. Call types observed early in development
that were unique to infants disappeared gradually with age, while vocal exchanges with conspecifics
emerged. Our observations clearly indicate that marmoset vocalizations undergo both qualitative
and quantitative postnatal changes, establishing the basis for further studies to delineate
contributions from maturation of the vocal apparatus and behavioral experience. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2225899�
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I. INTRODUCTION

It is commonly held that relatively little learning is in-
volved in primate vocal communication, particularly with re-
gard to vocal production �Seyfarth and Cheney, 1997�. Past
studies on the ontogeny of vocalizations in primates showed
few significant changes in the acoustic structure of vocaliza-
tions �Seyfarth and Cheney, 1986; Seyfarth and Cheney,
1997; Biben and Bernhards, 1995; Fischer, 2003; Inoue,
1988; Kalin and Shelton, 1998; Masataka, 1993; McCowan
et al., 2001; Merker and Cox, 1999; Newman, 1995; New-
man and Symmes, 1974; Owren et al., 1992, Owren et al.,
1993; Snowdon, 1997; Snowdon et al., 1997; Winter, 1969,
Winter et al., 1973�. One study showed morphological
changes in the acoustic parameters of developing squirrel
monkey vocalizations, but these changes were attributed
strictly to maturation �Hammerschmidt et al., 2001�. Many
of the studies investigating changes in acoustic morphology
during vocal development did not employ extensive quanti-
tative analysis methods due to the limitations of audio re-
cording quality in the field and analytical techniques. A care-
ful characterization of ontogenetic changes in the acoustic
structure of vocalizations is a necessary first step for future
experiments intended to delineate physical maturation from
potential vocal production learning in nonhuman primates

�Egnor and Hauser, 2004�. Collecting and quantitatively ana-
lyzing a large sample set of vocalizations from multiple ani-
mals of a single species through the early stages of physical
and social development is the best way to achieve this goal.

In the present study, we investigated the acoustic
changes that occurred in vocalizations during the ontogenetic
development of an arboreal New World Primate species na-
tive to the Atlantic coastal forests of Brazil, the common
marmoset �Callithrix jacchus�. Marmosets have a broad vo-
cal repertoire and live in small groups, where only the domi-
nant male and female breed but other group members par-
ticipate in raising infants �Stevenson and Poole, 1976�.
Observations in the field suggest that common marmosets
use vocalizations to maintain group cohesion, to announce
food, to warn of predators, to announce territory to other
groups, and to locate their own group members over dis-
tances �Epple, 1968; Moody and Menzel, 1976�. In captivity,
marmosets maintain an extensive repertoire of vocal commu-
nication sounds, some of which have been the subject of
behavioral studies �Norcross and Newman, 1993, 1997;
Schrader and Todt, 1993; Miller and Wang, 2006�. Most of
these studies investigated the Phee call because they are pro-
duced in a clear social context �isolation� and are easily elic-
ited. Behavioral observations show that typically upon hear-
ing a conspecific produce a Phee, marmosets will emit a
Phee in response; this type of behavior is known as antipho-
nal calling. In their study, Miller and Wang �2006� showed
that antiphonal calling in the common marmoset is dynamic;
changes to the sensory input �i.e., the presence of a conspe-
cific, identity and sex of the caller, and whether the occluded

a�Portion of this work presented in “Ontogenetic Changes in Vocal Produc-
tion and Usage in Common Marmoset Monkeys,” Society for Neuro-
science Abstract No. 541.1�2001�.
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individual participated in reciprocal antiphonal exchanges�
result in modulations of vocal output. Other types of marmo-
set vocalizations that are produced in more ambiguous social
contexts than Phee calls have not been systematically exam-
ined in any type of study.

The present study represents a comprehensive analysis
of vocal development in marmosets. Quantitatively docu-
menting developmental changes in the acoustics of marmoset
vocalizations is the first step in creating a model for testing
the influence of physical maturation, sensory experience, and
learning in vocal development of a nonhuman primate. In
this report, we examine the acoustic morphology of marmo-
set vocalizations produced during development. We accom-
plished this by taking advantage of the common marmoset’s
high vocal output rates in captivity to conduct vocal record-
ings in the social setting of a large breeding colony. Follow-
ing these recordings, we then used advanced signal acquisi-
tion and processing techniques to analyze a large set of
vocalization samples collected at multiple time points during
development from single infants and twin pairs of different
social groups within the colony. Utilizing sensitive acoustic
analysis tools, we quantified changes in the acoustics of vo-
calizations and showed the course of normal vocal develop-
ment in the common marmoset. Our results showed that mar-
moset vocalizations exhibit developmental changes in
acoustic morphology.

II. METHODS

A. Subjects

This study included data from nine common marmosets
�C. jacchus�, born into a captive colony of approximately 50
of the same species. Eight were part of twin pairs and one
was a single infant; subjects were followed from age
3 weeks to age 25 weeks, the period over which the most
noticeable vocal production changes take place. The colony,
which included family and social groups ranging in ages
from infancy to �12 years, was kept in spacious cages fur-
nished with natural hardwood branches, nesting boxes, ham-
mocks, and various other physical enrichment items.

B. Vocalization recording

We conducted all recordings without an experimenter in
the room and video documentation was occasionally made
for sessions with one twin pair. Infants were separated from
their family group for brief intervals of 20 min to 2 h, de-
pending on age: at 3–4 weeks of age, the time interval was
20 min; at 5–7 weeks, it was 40 min; at 8–12 weeks, it was
1 h; at 11+weeks, it was 2 h. They were placed in a custom-
made recording cage surrounded by 3 in. acoustic absorption
foam �Sonex, Illbruck�. Each infant was placed in the record-
ing cage individually, to ensure clean and classifiable vocal-
ization samples. Recordings were taken using two micro-
phones �AKG C1000S�, one facing the infant and the other
facing its family group. Microphone output signals were am-
plified �Symetrix SX202� and then recorded using a two-
channel professional digital audio tape �DAT� recorder �Pa-
nasonic SV-3700 or TASCAM DA-40� at a sampling rate of
48 kHz.

C. Data analysis

Experimenters screened all vocalizations recorded on
DAT tapes via both audio and visual display of real-time
spectrogram using a PC equipped with RTS software �Engi-
neering Design, CA�. Segments of acoustic data containing
vocalizations captured from DAT tapes were transferred onto
a PC hard drive and analyzed using custom software written
in MATLAB �MathWorks, MA� programming language. We
used three levels of analysis with this custom software to
process the vocalization data in increasing detail. Statistical
tests were then used to determine the significance of changes
in the vocalization acoustics of individual animals during
development, and contributions of gender and twin pairing in
these changes.

1. Digitizing and categorizing vocal signals

The first level of analysis utilized custom software to
automatically screen through the saved sound files and ex-
tract vocalizations from the animal of interest based on
specified parameters for signal and noise levels. Each ex-
tracted vocalization was manually examined to assure it is
complete and free of noise. Vocalizations which passed qual-
ity criteria were then classified by acoustic features into
adultlike major call types �Twitter, Trill, Phee, Trillphee� and
additional call types �Egg, Ock, Tsik, and Compound Calls�
�Epple, 1968; Agamaite, 1997�. The three most commonly
produced infant marmoset vocalizations that were unclassifi-
able as adultlike call types were noted in this study. We also
observed various vocalizations which did not match the cri-
teria as adultlike or the three major infant-specific calls.
These vocalizations were variable in their acoustic structures
and were not analyzed further.

2. Computing acoustic parameters

Acoustic features in each of the four major call types
were quantified based on those previously analyzed in the
adult marmoset in our laboratory �Agamaite, 1997�, with
modifications to detect novel features only observed in in-
fants. Parameters analyzed included spectral, temporal, and
amplitude characteristics �see Table I for a list of param-
eters�.

3. Statistical analysis of vocalization features

Statistical analysis of vocalization features was carried
out by call type, age, gender, and individuals. Trends of
group data were calculated by taking average parameter val-
ues across animals for each week. Two variations of this
calculation were made. For the individual mean �IM�, the
average was calculated by first taking the mean of each ani-
mal. Using the individual mean data, slopes of change over
time for each animal were computed for each parameter and
for each call type using the method of least squares. These
individual means were also averaged to obtain the group
mean, where each monkey factors equally. For the popula-
tion mean �PM�, the average was calculated from all calls
recorded from every animal. No weighing is given to offset
the number of calls produced by each animal.
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a. Distance measures: A useful comparison of vocal-
izations between infant and adult groups, as well as between
individual animals at a specific age, can be made using dis-
tance measurements in a multidimensional space, where each
dimension represents a particular vocalization feature. We
compute distances between comparison groups using multi-
dimensional Euclidean distance. In a two- or three-
dimensional space, the Euclidean distance is the geometric
distance between two points. Because the Euclidean distance
can be biased by differences in scale of each of the dimen-
sions used to compute it, it is good practice to transform the
dimensions so they have similar scales. Here we measured
the Euclidean distance between two groups of data using
parameter values normalized by the variance along each di-
mension, as follows:

D�x,y� =��
i=1

N � xi − yi

�i
	2

, �1�

where D is the N-dimensional Euclidean distance between
data group X and group Y; xi and yi are parameter values on
the ith dimension for each data group, respectively; �i is
the variance of the parameter values along the ith dimen-
sion.

b. Differences between gender, sibling pair, and age
groups: An analysis of nonindividual factors in data trends
is accomplished using statistical covariance tests. Animals
were either grouped by gender or sibling pairs and their vo-
calization trends �both by absolute parameter values and by
distance from adulthood� were compared with analysis of

TABLE I. Vocalization parameters. Parameter names are listed in the left column, with the corresponding parameter number for each of the four major call
types �Phee: 1–30, Trill: 1–36, Trillphee: 1–36, and Twitter: 1–28�, followed by a description of the parameter, in subsequent columns. Parameters with no
corresponding number for any of the vocalizations indicate that parameter does not apply to the vocalization type.

Parameter Phee Trill Trillphee Twitter Additional Description

Duration 1 1 1 1 Total duration of a call
TimeAmpHi 2 2 2 2 Time of the absolute high amplitude for the entire call
Front AmpMean 3 3 3 3 Relative mean amplitude, first phrase for the Twitter
Front FreqDom 4 4 4 4 Dominant frequency, first phrase for the Twitter
Front FreqQLo 5 5 5 5 Quarter-level low frequency, first phrase for the Twitter
Front FreqQHi 6 6 6 6 Quarter-level high frequency, first phrase for the Twitter
Front FreqMin 7 7 7 7 Absolute minimum frequency, first phrase for the Twitter
Front FreqMean 8 8 8 8 Absolute mean frequency, first phrase for the Twitter
Front FreqMax 9 9 9 9 Absolute maximum frequency, first phrase for the Twitter
Middle AmpMean 10 10 10 10 Relative mean amplitude, middle phrase for the Twitter
Middle FreqDom 11 11 11 11 Dominant frequency, middle phrase for the Twitter
Middle FreqQLo 12 12 12 12 Absolute minimum frequency, middle phrase for the Twitter
Middle FreqQHi 13 13 13 13 Quarter-level high frequency, middle phrase for the Twitter
Middle FreqMin 14 14 14 14 Absolute minimum frequency, middle phrase for the Twitter
Middle FreqMean 15 15 15 15 Absolute mean frequency, middle phrase for the Twitter
Middle FreqMax 16 16 16 16 Absolute maximum frequency, middle phrase for the Twitter
End AmpMean 17 17 17 17 Relative mean amplitude, last phrase for the Twitter
End FreqDom 18 18 18 18 Dominant frequency, last phrase for the Twitter
End FreqQLo 19 19 19 19 Absolute minimum frequency, last phrase for the Twitter
End FreqQHi 20 20 20 20 Quarter-level high frequency, last phrase for the Twitter
End FreqMin 21 21 21 21 Absolute minimum frequency, last phrase for the Twitter
End FreqMean 22 22 22 22 Absolute mean frequency, last phrase for the Twitter
End FreqMax 23 23 23 23 Absolute maximum frequency, last phrase for the Twitter
Absolute FreqMax 24 24 24 Maximum frequency over the entire call
Time Abs FreqMax 25 25 25 Time into the call of the maximum frequency
Absolute FreqMin 26 26 26 Minimum frequency over the entire call
Time Abs FreqMin 27 27 27 Time into the call of the minimum frequency
Frequencystart 28 28 28 First measurable frequency in a call signal
FrequencyEnd 29 29 29 Last measurable frequency in a call signal
TimeTransition 30 30 30 Time of transition from Trilling to Pheeing �value=0 for Phee�
TimePeriod 31 31 Time of a trilling cycle period
�FreqMax 32 32 Maximum frequency change in one trilling cycle
Time �FreqMax 33 33 Time it takes for the maximum frequency change in a cycle
�FreqMin 34 34 Minimum frequency change in one trilling cycle
Time �FreqMin 35 35 Time it takes for the minimum frequency change in a cycle
�FreqMean 36 36 Mean frequency change in one trilling cycle
IPI 24 Average inter-phrase interval for all phrases of a Twitter call
Number Phrases 25 Total number of phrases in a Twitter call
TimeSweep PhrFirst 26 Time for the first phrase frequency sweep
TimeSweep PhrMiddle 27 Time for the middle phrase frequency sweep
TimeSweep PhrLast 28 Time for the last phrase frequency sweep
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covariance �ANCOVA�. Using a confidence level of 0.05, the
likelihood that vocalization trends were similar between gen-
der groups and sibling pairs was assessed along multiple
dimensions.

In evaluating the significance of differences be-
tween mean values in call parameters, we also grouped vo-
calization samples by age and gender using individual pa-
rameter distributions. Significance in mean difference
between each set of groups was assessed using a two-tailed
t-test at both alpha=0.05 and alpha=0.01.

Principal component analysis �PCA� was used to
determine the call parameters that most explain variance be-
tween age groups. Vocalizations from 5 weeks and 25 weeks
were used to simplify the process while maintaining broad
age separation. Weighting vectors were found that described
a transform to project the data into an orthogonal basis set
describing maximum variance. The highest weighted param-
eters in the principal component vector explained the most
amount of variance.

c. Discriminability of vocalizations between individual
animals: Discriminability of vocalizations between indi-
vidual animals was determined using a discrimination algo-
rithm. The vocalizations were first reduced to a two-
dimensional representation using the first two PCA

components. Then, for all four major call types, the mean
and distribution of principal components for each animal’s
set of vocalizations were calculated. Using this information,
each individual vocalization’s distance is measured from the
animal means, normalized by standard deviation, and a mini-
mum distance is found. A vocalization is considered cor-
rectly classified if the smallest distance belongs to the mean
of animal from whom the vocalization was recorded.

III. RESULTS

A. Qualitative description of general observations

1. Overall call output

Production of all call types decreased in occurrence with
advancing age. The overall call output averaged over the
population of infants from this study is plotted in Fig. 1. The
Phee call is the most commonly-produced call, while the
other three major call types, often used in close �Trill, Trill-
phee� or distant �Twitter� contact situations, were infre-
quently produced in older animals physically isolated from
their family group but with visual contact maintained.

2. Vocal exchanges between infant subjects and other
conspecifics

For vocalizing infants aged 3–8 weeks, there were no
discernable vocal responses from adults. Infant subjects often
vocalized shortly after ��1 s� vocalizations by other marmo-
sets with the same call type. The infant subjects rarely de-
creased or ceased vocal output when other animals in the
colony alarm-called or became suddenly silent. Several ex-
amples of infant responses to calls made by adult conspecif-
ics are shown in Fig. 2. Infant responses occurred within an
average of 600 ms after the offset of the conspecific call in
the examples shown in Fig. 2�a� that include all four major
call types. Figure 2�b� shows examples of infants vocalizing
Phee strings �which sometimes began with a Trillphee� in
response to Phees made by adult animals in the colony.

As the infants grew into juveniles, and then adults, there
gradually emerged more directed responses based on conspe-
cific vocalizations, and juveniles became silent in response to
colony alarms. Responses of conspecifics to the subjects

FIG. 1. Population average of call output �in calls per hour� as a function of
age �in weeks� for all infant marmosets used in this study. Both the total
number of calls �black circles� and the number of calls for each of the four
major call types are shown.

FIG. 2. Examples of 3–4 week old in-
fant vocal responses to adult conspe-
cifics. �A� Spectrograms, labeled for
call type �italic: adult vocalization;
bold: infant response� are shown for
the four major call types. Each plot
shows one instance of adult-infant vo-
calizations. �B� Two instances of Phee
strings made by an infant in response
to Phee calls from an adult are shown.
Note the higher frequency of infant
calls as compared to adult calls in both
plots and the timing of infant calls
�lagged behind adult calls�.
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were difficult to determine in this study, because we did not
perform behavioral scoring and the vocal output of juveniles
included comparatively fewer calls than that of infants.

B. Call types and acoustic characteristics in marmoset
infants

Most common marmoset calls are tonal and can be
grouped into call types that remain consistent across indi-
viduals. To analyze the vocal development of each call type
in infant marmosets, we used parameters defined for the nor-
mal adult calls of the same type and quantified changes in
each parameter across different ages in the same animals.
Additional parameters were used to accommodate acoustic
features unique to infant calls.

1. Adultlike call types and novel features in infants

Infant marmosets begin vocalizing shortly after birth and
produce some call types which are acoustically similar to the
call types produced by adults. Figure 3 shows examples of
the four major call types �Phee, Trillphee, Trill, and Twitter�,
also produced by adult animals, made by three unrelated in-
fant marmosets at 3–5 weeks of age. Both spectrograms and
amplitude waveforms are shown. The Phee is a tonelike long
call; the Trillphee is similar to a Phee, but with sinusoidal-
like amplitude modulation �AM� and frequency modulation
�FM� during the first portion of the call. Trill calls are de-
fined by sinusoidal-like AM and FM throughout the entire
call. Twitters consist of multiple phrases of upward FM
sweeps, some of which ended by brief downward FM
sweeps. The first and last phrases of twitters are highly vari-
able in structure.

Progressive changes over time for the four major call
types are shown by representative examples in Fig. 4. For

example, the Phee and Trillphee calls become longer in du-
ration and lower in frequency over time and the FM depth
decreases for the Trillphee and Trill calls. Several vocaliza-
tion features are seen often in infants, but are apparently not
produced in adults. One such feature is the addition of spec-
tral components outside the predominant harmonic structure,
presumably related to immaturity of the vocal apparatus �Fig.
4�a�, 4-week Phee example, closed arrow�. Another infant-
specific feature is the “twitter-hook,” a short downward FM
sweep at the end of each upward FM sweep in each phrase of
a Twitter call �Fig. 4�d�, open arrow�; the hooking fades as an
animal matures. All infant marmosets in this study exhibited
this feature at the earliest time of observation �3–5 weeks�
but varied in the extent of the downward FM sweep, its
temporal span, and the age at which it faded.

We also observed other, less frequently produced, adult-
like call types in infants. Figure 5�a� shows examples of
Peeps, similar to a Phee in frequency and structure, but sig-
nificantly shorter in duration. Figure 5�b� shows a
commonly-heard alarm call, the Tsik, and one example of a
Tsik followed by an Egg �short-duration harmonic stack, in-
dicated by an arrow�, a configuration seen in adults as well.
Figure 5�c� shows examples of compound calls, occasionally
observed in adults, where the infant uses multiple call types
strung together with little or no intersyllable interval.

2. Infant-specific calls

While marmosets produced the four major adultlike call
types at all stages of development, three dominant patterns of
vocalization emerged in infant marmoset vocalizations: the
Cry, Compound Cry, and call strings or “Babbling.” The Cry
is an extremely broadband, long-duration call �Fig. 6�a��. In-

FIG. 3. Spectrogram and amplitude waveform exem-
plars are shown for the four major call types: �A� Phee;
�B� Trillphee; �C� Trill; �D� Twitter, from three different
�unrelated� infants �M1o, M3o, M10o� at 3–5 weeks of
age.
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fant marmosets often use the Cry in compound calls with
other call types, as seen in Fig. 6�b�. Another infant-specific
vocal behavior is the production of continuous strings of
multiple call types which can last for minutes. Figure 6�c�
shows 38 s of one such string. These call strings are similar
in nature to the “babbling” seen in pygmy marmosets by
Snowdon and Elowson �2001�. At ages up to 6 or 7 weeks,
the Cry, Compound Cry, and Babbling were the most com-
mon vocalizations uttered by marmosets. However, the Bab-
bling abruptly disappeared, usually by the seventh week, and
the use of the Cry and Compound Cry faded gradually and

disappeared entirely by 10–11 weeks in all animals in the
study. These infant-specific call types or behaviors were not
observed in a previous study on classification and acoustic
quantification of adult marmoset call types from this same
captive colony �Agamaite, 1997�.

C. Quantification of changes in vocalization features
over time

For each of the four major adult-like call types, we
quantified changes in a set of spectral and temporal param-

FIG. 4. Exemplars showing the progression of the four major call types as one individual marmoset �m10o� grew �4, 6, 8, 10, 15, 19, and 25 weeks of age�.
�A� Phee; �B� Trillphee; �C� Trill; �D� Twitter. Closed arrow indicates the appearance of spectral components outside the predominant harmonic structure of
the Phee call. Open arrow indicates the “twitter hook.”
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eters �see Table I� as an animal aged. We then compared the
differences between individuals, gender, and siblings in their
call parameters at different ages, identifying which features
become more dissimilar and which features become more
stereotyped over time.

1. Individual subjects

Examples of the typical acoustic changes of vocaliza-
tions that occurred over time in the four major call types are
shown in Fig. 7. Each line represents the least-squares fit of
the individual mean �IM� for one vocalization parameter
measured at discrete time points from one of the infant mar-
mosets in this study. While some spectral and temporal pa-
rameters changed over time at similar rates �i.e., with similar
slopes of lines in Fig. 7� for all sampled animals, other pa-
rameters showed different changes over time among different
animals. We further quantified the rate of acoustic changes
over time by computing the slope of least-squares fit for each
vocalization parameter measured at different ages.

Figures 8 and 9 show the distribution of the slopes of the
least-squares fit for each measured parameter of each call
type for all individual animals using the IM method. These
boxplots are representative of the rate of change in Hz per
week for spectral parameters, seconds per week for temporal
parameters, and relative dB per week for amplitude param-
eters. For each parameter, the area within the box corre-
sponds to the middle 50% of the slopes for all animals, with
the median indicated by the black center line. Outliers ��1.5
times the range from the upper and lower quartile� are
marked by the short lines outside of the whiskers. The rates
of change for all measured spectral parameters of the four
major call types are shown in Fig. 8. Slopes of the measured
temporal parameters are plotted in Fig. 9�a� and slopes of the
measured relative amplitude parameters are plotted in Fig.
9�b�.

Phee �Figs. 7�a�, 8�a�, 9�Aa�, and 9�Ba��: Most spectral
parameters for the Phee �Fig. 8�a�� showed trends for each

animal in the same general direction, but to varying degrees.
Overall, across the population, most frequency parameters
for the Phee decreased in their respective values. Temporal
parameters for the Phee varied in magnitude of slope for
different animals but all were in a positive direction except
for one parameter �Fig. 9�Aa��. A consistent trend across ani-
mals for amplitude parameters was that the beginning of the
Phee became lower in relative amplitude �param. 3, Fig.
9�Bb��, while the end of the Phee increased in amplitude
�param. 17, Fig. 9�Bb�� as the animals aged.

Trillphee �Figs. 7�b�, 8�b�, 9�Ab�, and 9�Bb��: Spectral
parameters of Trillphee �Fig. 8�b�� are less variable than the
Trill �Fig. 8�c�� but more so than the Phee �Fig. 8�a��. Al-
though Trillphee frequency parameters largely showed a
downward slope, several animals increased frequency pa-
rameters as they aged �beginning of call: param. 4–9; middle
of call: param. 11–16; end of call: param 18–23�. As in the
Phee, the duration �param. 1� and time of maximum ampli-
tude �param. 2� increased as animals grew older �Fig. 9�Ab��.
However, unlike the Phee, the time of high frequency
�param. 25� decreased and the time of low frequency �param.
27� increased, on average, as animals matured �Fig. 9�Ab��.
Relative amplitude parameters for the Trillphee showed little
change overall across individual animals, with the most con-
sistent change being an increase in amplitude at the begin-
ning of the call �param. 3� relative to the middle �param. 10�
and end of the call �param. 17� �Fig. 9�Bb��.

Trill �Figs. 7�c�, 8�c�, 9�Ac�, and 9�Bc��: Frequency pa-
rameter changes in the Trill �Fig. 8�c�� for each section of the
call were widely variable across individuals. There were out-
liers with high positive slope values for all nonmodulation-
related spectral measures. On average, however, the slope
showed little change or a decrease in these parameters as
animals aged. The modulation frequency measures �param.
32, 34, and 36� also decreased, indicating a sinusoidal shape
of consistently decreasing bandwidth as animals matured.
Temporal parameters for the Trill �Fig. 9�Ac�� showed some

FIG. 5. Spectrogram and amplitude waveforms of other
adult-like call types; �A� Peep; �B� Tsik; �C� Com-
pound, produced by three different �unrelated� infants
�M1o, M3o, M10o� at 3–5 weeks of age. The arrow
��B� third column� highlights an Egg call, a harmonic
stack, occurring after the tsik.
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changes similar to those seen in the Trillphee, but to a lesser
extent. The range of slope change for two temporal param-
eters associated with the frequency modulation �param. 33
and 35� was significantly broader than that seen in the Trill-
phee. The average relative amplitude �Fig. 9�Bc�� of the
middle portion of Trill �param. 10� decreased, although its
range was highly variable, and the average amplitude of the
end portion of the Trill �param. 17� increased.

Twitter �Figs. 7�d�, 8�d�, 9�Ad�, and 9�Bd��: The spectral

structure of the first phrase of each utterance of a Twitter call
is extremely variable, contributing to the wider variation in
slopes for parameters 3–9 �Fig. 8�d��. The middle phrase,
however, is more stable in comparison and frequency param-
eter slopes �param. 11–16� indicate an overall decrease in
frequency over time for most. The Twitter duration increased
for all but one animal, which showed a very small decrease,
and the time of maximum amplitude had a positive slope for
all animals �Fig. 9�Ad��. For the Twitter call, most animals

FIG. 6. Example call types produced exclusively by infants. �A� Cry calls; �B� Cry-combination calls; �C� “Babbling:” a 38-s continuous string of vocaliza-
tions broken down into two parts for ease of visualization. A small segment of each part is magnified to show detail.
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showed a decrease in relative amplitude of the first and last
phrases as they aged, while the middle phrase relative am-
plitude increased in all but one animal, �Fig. 9�Bd��.

2. Population data

For the entire population of tested animals, we show
several example parameters of each of the four major call
types in Fig. 10 to illustrate the general trends of individual
acoustic features as an animal develops. The individual �IM�
and population �PM� means are shown for comparison in
each plot. Note that for many parameters shown, at early
time points, the population and individual means have simi-
lar values �and individual mean error is small� but they be-
come more different �and individual mean error becomes
larger� as the animals get older. Population measures of pa-
rameter changes for the Trillphee �Fig. 10�b�� and Trill �Fig.
10�c�� calls show greater variations among individuals, espe-
cially as they became older, as compared to the Phee. The

population parameters for the Twitter �Fig. 10�d�� became
more variable as animals aged, as indicated by the increased
error bars.

3. Comparison of major call types between infants
and adults

Infant data at 5 weeks was compared with data previ-
ously obtained from the same captive colony in adult mar-
mosets �Agamaite, 1997� for the same parameters across the
four major call types. Examples of individual parameter dis-
tributions are shown in Fig. 11. In the call parameters where
distributions differed between infants and adults, the indi-
vidual mean and distributions of the measured parameters for
infants always trended towards the adult mean and distribu-
tion as they aged.

FIG. 7. Least-squares regression analysis of representative spectral �left�
and temporal �right� parameters for the four major call types: �A� Phee; �B�
Trillphee; �C� Trill; �D� Twitter, for all studied individuals. Parameter value
is on the y axis and age �in weeks� is on the x axis. Each best-fit line
corresponds to IM data from an individual animal as it aged.

FIG. 8. Overall developmental trends of all measured spectral parameters
for the four major call types: �A� Phee; �B� Trillphee; �C� Trill; �D� Twitter
is analyzed by the slope of the least-squares regression line �see Fig. 7� of
each parameter for each individual animal. The slope �indicating the mag-
nitude and direction of the change in a parameter over time, in Hz/week� is
on the y axis and the parameter number �see Table I� is on the x axis. The
horizontal dotted line at y=0 indicates the dividing point where data above
the line represent a positive slope and data points below the line indicate a
negative slope, as shown on the right of plot �A�. For each parameter, mean
slope values from all studied individual animals are shown as boxplot. The
median of all data points for each parameter is indicated by the black cen-
terline within the box, and the first and third quartiles are the top and bottom
edges of the box. Extreme values ��1.5 times the range from the upper and
lower quartile� are the ends of the lines extending from the box. Points �1.5
times the interquartile range �outliers� are plotted as individual points. Box-
plots are subdivided into groups �as indicated by a break in the x axis�
representing beginning, middle, and end of the call, as well as overall pa-
rameters �such as start/end frequency and min/mean/max frequency�.
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Euclidean distance �as defined in Eq. �1�� was calculated
using the 18 spectral parameters common to all four major
call types between the infants at different ages versus them-
selves at 25 weeks and between the same infants and adults
from an earlier study �Agamaite, 1997�. The results show
that parameter changes are very similar between the group
comparisons �Fig. 12�a��. Generally, the Phee showed the
largest and most rapid change in parameter measurements
over time, while the Trillphee and Trill showed intermediate
changes. The Twitter showed only a small, gradual change.
The percent change for these comparisons, shown in Fig.
12�b�, is also not significantly different between groups.
These data indicate that the measured acoustic parameters of
marmoset vocalizations stabilize by the time animals reach
the age of about 25 weeks.

The standard deviation �SD� of call parameters between
all studied infants is plotted against those of adults studied
earlier �Agamaite, 1997�, highlighting a few important trends
�Fig. 13�. First, most temporal and amplitude parameters for
the four major call types show SD values near or below 0.5,
while spectral parameters often show higher SD values
��0.5�. Secondly, the temporal and amplitude parameters of
the Phee show a higher SD for adults than for infants, as do
most of the spectral parameters. The standard deviations for
spectral parameters of the Trill and Trillphee cluster closely,
with infant SD being higher in Trillphee parameters and
adult SD being higher for most parameters of the Trill. Spec-
tral parameters for the Twitter show a highly variable SD,
with the majority being higher for the infants than for adults.

4. Individual differences

We performed PCA for all measured parameters of each
call type, comparing infant vocalizations �5 weeks of age�
with late juvenile vocalizations �25 weeks of age� from the
same group of animals �Fig. 14�. For all call types, the first
principal component �PC1� consists largely of frequency pa-

FIG. 9. Overall developmental trends of all measured temporal �left col-
umn� and all measured amplitude �right column� parameters for the four
major call types �A� Phee; �B� Trillphee; �C� Trill; �D� Twitter. The format is
the same as in Fig. 8, except there are no breaks in the x axis because each
parameter number is labeled.

FIG. 10. Mean data from discrete age
time points are plotted for select pa-
rameters of the four major call types:
�A� Phee; �B� Trillphee; �C� Trill; �D�
Twitter. Parameter value is on the y
axis and age �in weeks� is on the x
axis. The solid black line is the PM,
and the dotted black line is the IM
with standard error.
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rameters �black bars� and temporal parameters �grey bars�
became more significant in the second principal component
�PC2�. In the Phee, PC1 accounts for nearly 70% of the
variance. PC1 accounts for nearly 50% of the variance in the
Trillphee, and, for the Trill, it accounts for nearly 40%. For
the Twitter, the most acoustically complex of the four major
call types, the PCA shows that PC1 and PC2 account for less
variance than their counterparts for other three call types.
Both PC1 ��28% of variance� and PC2 ��22% of variance�
were dominated by frequency parameters, though to a lesser
degree than those of other call types.

FIG. 11. Comparison between vocal-
izations of infant �5 weeks� and adult
marmosets. Representative parameters
of the four major call types: �A� Phee;
�B� Trillphee; �C� Trill; �D� Twitter,
from all vocalization samples are
shown as histograms. Filled grey bars
are the 5-week data and open bars are
the adult data. The parameter value is
on the x axis, the number of calls for
5-week-old infants is on the left y
axis, and the number of calls for the
adults is on the right y axis.

FIG. 12. Measures of parameter stabilization of animals in this study. �A�
Mean Euclidean distance �as defined in Eq. �1�� �based on 18 frequency
parameters� between infant marmosets at different ages and themselves at
25 weeks �solid lines and black symbols�, and between infant marmosets
and other adult animals �dashed line and open symbols�, respectively, are
plotted for the four major call types. �B� Percent change of the Euclidean
distance measure between 5 weeks and 25 weeks �filled bar� or 5 weeks and
adults �open bar�.

FIG. 13. Standard deviations of all measured parameters are plotted for
5-week-old infant marmosets �x axis� vs adults �y axis� for the four major
call types. The diagonal line has a slope of 1. Symbol shape indicates the
call type �circle: Phee; square: Trillphee; triangle: Trill; diamond: Twitter�
and shading indicates the class of parameter �open: spectral; black: tempo-
ral; grey: amplitude�.
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A PCA-based Discriminability Index was computed for
each call type using “young” �all calls from age 3–6 weeks�
versus “old” �all calls from 19 to 25 weeks� and is plotted in
Fig. 15. The percent correct discrimination attributed to
chance falls at 20% or 25% �dotted line on each plot�, de-
pending on the number of animals included. While all call
types show above-chance discriminability between individu-
als at both designated age clusters, there is little change in
the discrimination index for the Trillphee �Fig. 15�b�, p
=0.978� and Trill �Fig. 15�c� p=0.872�, while it decreases
significantly for the Phee �Fig. 15�a�, p�0.05� and increases
only slightly for the Twitter �Fig. 15�d�, p=0.435� when ani-
mals became older.

5. Twin-pair comparison

The average slopes of parameter change over time for
each set of twins were compared. An analysis of covariance
�ANCOVA� for all parameters for each call type was per-
formed and twins were considered significantly different for
a particular parameter if p�0.05. In Table II, we show only
significant parameters and an 18-parameter frequency analy-
sis, which takes into account all 18 spectral parameters com-
mon across the four major call types. For the Phee call, pa-
rameters showing significant difference included duration,
the time of maximum amplitude, the ending frequency, and
the 18-parameter frequency distance measure. For the Trill-

FIG. 14. Principal component analysis comparing vocalization parameters of infant �3–6 weeks� with late juvenile �19–25 weeks� for the four major call
types: �A� Phee; �B� Trillphee; �C� Trill; �D� Twitter. The weights of the first �left� and second �center� principal components �PC1, PC2� are plotted in x axis
number is shown on the y axis. Black bars indicate spectral parameters, grey bars indicate temporal parameters, and open bars indicate amplitude parameters.
The percent of variance explained by each principal component, for principal components 1–10, is plotted on the right, with the line indicating the cumulative
percent variance.
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phee, only duration was significantly different. For the Trill,
the starting frequency and frequency modulation depth dif-
fered significantly among twin pairs, and no significant dif-
ference was found in selected parameters for the Twitter.

6. Gender comparison

All collected vocalizations of the four major call types
from male and female subjects were grouped accordingly
and compared at two time points, at 5-weeks and at an old
age. For the Phee and Trillphee, we were able to perform the
analysis at 25 weeks and 21 weeks, respectively. Due to
drastically decreased vocal output by females at older ages,
gender differences could only be analyzed with sufficient
sample size up to 13 weeks for the Trill and 19 weeks for the
Twitter. Figure 16 shows some example results of this analy-
sis. Example Phee parameters are shown from 5 and
25 weeks, Trillphee from 5 and 21 weeks, Trill from 5 and

13 weeks, and Twitter from 5 and 19 weeks to illustrate the
shift in distribution over age, as well as the presence or ab-
sence of separation by gender.

Unexpectedly, for the Trillphee �Fig. 16�b��, the mean
duration increased in males, while it decreased in females.
Another surprising result was the change in the mean of the
middle mean frequency, which rose for females while drop-
ping in males. For the Trill �Fig. 16�c��, the mean modulation
depth decreased significantly, and the difference between
means for males and females increased. Figure 16�d� shows
age-related trends among males and females for the Twitter.
In general, frequency parameters do not show large changes
over time but do show differences between males and fe-
males.

In a gender-based ANCOVA analysis �Table III� of the
magnitude and direction of change for select parameters for
each call type, males and females show little difference in
the Phee calls. Some significant differences found were in
the absolute maximum frequency in the Trill, the start fre-
quency in the Trill and Trillphee, and the duration and num-
ber of phrases in the Twitter. We also computed the 18
frequency-parameter distance measure between males and
females for each call type �Table III�. The only significant
difference in this measure was found for the Twitter call.

IV. DISCUSSION

A. Summary of findings

The present study showed that infant marmosets exhib-
ited a high rate of calling, the use of many call types in the
absence of context, as well as possessing infant-specific call
types and features such as the Cry and Twitter-hook. Based
on our detailed acoustic analysis, the vocalizations of infant
marmosets differed from those of adults in both the spectral
and temporal domains. In addition, these features changed
gradually through development in the direction of the feature
distributions of the adult calls. One could argue that a
gradual change in vocalizations is more likely to �but not
necessarily� result from experience-based plasticity or learn-
ing. Had we observed no changes or an abrupt change
shortly after birth, such a possibility is much lower. One
would have to argue for a genetic or innate explanation in
that case.

Because individual recognition based on vocalizations
has been shown across many species of animal, we compared
changes in our defined parameters for each call type across
individuals, twin-pairs, and genders to determine which pa-
rameter�s� may be used by marmosets to identify conspecif-
ics as being from the same family group, of a particular
gender, or as individuals. Certain features in each call type
developed differently depending on the gender and family of
origin. When taken as a sum of differences in one animal,
based on gender and family group, it is possible to see how
individual characteristics could be developing as well. Addi-
tionally, the results of the ANCOVA analysis of twin pairs
and gender suggest that many of the measured parameters for
each call type develop similarly across all infant marmosets.
While the starting and ending points of acoustic parameters
we measured may be different for individual infants, trends

TABLE II. ANCOVA data sample for twin pairs. Statistically significant and
18-frequency parameters �center column� are shown for each of the four call
types �left column� with results from ANCOVA tests. p-values are in the
right column and numbers in bold indicate when twin pairs were found to be
significantly different �p�0.05�.

Call type Parameter p

Phee Duration 0.0004
TimeAmpHi 0.00001
FrequencyEnd 0.0078
18-Parameter Frequency Distance 0.0001

Trillphee Duration 0.0394
18-Parameter Frequency Distance 0.1314

Trill FrequencyStart 0.0323
�FreqMean 0.0117
18-Parameter Frequency Distance 0.0759

Twitter 18-Parameter Frequency Distance 0.0932

FIG. 15. Discriminability analysis based on the first two principal compo-
nents �PC1 and PC2� to discriminate between individual marmosets in
“young” �3–6 weeks� or “old” �19–25 weeks� groups, respectively, for the
four major call types: �A� Phee; �B� Trillphee; �C� Trill; �D� Twitter. The
dotted line on each plot indicates the percent correct attributed to chance
�equal to one over the number of animals used in each analysis�.
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in infant marmoset vocalization parameters follow the same
approximate slope during development.

B. Limitations of the present study

Definitions of parameters for each call type were based
on the acoustic characterization and statistics of adult mar-
moset calls. Because it is difficult to determine a priori
which parameters are involved in the neural coding or be-
havior of vocalization perception and production in common
marmosets, we analyzed as many as possible and determined
which were contributing most to variability between genders,
twin pairs, and individuals. Additionally, there may be para-
metric characteristics in infant calls associated with a certain
behavior, but are less meaningful in adult vocalizations. This
study focused on the development of infant marmoset vocal-
izations and quantified the progress of each infant in fitting

adult characteristics, and presumably in developing individu-
ality. For determining the roles of infant-specific behaviors in
the social dynamic groups, a different type of study is war-
ranted.

In this study, no attempt was made to classify calls
within one call type into subtypes. Previous studies of pri-
mate species have shown that there is a continuum along
vocalization acoustics, making calls less stereotyped as one
expands to finer detail in parameters. For example, marmo-
sets use calls fitting the characteristics of a Phee in different
contexts and vary the parameters depending on behavioral
context �e.g., multipart Phees and low-amplitude Phees�. For
the purpose of the present study, which emphasized acoustic
analysis as the first step towards a comprehensive description
of vocal development in this species, we did not analyze
behavioral context. This allowed for a large sample size of
vocalizations to be collected and analyzed in each of the four
major call types studied, and their statistics to be obtained.
There are likely to be subtle acoustic differences within call
types depending on the behavioral state of the animal during
vocal production. Future studies incorporating proper behav-
ioral analyses would be required to clarify these differences.

Although the recording setup used in the present study
was vital to obtain high quality samples for detailed acoustic
analyses, the physical isolation of infants during recording
sessions constitutes an interruption of their normal social en-
vironment, even though they maintained visual, auditory, and
olfactory contact with their family group. We suspect that
such interruptions may have affected the contextual informa-

TABLE III. ANCOVA data sample for gender. Same format as Table II.

Call type Parameter p

Phee 18-Frequency Parameter Distance 0.3752
Trillphee FrequencyStart 0.0316

18-Frequency Parameter Distance 0.6547
Trill Absolute FreqMax 0.0051

FrequencyStart 0.003
18-Frequency Parameter Distance 0.5047

Twitter Duration 0.0026
Number Phrases 0.0023
18-Frequency Parameter Distance 0.0438

FIG. 16. Gender comparison for two example parameters from the four major call types: �A� Phee; �B� Trillphee; �C� Trill; �D� Twitter, at 5 weeks and an
older age �25 weeks for Phee, 21 weeks for Trillphee, 13 weeks for Trill, and 19 weeks for Twitter� is plotted in histogram format. Parameter value is on the
x axis. Filled grey bars are females and open bars are males. The mean of each distribution is plotted as a vertical solid line for females and a vertical dashed
line for males.
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tion of produced calls more so than their acoustic structures,
which were the focus of the analyses in this paper. Presum-
ably, vocal behavior of a normal adult marmoset is different
in isolation than it is in a social setting such as group hous-
ing, and vocal output would skew towards calls typically
used in that context. This is apparent in the older animals in
this study, when there is a substantial drop in the overall
vocal output and the Phee dominates the recorded samples.
This caveat is also an advantage; it is very telling about
contextual awareness in infant marmosets. Whether sponta-
neous vocalization in infants is for the purpose of practice, as
seen in birds or human infants, remains to be proven, but
there is a clear time point when infant marmosets decrease
the number of spontaneous vocalizations and it coincides
with an increasing number of vocal exchanges with conspe-
cifics.

C. Can we establish a non-human primate model of
vocal production learning?

The nonhuman primate is, perhaps, the most desirable
model for human speech and language development. It
would be an incredible advancement of the field if it could be
proven that they display similar capacities, because of the
extremely close ties both genetically and anatomically. While
the specific question of vocal learning was not addressed in
this study, our results will reopen the debate of whether non-
human primates exhibit ontogenetic development in the pro-
duction of their vocalizations.

Recently, Egnor and Hauser �2004� addressed an appar-
ent paradox in recent studies showing auditory feedback-
dependent plasticity of adult primate vocalizations, despite
older studies showing no plasticity in the development of
vocal production in juvenile nonhuman primates, and they
appropriately called for a more careful investigation of these
contradictory findings. This study aims to lay groundwork
for future studies into the vocal development of common
marmosets, as well as other nonhuman primate species. We
show that with strong acoustic recording and analysis, there
are discrete changes in the vocalizations produced by devel-
oping marmosets.

An acoustic analysis such as the one presented here is
only the first step in a study of whether vocal learning oc-
curs, satisfying the primary requirement that significant on-
togenetic changes do, in fact, occur. Determining what
changes are due to maturation of the vocal tract and general
growth requires experiments that perturb normal develop-
ment. Behavioral and neural studies should be conducted in
conjunction with detailed acoustic analysis techniques, such
as those presented here, in animals with abnormal auditory
feedback, such as those deafened early in life or congenitally,
ear plugged during developmental stages, noise-raised, or
with implanted earphone filters which could filter certain fre-
quencies or shift feedback in pitch and/or time. Other meth-
ods of perturbation could include normally-hearing infants
born to mute or vocally abnormal parents and raised isolated
from normal conspecifics, infants with an altered vocal ap-
paratus, or infants cross-fostered with a compatible species
that has very different vocalizations. Behavioral studies,
acoustic analysis, and other technology such as electrophysi-

ology, functional imaging, and immediate early gene induc-
tion could contribute to answering the final question of
whether there is any auditory feedback-dependent plasticity
in vocal production development of nonhuman primates.
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Bottlenose dolphins, Tursiops truncatus, exhibit flexible associations in which the compositions of
groups change frequently. We investigated the potential distances over which female dolphins and
their dependent calves could remain in acoustic contact. We quantified the propagation of sounds in
the frequency range of typical dolphin whistles in shallow water areas and channels of Sarasota Bay,
Florida. Our results indicated that detection range was noise limited as opposed to being limited by
hearing sensitivity. Sounds were attenuated to a greater extent in areas with seagrass than any other
habitat. Estimates of active space of whistles showed that in seagrass shallow water areas,
low-frequency whistles �7–13 kHz� with a 165 dB source level could be heard by dolphins at
487 m. In shallow areas with a mud bottom, all whistle frequency components of the same whistle
could be heard by dolphins travel up to 2 km. In channels, high-frequency whistles �13–19 kHz�
could be detectable potentially over a much longer distance ��20 km�. Our findings indicate that the
communication range of social sounds likely exceeds the mean separation distances between
females and their calves. Ecological pressures might play an important role in determining the
separation distances within communication range. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2226559�

PACS number�s�: 43.80.Ka �WWA� Pages: 1671–1683

I. INTRODUCTION

Understanding how acoustic signals are used by animals
to communicate is basic to describing how relationships are
formed and maintained. This is particularly important in tur-
bid aquatic environments such as those inhabited by coastal
bottlenose dolphins �Tursiops truncatus�. Bottlenose dol-
phins leave and rejoin their conspecific associates frequently
and acoustic communication might be used to find and locate
distant conspecifics. The maximum distance that an acoustic
signal can travel is likely the maximum distance over which
associates can remain in contact with one another �Brenow-
itz, 1982; Klump 1996�. However, the hearing capabilities of
a species must be taken into account along with environmen-
tal features affecting sound transmission to understand how
far a signal can travel before it drops below the masked
auditory threshold or noise floor limiting communication.
Therefore, knowledge of the maximum propagation distance
of an acoustic signal, the characteristics of ambient noise,
and the hearing capabilities of bottlenose dolphins is impor-
tant for understanding what constitutes a group; if individu-
als are within communication range they may be part of the
same social unit despite being temporarily separated. The
approach is valuable to understand if individuals considered
as different groups based on their distance of temporary
separation �Wells and Scott, 1990; Smolker et al., 1993�
could be part of a single group maintaining acoustic contact.
This paper estimates the communication range of social

sounds produced by bottlenose dolphins that are within the
hearing threshold of the species.

Bottlenose dolphins use sounds known as whistles to
contact conspecifics over long distances �Janik and Slater,
1998; Caldwell et al., 1990�. Whistles are narrow-band,
frequency-modulated sounds ranging from 4 to 20 kHz
�Caldwell et al., 1990�. Janik �2000a� revealed that wild,
unrestrained dolphins located at distances up to 580 m apart
could mimic each other’s whistles. He proposed this as evi-
dence that dolphins use whistles to communicate over long
distances. The active space of a signaler is the distance that a
signal can be detected and recognized by a receiver �Bre-
nowitz, 1982; Klump, 1996; Janik, 2000b�. In the only study
on communication ranges in bottlenose dolphins, Janik
�2000b� examined propagation of natural dolphin whistles in
a 10 m deep channel by measuring source levels and then
estimating propagation and the active space using a model.
He found that the active space where dolphins could perceive
unmodulated whistles between 3.5 kHz and 10 kHz was be-
tween 20 km and 25 km at sea state zero.

Sound propagation can be dramatically affected by the
habitat through which sound travels �Rogers and Cox, 1988;
Forrest, 1994; Tyack, 2000; D. P. Nowacek et al., 2001�.
Large reflecting surfaces or vegetation attenuate some fre-
quencies and amplify others �Michelsen and Larsen, 1983�.
In the aquatic environment, habitat features such as bottom
type, bathymetry, temperature, salinity, and vegetation affect
the transmission and reception of sounds �D. P. Nowacek et
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al., 2001�. The effect of vegetation is not surprising since it
acts as a discontinuous barrier to the transmission of sound.
Researchers have also found that in shallow waters, low fre-
quency sounds do not propagate as far as high frequency
sounds �Forrest et al., 1993; Forrest, 1994�. This suggests
that dolphin whistles may be affected by environmental vari-
ables. Hence, as in other species, the structure of dolphin
signals might represent an acoustic compromise balancing an
ensemble of ecological and perceptual factors �Wiley and
Richards, 1978; Brown et al., 1979�.

Other factors determining whether a sound is detected
and identified by an individual are the animal’s hearing
threshold, critical ratio, and the spectrum level of back-
ground noise. In bottlenose dolphins, the lowest hearing
thresholds are in the frequencies near 50 kHz �Johnson,
1967�, but whistles have much lower frequencies. Johnson
�1967� found that below 50 kHz the threshold increases con-
tinuously with decreasing frequency to a maximum of about
137 dB at 75 Hz. Information on the background noise levels
is also necessary to estimate the active space of whistles
since high-noise levels can significantly mask a sound. The
critical ratio is defined as the difference between the level of
a just-detectable tone and the spectrum level background
noise spanning the same frequency �Johnson, 1968; Janik,
2000b�. Like the hearing threshold, critical ratios are also
frequency-dependent and they have been calculated for fre-
quencies within the whistle range �Johnson, 1968�.

We conducted a series of sound transmission experi-
ments to quantify the propagation of sounds in shallow water
areas and channels in Sarasota Bay, FL. This habitat is quite
different from the Moray Firth studied by Janik �2000b�, in
that it is very shallow and many areas contain seagrass. In
contrast, the Moray Firth is an unusual habitat for coastal
dolphins because the inner waters have depths of up to about
50 m. The outer waters resemble the open sea more with the
deepest areas being up to 235 m �Wilson, 1995�. The Moray
Firth is the northern extreme of the species range. The shal-
low water of Sarasota Bay provides an excellent opportunity
to estimate the active space for typical coastal bottlenose
dolphins. We examined the effects of habitat characteristics
such as depth, bottom type, vegetation, and bottom sediment
on sound propagation. We used regression models to esti-
mate maximum distance of detection taking into account the
hearing capabilities of bottlenose dolphins, the background
noise levels, and the critical ratios for masking sounds. We
also examined the active space of different types of whistles
in the same habitats where experiments were conducted. This
allowed us to compare estimates of maximum communica-
tion range with the distances of separation observed during
observations of wild dolphins.

II. MATERIALS AND METHODS

This study consisted of three basic components: �1� be-
havioral observations of mother/calf pairs to identify the
habitats that they used and where they temporarily separated,
�2� sound propagation experiments at the locations where
mothers and calves temporarily separated, and �3� modeling

of sound propagation data and information on hearing sensi-
tivity, background noise levels, and critical ratios to estimate
the active space of whistles.

A. Behavioral observations

Behavioral observations of 7 resident female dolphins
and their dependent calves �3 years old� were conducted
from June to September 2003 from a 7-m-long boat
equipped with a 115 hp 4-stroke engine. We recorded acous-
tic and behavioral data continuously using focal animal ob-
servations �Altmann, 1974�. Focal animal observations were
conducted on the mother of mother-calf pairs. The research
vessel was kept at a distance of approximately 20 m from the
mother. Separation distances between mother and calf were
estimated each time the mother surfaced and the observation
zone included an area of approximately 200 m from the
mother. Behavioral observations allowed identification of the
habitats where sound transmission experiments were to be
conducted and acoustic data allowed us to determine the fre-
quency range of whistles used in different habitats to quan-
tify their active space.

The set up of the acoustic recording was as follows. At
the bow of the observation boat, two 1.5 m sections of PVC
pipe were joined in a T joint and secured across the gunwales
�Sayigh et al., 1993�. On each side of the boat approximately
2 m of hydrophone cable were extended from the end of the
pipe into the water; each calibrated HTI-96-MIN hydrophone
was approximately 1 m below the surface when the boat was
not moving. We used two hydrophones to ensure that we
would have a backup recording. To prevent the hydrophone
from bouncing at the surface while the boat was moving, the
cable of the hydrophone was weighted with a chain attached
to the end of the PVC pipe by a carabiner. Each hydrophone
was connected to a 2-kHz high-pass filter to reduce engine
noise.

Signals from each hydrophone were digitized at
48.8 kHz with a Tucker-Davis Technologies RP2 module,
and stored to a computer hard drive. Signals from each chan-
nel were sampled at precisely the same time on each channel.
Data were recorded with a 24-bit A-to-D converter and were
stored as 32-bit floating point values. Data were analyzed
with MATLAB® 6.5.

Behavioral observations allowed us to identify the areas
in which to conduct sound transmission experiments. Such
areas were chosen based on the fact that �1� dolphins were
observed there temporarily separated and thus the active
space of whistles used during separations could be examined
and �2� the general areas have been identified as areas of
high use by dolphins during the long-term studies of the
Sarasota Dolphin Research Program �Wells, 2003�. Specific
locations of temporary separations were recorded as latitude
and longitude from a Garmin GPS 12 Personal Navigator.

B. Sound transmission experiments

Nine sound transmission experiments were conducted in
Sarasota Bay, Florida, from September to October 2003 �Fig.
1; Table I�: five in shallow water areas ��3 m� and four in
channels ��3 m, up to 5.3 m�. Each experiment was con-
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ducted in an area where dolphins were observed to engage in
temporary separations. In each experiment, we used
computer-generated tones that spanned the same frequencies
as dolphin whistles �5, 7, 9, 11, 13, 15, 17, and 19 kHz�.

Tones were played simultaneously for 10 s and then repeated
with a period of silence of 0.03 s separating them. In each
transect, the tone-silence loop was broadcast for �1 min
from an underwater transducer �source� located in a
7-m-long boat. Sounds were played from a laptop computer
through a power amplifier �Hafler P1000� connected to an
underwater speaker �Aqua Synthesis�. The computer was
connected to a RP2-system �Tucker-Davis Technologies�
with a HTI-96-MIN hydrophone �sensitivity
−169.8 dBV/�Pa; 1–24 kHz�.

The source and the receiving hydrophone �receiver�
were located 1 m below the water surface. This depth was
chosen because it was the depth of the hydrophones used to
record dolphin whistles during animal observations. Propa-
gated signals and environmental noise were recorded on a
NOMAD Jukebox 3 �Creative Labs, Inc.� kept in a stationary
kayak. The kayak and the boat were kept in placed during the
experiments by using two anchors in each vessel.

The source was moved at a constant heading from the
receiver �transect line� to simulate the movement of one dol-
phin relative to another. The start point of a given transect
was the position of the mother at the time of maximum sepa-
ration from the calf. The position was recorded as a geo-
graphical coordinate during behavioral observations. When
possible two transect lines were done for every experiment.
In such cases, the direction of each transect was different so
that each one followed the general direction of the movement
of dolphins before and after they were temporarily separated.
For example, if dolphins traveled from point A to B to C with

FIG. 1. Study area showing the experimental transects in Sarasota Bay,
Florida. White circles represent the location of the hydrophone and black
circles represent the last location in which the speaker was placed in each
transect. Shallow areas are represented by solid lines: Palma Sola Bay
�PSB�, North West of Palma Sola Bay �NWPSB�, South West of Palma Sola
Bay �SWPSB�, Sister Key flats �SKF�, and South East of Anna Maria Sound
�SAMS�. Channels are represented by dashed lines: Main Channel �MC�,
San Remo Channel �SRC�, Anna Maria Sound �AMS�, and Cortez Channel
�CC�.

TABLE I. Overview of transects per habitat where sound transmission experiments were conducted in Sarasota
Bay, Florida.

Habitat Site
No. of

Transects
Start Latitude/

Longitude Bottom type Mean depth±SD

Shallow
water

SE Palma Sola Bay
�PSB�

2 N 27°28�14�
W 82°39�24�

Seagrass PSB1:
1.6±0.1 m �n=9�

PSB2:
1.6±0.3 m �n=18�

NW Sister Key
�SKF�

1 N 27°26�51�
W 82°40�34�

Sand SKF:
2.0±0.2 m �n=17�

NW Palma Sola Bay
�NWPSB�

2 N 27°29�14�
W 82°39�26�

Sandy mud NWPSB1:
2.1±0.5 m �n=12�

NWPSB2:
2.6±0.2 m �n=19�

SW Palma Sola Bay
�SPBS�

2 N 27°28�59�
W 82°40�26�

SPSB1: mud
seagrass

SPSB2: mud

SPSB1:
1.7±0.2 m �n=10�

SPSB2:
1.4±0.3 m �n=11�

SE Anna Maria
Sound �SAMS�

2 N 27°29�13�
W 82°41�45�

Mud AMS1:
2.0±0.3 m �n=18�

AMS2:
1.3±0.1 m �n=9�

Channel Main Channel �MC� 1 N 27°29�57�
W 82°40�31�

N/A 3.5±1.0 m �n=19�

San Remo Channel
�SRC�

1 N 27°28�45�
W 82°40�31�

N/A 4.1±0.7 m �n=14�

Anna Maria Sound
�AMS�

1 N 27°30�09�
W 82°41�34�

N/A 3.1±0.4 m �n=22�

Cortez Channel �CC� 1 N 27°27�23�
W 82°41�01�

N/A 3.4±0.3 m �n=16�
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B being the point of maximum distance of separation, one
transect was done from point B to A, and another transect
was done from point B to C. The transect size varied based
on water depth and size of the sampled area. When possible,
the source was located at the following experimental dis-
tances from the receiver: 1 m, 5 m, 10 m, 20 m, 30 m,
40 m, 50 m, 75 m, 100 m, 150 m, 200 m, 250 m, 300 m,
350 m, 400 m, 450 m, 500 m, 600 m, 700 m, 800 m,
900 m, 1000 m, and 1100 m. The experimental distances ex-
ceeded the maximum separation distances because we were
interested in determining sound propagation beyond that
range. Experimental distances up to 800 m were measured
with a Leica LRF 800 laser range finder. Distances greater
than 800 m were measured with a Garmin GPS 12 Personal
Navigator �accuracy: 15 m RMS�. At each experimental dis-
tance, water depth was recorded and in shallow water
transects, vegetation type �presence or absence of seagrass�,
and sediment type �sand or mud� were also noted. A transect
was defined as unvegetated if no seagrass was found in more
than 75% of the sampling locations. Surface sediment
samples were grabbed at each distance and they were classi-
fied as sand �granular matter of a few millimeters in size�,
mud �semiliquid mixture of water and soil�, and sandy-mud.
The sandy-mud sample was taken to the Geological Ocean-
ography Program of the College of Marine Science at the
University of Florida for its classification. All experiments
were conducted in sea state zero. Channel width at the nar-
rowest and widest points was measured using digitized
bathymetry data from ESRI®ArcGIS™9.0. Transmission ex-
periments were conducted around 2 h before, and 2 h after,
the same tidal state recorded during the behavioral observa-
tions of the maximum separation event.

For every experiment, the spectrum level sound of tones
at each distance was calculated using a 48000-point FFT
with a Hanning window, which resulted in a frequency reso-
lution of 1 Hz. In the calculation, we corrected for the analy-
sis bandwidth, the hydrophone sensitivity �−169.8 dB re:
1 V/�Pa�, the calibration of the NOMAD Jukebox recorder
�18.9 dB re: 1 V�, and the Hanning window �6 dB�.

Noise level was measured using the recorded signal
where no sound was being broadcast up to 7.5 ms before
each tonal frequency. The signal-to-noise ratio �SNR� of
each frequency was calculated by subtracting the noise level
from the corresponding received level.

C. Modeling of active space of whistles

The transmission loss data were used to calculate regres-
sions that model sound propagation and the ability of a dol-
phin to detect that signal in each experimental transect. Re-
gression equations were calculated for each channel transect
and for one of the two transects of each shallow water ex-
periment for a total of nine models of sound propagation. A
logarithmic curve was fitted to the received levels of sound
propagation and the resulting equation was used to estimate
the active space of hypothetical whistles taking into account
the spectrum level background noise, dolphin critical ratios
�Johnson, 1968�, and dolphin hearing thresholds �Ljungblad
et al., 1982�. This is because a sound can be heard by a

dolphin only if its received level is above the spectrum level
background noise and the animal’s critical ratio. Thus, sound
detection is limited by the combined effects of the dolphin
hearing threshold and the spectrum level background noise
plus critical ratio. Since different frequencies propagate dif-
ferent distances, the propagating distance of the first whistle
frequency reaching the threshold was defined as the fre-
quency limiting the active space of whistles. For example, if
the attenuation of 5 kHz, 9 kHz, and 11 kHz frequencies of a
5–11 kHz whistle are examined, it is found that the 9 kHz
signal reaches the noise floor plus critical ratio before the 5
and 11 kHz frequencies. In this example, the hearing range is
noise limited.

The results of the regression models were used to calcu-
late the active space of two hypothetical whistles. The first
whistle had frequencies from 7 to 13 kHz, which corre-
sponded to the mean minimum and mean maximum frequen-
cies of whistles recorded during separations of dolphins in
shallow water areas. We referred to this whistle as a low-
frequency whistle. The second whistle had frequencies from
13 to 19 kHz and we referred to it as a high-frequency
whistle. The minimum frequency of the high-frequency
whistle corresponded to the closest frequency of the tone
played to the mean minimum frequency �12 kHz� of whistles
recorded during separations in channels. Similarly the maxi-
mum frequency of the high-frequency whistle corresponded
to the closest frequency of the tones played to the mean
maximum frequency �20 kHz� of whistles recorded during
separations in channels.

The hearing thresholds of the frequencies played were
calculated from the hearing thresholds reported by Ljungblad
et al. �1982�. We fitted a regression line to the hearing thresh-
olds of frequencies 5 kHz, 10 kHz, 15 kHz, and 20 kHz to
calculate the hearing threshold of the tone frequencies not
included in their study: 7 kHz, 9 kHz, 11 kHz, 17 kHz, and
19 kHz. Since Ljungblad et al. �1982� calculated lower-
frequency hearing thresholds using two projector systems,
we used the calculated regression values from their project
LC-10 projector data because they had the highest coefficient
�R2=0.95�. Hearing thresholds calculated were 81.5 dB SPL
for 5 kHz, 79.8 dB SPL for 7 kHz, 78.4 dB SPL for 9 kHz,
77.5 dB SPL for 11 kHz, 76.7 dB SPL for 13 kHz, 75.9 dB
SPL for 15 kHz, 75.3 dB SPL for 17 kHz, and 74.8 dB SPL
for 19 kHz.

The critical ratio of each frequency was added to the
average background noise of that frequency. The critical ra-
tios were calculated by fitting a regression line to the critical
ratios of frequencies that Johnson �1968� did not examine but
that were included in our experiments. These critical ratios
corresponded to 23.6 dB for 5 kHz, 25.2 dB for 7 kHz,
26.8 dB for 9 kHz, 28.4 dB for 11 kHz, 29.9 dB for 13 kHz,
31.5 dB for 15 kHz, 33.2 dB for 17 kHz, and 34.8 dB for
19 kHz.

The development of a model of whistle propagation re-
quired data on the source levels of whistles produced under
natural circumstances. No information exists on the source
levels of the whistles produced by the Sarasota dolphins.
Thus, we constructed a table of possible source levels of
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whistles �155 dB, 160 dB, and 165 dB� using as a reference
the maximum source level reported for other wild bottlenose
dolphins �169 dB re 1 �Pa; Janik, 2000b�.

We compared the means of the slopes of the regression
models using a two way analysis of variance �two-tailed,
alpha=0.05� to test for significant differences between habi-
tats, frequencies, and interactions between frequencies habi-
tats. The slope of the regression indicates how sound levels
fall off with distance. Statistical analysis was performed with
SPPS v. 14.0 �SPSS, Chicago, IL�.

III. RESULTS

A. Behavioral observations

A total of 224 separations of females and their depen-
dent calves were observed. Of these, 161 occurred in shallow
water and 63 occurred in channels. Mean separation distance
in shallow water was 115±48 m and in channels was
99±48 m. Eight separation events were used to identify the
areas where sound transmission experiments were con-
ducted. They corresponded to the most recent events and
they occurred on different dates. Five separations of three
different mother/calf pairs were recorded in shallow water
and their separation distances were 90 m, 95 m, 100 m,
120 m, and 200+ m. In channels, three separations events of
three different mother/calf pairs were recorded. One separa-
tion event occurred in the intersection between two channels
and this point was thus used as the start point of each experi-
mental transect in the two channels. Separation distances in
the channels were 50 m, 200 m �n=2�, and 200+ m.

During the separations, we recorded a total of 204
whistles. In the shallow water areas, 199 whistles were re-
corded in three of the five separations and they corresponded
to three different mother/calf pairs. The three separations
lasted a total of 38.0 min. In channels, 5 whistles were re-
corded in two of the four separations and they corresponded
to two different mother/calf pairs. The two separations lasted
17.1 min. In shallow water areas, whistles had a minimum
frequency with a mean equal to 7.5±2.5 kHz and a maxi-
mum frequency with a mean equal to 13±3.2 kHz. In chan-
nels, whistles had a minimum frequency with a mean equal
to 12±3.6 kHz and a maximum frequency with a mean equal
to 20±7.4 kHz.

B. Sound transmission experiments

Shallow water transects had mean depths varying from
1.3 m �SAMS2� to 2.6 m �NWPSB2; Table I�. The overall
mean depth of three transects was 1.9±0.5 m. Channel
transects had mean depths varying from 3.1 m �North Anna
Maria Sound� to 4.1 m �San Remo Channel� and their over-
all mean depth was 3.47±0.7 m.

Most frequencies either followed the spherical spreading
attenuation model or had transmission loss values that were
intermediate between the predicted values of the spherical
and cylindrical spreading attenuation models �Figs. 2 and 3�.
Low frequencies traveled much farther than high frequencies
and sound propagation varied within and between channels
and shallow water areas �Figs. 2 and 3�. In shallow water, the
attenuation was highly variable at distances up to 50 m when

the average water depth was equal to 1.3 m �n=19, SD
=0.1�. In contrast, when the mean water depth was greater
than 2 m, attenuation was highly variable at shorter distances
�5 and 20 m; Fig. 2�.

To compare sound propagation among shallow-water
transects, we examined transmission loss at the 100-m point,
which is the maximum distance of the shortest transect. At
the 100-m point, three transects �SAMS2, SPSB1, and
SPSB2� had a depth of 1.1 m, and mean transmission loss
over all frequencies was −27.4 dB. In the other six transects
�PSB1, PSB2, SAMS1, SKF, NWPSB1, and NWPSB2� wa-
ter depth was greater �2.0±4 m�, and mean transmission loss
over all frequencies was greater than or equal to −30.2 dB
over 100 m.

We examined the effect of vegetation and sediment type
on sound transmission loss in shallow water areas. At the
100-m point, the mean transmission loss was greater in
transects with seagrass and lower in transects with mud or
sand bottom sediments �Fig. 2�. In seagrass transects, mean
transmission loss was approximately −36 dB for low-
frequency whistles, and −47 dB for high-frequency whistles.
In nonseagrass transects, mean transmission loss was similar
between the two type of hypothetical whistles �low-
frequency whistles −29.0±6.8 dB, high-frequency whistle
−29.8±4.8 dB�. Frequencies greater than 17 kHz were less
attenuated in sand-areas than in the sand-mud and mud areas.
Mean transmission loss was −41.8 dB in transects with sea-
grass �PSB1 and PSB2�, −29.5 dB in transects with sandy-
mud sediment �NWPSB 1 and NWPSB 2�, −27.7 dB in
transects with mud sediment �AMS1, AMS2, SPSB1, and
SPSB2�, and −25.6 dB in transects with sand sediment
�SKF�.

We examined transmission loss in channels at the 100
-m point also. At the 100-m point, three of the four channels
had relatively similar water depths �Anna Maria Sound
=3.4 m, Cortez Channel=3.4 m, and Main Channel=3.2 m�,
but their mean transmission losses were very different �Fig.
3�. The mean transmission loss over all frequencies was
−14.3 dB in the Cortez Channel, −26.7 dB in the Main
Channel, and −40.1 dB in Anna Maria Sound. Mean trans-
mission loss of low- and high-frequency whistles was, re-
spectively, −15.3 dB and −13.5 dB in the Cortez Channel,
−27.0 dB and −30.40 dB in the Main Channel, and −40.8 dB
and −38.1 dB in Anna Maria Sound. The fourth channel �San
Remo Channel� was deeper at the 100-m point �4.7 m� and
its mean transmission loss was equal to −35.2 dB. Mean
transmission loss of low- and high-frequency whistles was
−35.6 dB and −36.4 dB, respectively.

Mean transmission loss at the 100-m point was more
variable in channels than in shallow water areas. Mean trans-
mission loss varied from −14.3 dB to −40.1 dB in channels
and from −25.6 dB to −43.4 dB in shallow water areas.
However, at the same point, the range between the minimum
and maximum transmission losses was relatively similar be-
tween the two habitats with shallow water areas being wider
by 4 dB �−12 dB to −57 dB� than channels �−4 dB to
−45 dB�.

Noise levels were variable among transects both in shal-
low water and channels �Table II�. Noise levels plus critical
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ratios ranged from 94.5 dB to 106.9 dB re 1 �Pa2/Hz in
shallow water areas and from 100.6 dB re 1 �Pa2/Hz to
110.0 dB re 1 �Pa2/Hz in channels. For most frequencies,
the noise level plus critical ratio was lower in shallow water
transects than in channels. In some shallow water locations
�SKF, PSB� and all channels, the noise level plus critical
ratio increased with increasing frequency, especially at fre-

quencies greater than 11 kHz. However, in other shallow wa-
ter locations �SAMS, SPSB� the noise level plus critical ratio
was approximately the same among frequencies.

C. Modeling of active space

The theoretical detection range was noise-limited, as op-
posed to hearing-sensitivity-limited, both in shallow water

FIG. 2. Transmission loss data with distance for eight tones used during sound transmission experiments conducted in four shallow areas �PSB, SKF, NWPSB,
and SPSB�. Except for SKF, two transect lines were done in each experiment and each transect line is represented with a number next to the code of the
corresponding area. Theoretical attenuation based on cylindrical and spherical spreading is also shown. A profile of the depth contour of each transect is also
included.
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areas and in channels. This was evident in the fact that all
noise levels plus critical ratio measurements were greater
that the hearing thresholds obtained by Ljungblad et al.
�1982�.There were no significant differences in the mean re-
gression slopes between habitats �F=2.41, p=0.13, df=1� or
between frequencies �F=0.91, p=0.50, df=7�. There was a
significant interaction between habitat and frequency �F

=2.42, p=0.03, df=7�, which was mainly due to differences
between 5 kHz and 9 kHz in channel and shallow water.

Active space was shorter in shallow water areas than in
channels. In shallow water, active space of whistles was
greater in unvegetated habitats than in seagrass habitats �Fig.
4�. For example, the active space of a low-frequency whistle
with a source level equal to 155 dB was estimated to be

FIG. 2. �Continued).
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approximately 662 m in an unvegetated habitat �mud bot-
tom: SAMS� and 186 m in a habitat with seagrass �PBS�. In
channels, the same whistle had an estimated active space
approximately between 230 m to 1 km depending on the
channel �SRC=230 m, AMS=345 m, MC=750 m, CC
=6070 m�. Active space was also different between whistles
with different frequency components. While a low-frequency
whistle with a source level of 155 dB can travel up to a
6 km, a high-frequency whistle with the same source level
can travel approximately up to 4 km depending on the chan-
nel.

Active space almost doubled with a 5 dB increase in
whistle source level �Fig. 4�. In shallow water, a low-
frequency whistle with a source level equal to 160 dB had an
estimated active space of approximately 1260 m in an un-
vegetated habitat �mud bottom: SAMS� and of 301 m in a
seagrass habitat �PBS�. The estimated active space of a low-
frequency whistle with a source level equal to 165 dB was
over 2 km in the same unvegetated habitat and close to
500 m in the same seagrass habitat. In channels, a similar
pattern was observed. Low-frequencies with a 160 dB source
level can travel between 400 m �SRC� and 13 km �CC�. If
the source level of the same whistle increased by 5 dB, the
estimated active space increased to 1 km �SRC� and 28.5 km
�CC�. It is important to notice that the estimates assume that
a habitat is homogenous in its propagation characteristics.

IV. DISCUSSION

Separation distances of females and their dependent
calves were shorter than the estimated active space of
whistles. Since whistles are thought to be used by dolphins to

maintain group cohesion �Janik and Slater, 1998; Norris et
al., 1994; Smolker et al., 1993�, the results suggest that dol-
phins can communicate over the distances that temporary
separations occurred. The results also suggest that separation
distances are not necessarily determined by the maximum
communication range. Other factors such as predation pres-
sure or food distribution may be important. A calf may not
wander far from its mother if the cost of predation risk is
high. Furthermore, factors like ambient noise can affect com-
munication range by dramatically reducing the active space
�Urick, 1975; Forrest, 1994; Janik, 2000b; Slabbekoorn,
2004�. In this respect, our results showed the best-case sce-
nario of sound propagation and estimates of active space,
because experiments were conducted when no boats were
present within a radius of approximately 1 km of the record-
ings. In fact, the theoretical detection range was noise-
limited, as opposed to hearing-sensitivity-limited, both in
shallow water areas and in channels. However, background
noise can vary widely depending on the number of power
boats present, fish choruses, snapping shrimp, and wave ac-
tion. In Sarasota Bay, dolphins are frequently exposed to
boat noise as boats pass within 100 m of them on an average
of every 6 min during daylight hours �S. M. Nowacek et al.,
2001�.

Estimates of active space were based on the propagating
distance of the first frequency reaching the noise threshold
since different frequencies propagate different distances. Yet,
dolphins may be able to discriminate a whistle even if one of
its frequency components is lost with distance. However, it is
currently unknown how dolphins discriminate and identify
sounds. It is one thing to detect a sound and quite another to

FIG. 2. �Continued).
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comprehend its significance. Thus, our estimates may be
conservative if the distance over which the meaning of a
whistle is transmitted is greater than the distance over which
the first whistle frequency component is lost.

Estimated active space of whistles was highly variable
according to habitat characteristics. For example, in shallow

seagrasss areas, the active space of a 7–13 kHz whistle with
a source level equal to 160 dB was estimated to be 301 m.
Yet, the same whistle had an estimated active space over
13 km in channels. The regressions in Tables III and IV can
be interpreted to understand how sound propagates on aver-
age in each transect. The slope of the regression indicates

FIG. 3. Transmission loss data with distance for eight tones used during sound transmission experiments conducted in four channels �Main Channel, San
Remo Channel, Anna Maria Sound, and Cortez Channel�. Theoretical attenuation based on cylindrical �lines� and spherical spreading �dashed lines� are also
shown. A profile of the depth contour of each transect is also included.
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how sound levels fall off with distance. Although we did not
find significant differences in the means of the distributions
of regression slopes between habitats and between frequen-
cies, it is important to note that individual transects showed a
lot of variation, and the transmission loss over each transect
is what is biologically relevant, not the mean for each habitat
type. A slope of 20 indicates that sound follows a spherical
spreading model. If the slope is 10, then it follows a cylin-
drical spreading model. The smallest slope was −13.8 dB,

which was in a channel. The steepest slope �i.e., greatest
propagation loss� was −28.0 dB, which was in shallow sea-
grass. The assumption of the propagation models is that a
habitat is homogenous in its propagation characteristics.
However, propagation characteristics are likely to be variable
and significant changes in habitat features like water depth,
substrate, seagrass cover, channel shape �horizontal and ver-
tical�, and channel width can alter active space greatly. Fig-
ures 2 and 3 show how propagation is affected by changes in
water depth and how some frequencies are more attenuated
than others with depth. In the Main Channel �MC�, received
levels of an 11 kHz signal fluctuated by more than 15 dB
with water depth changes of up to 1 m. A source level
change of even 5 dB can decrease or increase the active
space of whistles significantly as dolphins navigate through-
out the heterogeneous environment. Although the active
space of some whistles could be more than 13 km in chan-
nels, in reality most channels sampled are shorter than
3–4 km before their course changes direction. Yet, an active
space of even a few kilometers is still be a significant range
of communication between dolphins in Sarasota Bay where
channels are narrow and shallow areas extend hundred of
meters.

Variation in estimated active space was observed in shal-
low water areas. A low-frequency whistle with a source level
of 155 dB attenuated up to seven times more in seagrass
areas than in areas with other bottom type with respect to
distance �Fig. 4�. In seagrass, the active space of the same
whistle was estimated to be approximately 186 m. In con-
trast, the active space of the whistle was much greater, ap-
proximately 1319 m, in a sandy mud habitat of comparable
depth. The scale of the variation in active space is relevant to
dolphins because in Sarasota Bay dolphins use seagrass areas
extensively to feed �Waples, 1995�. If during feeding events
dolphins use whistles to maintain contact, their ability to
communicate over long distances �several hundreds of
meters� is greatly reduced in seagrass areas.

Seagrasses act as a complicated three dimensional dif-
fraction system which causes dramatic filtering of the sound
�Willey and Richards, 1978�. D. P. Nowacek et al. �2001�
reported that the transmission loss of frequencies between
4 kHz and 8 kHz was up to 6 dB greater over 50 m in shal-
low seagrass areas than in shallow areas with mud or sand

TABLE II. Spectrum level background noise plus critical ratios in dB re 1 �Pa2/Hz of each frequency in channels �MC, SRC, AMS, and CC� and
shallow-water transects �PSB1, PSB2, SKF, NWPSB1, NWPSB2, SPSB1, SPSB2, SAMS1, and SAMS2� in Sarasota Bay, Florida.

Frequency

Channels Shallow-water transects

MC SRC AMS CC PBS1 PBS2 SKF NWPSB1 NWPSB2 SPSB1 SPSB2 SAMS1 SAMS2

5 kHz 102.6 106.5 100.3 103.8 99.2 100.3 99.5 101.6 101.6 95.6 94.5 101.7 96.4
7 kHz 101.8 103.7 95.0 105.3 95.8 96.9 95.1 99.0 98.6 95.1 96.0 101.9 99.0
9 kHz 104.9 105.7 103.5 104.0 98.1 98.5 98.9 100.8 100.3 96.9 95.5 101.6 98.3
11 kHz 103.4 105.5 96.4 106.1 98.7 99.4 99.3 99.8 100.4 96.7 98.6 106.9 97.9
13 kHz 105.1 107.2 96.9 107.4 100.0 100.3 100.1 100.9 102.0 96.4 97.1 101.9 96.3
15 kHz 106.3 108.4 101.1 107.7 100.0 105.4 103.4 105.4 105.3 100.4 101.5 106.5 97.2
17 kHz 108.2 110.0 100.6 108.6 103.1 103.7 103.8 105.3 104.5 99.4 101.0 106.5 99.7
19 kHz 108.9 109.5 102.8 107.6 102.6 102.8 106.4 102.9 106.6 101.3 102.5 105.6 102.4

FIG. 4. Estimated active space of low-frequency whistles �LFW
=7–13 kHz� and high-frequency whistles �HFW=13–19 kHz� with differ-
ent source levels in channels and shallow water areas of Sarasota Bay,
Florida. Distance is presented in logarithmic scale. Labels are defined in
Table I.
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bottoms. Sound propagated farther in habitats with sparse
grass than habitats with dense grass �D. P. Nowacek et al.,
2001�. Other factors that influence sound propagation in
shallow waters include surface conditions, bottom contour
variability, water column sound speed properties, bathym-
etry, vegetation, and bottom type �Urick, 1975; Forrest et al.,
1993; Forrest, 1994; Jensen, 2001�.

Among nonseagrass areas, we found that whistles were
more attenuated in areas with mud bottoms followed by sand
and sandy mud bottoms. Mud, clay, and silt cause energy to
dissipate more than sand and gravel �Urick, 1975; Jensen,

2001�. Although the number of experiments conducted in
areas of each sediment type was low, similar results in the
sound transmission of sand and mud areas were found by
Marsh and Schulkin �1962�. Our estimates of whistle active
space in those habitats were greater than 500 m.

The active space of whistles was also variable among
channels, but the variation was not always directly related to
channel depth as expected. In two cases, active space was
related to channel width. In the widest channel, the estimated
active space of high-frequency whistles was over 4 km. The
mean separation distance of females and their dependent
calves in channels �99 m±48 m� was much shorter than the
estimated active space. A large whistle active space could
result in high masking noise for whistles if other dolphins
use the same whistle frequency range �Janik, 2000b� and are
whistling at the same time. A large communication range
may also result in animals being able to eavesdrop on acous-
tic interactions �Janik, 2000b�. This could be a benefit if
dolphins use whistles to look for specific associates since

TABLE III. Regression equations representing the mathematical model of
sound propagation for different frequencies in shallow water habitats. Note:
To calculate the propagation distance, source levels are added to the inter-
cept of the equation. Frequencies from 7 to 13 kHz are referred to as a
low-frequency whistle and from 13 to 19 kHz are referred to as a high-
frequency whistle. R2 is the proportion of variability explained by the propa-
gation model.

Experimental
transect/habitat Frequency

Propagation distance
�x=distance in meters,

y=whistle source level� R2

PSB2
Seagrass

5 kHz y=−19.9 log�x�+3.5 0.9
7 kHz y=−22.6 log�x�+4.7 0.9
9 kHz y=−23.9 log�x�−2.2 0.9
11 kHz y=−22.9 log�x�−4.4 0.9
13 kHz y=−22.1 log�x�+1.9 1.0
15 kHz y=−28.0 log�x�+1.3 1.0
17 kHz y=−26.0 log�x�+0.9 0.9
19 kHz y=−26.6 log�x�+2.0 0.9

SKF
Sand

5 kHz y=−25.8 log�x�+13.9 0.8
7 kHz y=−23.5 log�x�+11.1 0.8
9 kHz y=−16.8 log�x�+3.2 0.9
11 kHz y=−15.9 log�x�+0.6 0.8
13 kHz y=−16.4 log�x�+2.9 0.9
15 kHz y=−15.2 log�x�+2.1 0.8
17 kHz y=−14.5 log�x�+2.5 0.8
19 kHz y=−26.6 log�x�−1.0 0.9

NWPSB2
Sandy mud

5 kHz y=−25.8 log�x�+8.4 0.8
7 kHz y=−23.5 log�x�+0.9 0.9
9 kHz y=−16.8 log�x�+0.7 0.7
11 kHz y=−15.9 log�x�+0.4 0.7
13 kHz y=−16.4 log�x�−0.5 0.8
15 kHz y=−15.2 log�x�+1.9 0.8
17 kHz y=−14.5 log�x�+2.8 0.7
19 kHz y=−26.6 log�x�−9.3 0.7

SPSB2
Mud

5 kHz y=−22.9 log�x�+10.6 0.6
7 kHz y=−20.2 log�x�+6.8 0.6
9 kHz y=−22.9 log�x�+6.0 0.8
11 kHz y=−14.9 log�x�+9.8 0.6
13 kHz y=−19.2 log�x�+5.4 0.9
15 kHz y=−16.8 log�x�+7.8 0.7
17 kHz y=−15.5 log�x�+2.6 0.8
19 kHz y=−15.9 log�x�+5.1 0.8

AMS1
Mud

5 kHz y=−16.1 log�x�+5.9 0.8
7 kHz y=−17.2 log�x�+5.8 0.9
9 kHz y=−20.9 log�x�+8.0 0.9
11 kHz y=−18.0 log�x�+2.5 0.9
13 kHz y=−18.5 log�x�+3.6 0.9
15 kHz y=−16.0 log�x�+5.1 0.8
17 kHz y=−16.2 log�x�+4.7 0.9
19 kHz y=−26.6 log�x�+5.4 0.9

TABLE IV. Regression equations representing the mathematical model of
sound propagation for different frequencies in channels. Note: To calculate
the propagation distance, source levels are added to the intercept of the
equation. Frequencies from 7 to 13 kHz are referred to as a low-frequency
whistle and from 13 to 19 kHz are referred to as a high-frequency whistle.
R2 is the proportion of variability explained by the propagation model.

Experimental
transect/habitat Frequency

Logarithmic equation
�x=distance in meters,
y=whistle source level� R2

Main
Channel

5 kHz y=−15.4 log�x�+4.8 0.9
7 kHz y=−14.9 log�x�+1.5 0.8
9 kHz y=−18.4 log�x�+2.7 0.8
11 kHz y=−15.5 log�x�+7.6 0.7
13 kHz y=−18.3 log�x�+2.8 0.8
15 kHz y=−12.8 log�x�+2.4 0.6
17 kHz y=−15.9 log�x�+3.4 0.9
19 kHz y=−13.8 log�x�+3.5 0.8

San Remo
Channel

5 kHz y=−17.0 log�x�−3.9 0.8
7 kHz y=−18.0 log�x�+0.3 0.9
9 kHz y=−20.9 log�x�−0.0 0.9
11 kHz y=−21.0 log�x�+7.3 0.8
13 kHz y=−19.9 log�x�+0.9 0.9
15 kHz y=−18.1 log�x�−3.2 0.9
17 kHz y=−14.5 log�x�+2.5 0.9
19 kHz y=−16.7 log�x�−3.2 0.9

Anna Maria
Sound

5 kHz y=−13.9 log�x�−6.4 0.8
7 kHz y=−16.5 log�x�−3.8 0.9
9 kHz y=−20.9 log�x�+1.5 0.9
11 kHz y=−20.7 log�x�+2.3 0.9
13 kHz y=−21.8 log�x�+7.1 0.9
15 kHz y=−24.5 log�x�+7.1 0.9
17 kHz y=−21.8 log�x�+3.4 0.9
19 kHz y=−22.4 log�x�+8.7 0.9

Cortez
Channel

5 kHz y=−13.9 log�x�+3.4 0.8
7 kHz y=−16.5 log�x�+1.2 0.9
9 kHz y=−20.9 log�x�+5.5 0.8
11 kHz y=−20.7 log�x�+8.1 0.7
13 kHz y=−21.8 log�x�+4.2 0.7
15 kHz y=−24.5 log�x�−0.2 0.7
17 kHz y=−21.8 log�x�+3.6 0.8
19 kHz y=−22.4 log�x�+7.3 0.9
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individual dolphins produce distinctive signature whistles
�Caldwell et al., 1990�. For example, a large active space
could help male dolphins to find each other. In Tursiops sp.
male dolphins are known to form coalitions with particular
males during the mating season. Male coalitions are formed
to control and sometimes steal receptive females from other
males �Connor et al., 1992�. For receptive females, a large
active space of whistles could be costly if they are avoiding
harassing males.

Janik �2000b� found that the active space of whistles in
a channel can decrease by several kilometers when whistle
frequency is higher than 10 kHz. In our study, the decrease
in active space by several kilometers occurred at 13 or
15 kHz in all four channels. Differences between studies
could be due to environmental differences. The channels of
our study were much shallower �3.1–4.1 m� and narrower
�139–390 m� than the channel studied by Janik �2000b;
depth=10 m, width=500 m�. Such environmental variability
makes it difficult to provide general conclusions about the
behavior of specific frequencies. Sound propagation may
change as water depth changes with tidal events, temperature
gradients, freshwater inputs, and obstacles in the sound path.

Changes in whistle source level or frequency could help
the transmission of whistles over long distances when asso-
ciates are temporarily separated. The active space of whistles
almost doubles when there is a 5 dB increase in source level
�almost a doubling in energy; Fig. 4�. This suggests that there
is an advantage if dolphins produce louder whistles in habi-
tats where propagation is poor than in other habitats. There
could also be an advantage in changes in frequency. For
example, the active space of low-frequency whistles was
larger in 75% of the shallow water areas than the active
space of high-frequency whistles in the same habitat. Studies
examining the characteristics of whistles used in different
habitats will help in understanding how dolphins communi-
cate over long distances.

It is important to note that our estimates of active space
assume that both the whistling and receiving dolphins are
1 m below the water surface. However, dolphins move ver-
tically within the water column as they surface to breath,
search for food, or socialize with other dolphins. It is pos-
sible that the active space changes with the position of the
whistling and receiving dolphins because the transmission
loss of sound varies within the water column. The influence
of the sender location on signals has been suggested for birds
�Lohr et al., 2003� and other aquatic animals �Forest et al.,
1993�. Active space also varies with hearing thresholds,
which can vary greatly among dolphins of different age
groups �Houser and Finneran, 2005�. Thus, each dolphin
might have a different communication range. Another aspect
to take into account is that studies have found that whistles
of some delphinds are somewhat directional at higher fre-
quencies, especially in respect to harmonics �Lammers and
Au, 2003�. Thus, even in a homogeneous environment, the
active space may not be radially symmetric around the dol-
phin.

The results of this study suggest that whistle active
space is greater than the distances commonly used to identify
dolphins as members of a group: 10-m chain rule �Smolker

et al., 1993� and a radius of 100 m �Wells and Scott, 1990�.
Although such definitions make data collection manageable
and replicable in the field, they may not be biologically
meaningful if dolphins communicate over much larger dis-
tances. Since whistles are thought to be used by dolphins to
maintain group cohesion and to communicate over long dis-
tances �Janik and Slater, 1998; Norris et al., 1994; Smolker
et al. 1993�, understanding the communication range to de-
fine dolphin groups is extremely important.
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The goal of this research was to determine when harbor seal pup vocalizations become sufficiently
distinctive to allow individual recognition. A total of 4593 calls were analyzed from 15 captive pups.
Nineteen were harsh, broadband, staccato calls used in an aggressive context. The rest were tonal
“mother attraction calls,” having an inverted “v”- or “u”-shaped spectrogram with harmonics and a
fundamental frequency around 200–600 Hz. Calls were individually distinctive even in pups less
than 2 weeks old, suggesting that mothers may be able to recognize pup vocalizations at this early
age. Classification rates from discriminant function analysis were generally comparable to those of
other phocids and less than in otariids, supporting the theory that recognition is more highly
developed in otariids. Significant differences were found between male and female pup calls, and
there were significant interactions between pup sex and age. The results of this study should be
interpreted with caution until the findings are verified in wild harbor seal pups. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2226530�
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I. INTRODUCTION

Parent-offspring vocal recognition is common in many
birds and mammals, and increases reproductive success by
restricting parental care to genetically related offspring.
Among pinnipeds, vocal recognition is widespread, although
it is considered better developed in otariids �fur seals and sea
lions� than in phocids �true seals� �see Insley et al., 2003 for
a review�. An important factor driving the evolution of rec-
ognition in pinnipeds may be the maternal strategy, with long
periods of dependence and maternal separations correlated
with mutual recognition �Insley, 1992; Insley et al., 2003�.
Otariids have a “foraging cycle strategy” marked by a long
period of offspring dependence during which the mother al-
ternates foraging trips to sea with time on land to nurse her
pup �Bonner, 1984; Oftedal et al., 1987�. In contrast, many
phocids have a “fasting strategy” in which mothers remain
close to their pups for a short and intense lactation period
�Bonner, 1984; Oftedal et al., 1987�. The finding that harbor
seals forage during lactation challenged the traditional di-
chotomy of the otariid foraging cycle strategy and the phocid
fasting strategy �Bowen et al., 1992�. This begs the question
of whether harbor seals have faced greater selective pressure
on mother-pup recognition than have other phocids.

Female harbor seals give birth to a single pup annually,
and the unusually precocial pups follow their mothers both
on land and in the water within minutes. Unlike most pinni-
peds, female harbor seals do not emit a “pup attraction call.”
The pups, however, are quite vocal and begin to emit
“mother attraction calls” several hours after birth �Lawson
and Renouf, 1985�. These calls presumably function to aid
the mother and pup in maintaining contact and reuniting
once separated �Renouf, 1984�. Preliminary research found
that pup calls appeared to be individually distinctive �Perry
and Renouf, 1988; Renouf, 1984�, and a captive adult was
able to distinguish between playbacks recorded from differ-
ent pups �Renouf, 1985�.

Parents typically begin to recognize offspring calls just
after they become individually distinctive and before off-
spring intermingle with conspecifics �bank swallow: Beecher
et al., 1981a; McArthur, 1979; razorbill: Insley et al., 2003;
McArthur, 1982; goat: Lenhardt, 1977�. In pinnipeds, the
ability to recognize pup calls immediately postpartum has
not been tested, and factors affecting the ontogeny of recog-
nition are unknown. Insley �2001� suggested that the critical
time for otariids is 1–2 weeks postpartum when the mother
leaves on her first foraging trip. Subantarctic fur seal mothers
that were tested 7 months after parturition recognized play-
backs from 1–2-day-old pups �Charrier et al., 2003a�, sug-
gesting that pup calls were distinctive at this early age.

Harbor seals are faced with the challenge of maintaining
contact with mobile pups on land and in the water immedi-
ately after birth. Female harbor seals make diving bouts ac-
companied by their pups as early as 0–3 days postpartum
�Bowen et al., 1999�, and a mechanism for long-distance

a�Portions of this work were presented in “Aerial vocal development in
captive harbor seal pups, Phoca vitulina richardsi and Phoca vitulina con-
color,” in Proceedings of the Defenders of Wildlife Conference on Carni-
vore Biology and Conservation, Monterey, California, November 2002,
and “Vocal development in captive harbor seal pups, Phoca vitulina,” in
Proceedings of the 15th Biennial Conference on the Biology of Marine
Mammals, Greensboro, North Carolina, December 2003.

b�Electronic mail: christin@cbkhan.com
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recognition should be in place by this time. Breeding rook-
eries are often in areas with low visibility, strong currents,
and high ambient noise. Under these circumstances, the abil-
ity to discriminate among pups is important immediately af-
ter parturition.

Long-distance pup recognition using acoustic cues is
only possible after pups begin to produce individually dis-
tinctive vocalizations. The primary goal of this research was
to determine when harbor seal pup calls become sufficiently
distinctive to allow individual recognition using acoustic
cues. Additionally, we expected sex differences in the vocal-
izations, as well as changes in call structure due to physi-
ological maturity. Therefore, a secondary goal of this re-
search was to explore age and sex information in the calls.
The present study is the first quantitative research on vocal
development in harbor seal pups.

II. METHODS

A. Subjects and study site

Aerial vocalizations were recorded from 15 captive har-
bor seal pups, Phoca vitulina richardii, at The Marine Mam-
mal Center in Sausalito, California from March 13th until
May 18th of 2002. The pups were born in the wild and
brought in for rehabilitation at the age of 1–7 days postpar-
tum; they were in acoustic and physical contact with other
harbor seal pups �as they are under natural conditions�. The
Director of Veterinary Science, Dr. Frances Gulland, as-
signed an estimated date of birth to each pup based on the
presence and condition of umbilicus, teeth, and white blood
cell counts.

B. Recording vocalizations

Recordings were made with an Audio-technica 835b
condenser microphone �frequency response of 40–20 000
Hz� and a Sony TCD-D8 DAT recorder at sampling rates of
44.1 and 48 kHz, allowing for an analysis range of at least

0–20 kHz. Flipper tags allowed individual pups to be easily
identified, and recordings were immediately followed by a
voice announcement to ensure that calls were assigned to the
correct individual. All recordings produced during this study
are archived by the Macaulay Library of Natural Sounds at
the Cornell Laboratory of Ornithology in Ithaca, New York
�www.animalbehaviorarchive.org�.

C. Acoustical analysis

Recordings were digitized with a Roland UA-30 USB
audio interface with DAT ACS digital connection cord using
the software COOL EDIT PRO 1.2 �Syntrillium Software Corp.,
Phoenix, AZ� and an ESS Maestro sound card at a sampling
rate of 44.1 or 48 kHz and 16-bit resolution. Spectrograms
were generated using a 1024-point FFT with a Hamming
filter. Vocalizations with high signal-to-noise ratio and unam-
biguous identity were selected and cued for subsequent digi-
tal analysis. Background noise was removed in COOL EDIT

PRO with a Butterworth bandpass filter using cutoffs of
100 Hz and 15 kHz. Vocalizations were measured using a
modified version of the Contour Similarity Technique �for
detailed descriptions of this technique, see McCowan, 1995,
and McCowan and Reiss, 2001�. Sixty time and frequency
points were extracted across the duration of each call by
following the dominant frequency �the frequency of highest
amplitude�. Nineteen summary acoustic variables were cal-
culated from these measurements �Table I�.

D. Statistical analysis

1. Individual differences

Stepwise, cross-validation discriminant function analysis
was performed to classify vocalizations based on the identity
of the calling pup using SPSS 10.0 �SPSS Inc., Chicago, IL�.
To meet the assumptions of this test, continuous variables
were tested for normality and log transformed as necessary.
When sample sizes were unequal, percent correct expected

TABLE I. Summary acoustic variables calculated for each vocalization.

Acoustic variable Description

Start frequency Frequency at the beginning of the call �Hz�
Finish frequency Frequency at the end of the call �Hz�
Minimum frequency Lowest frequency in the call �Hz�
Maximum frequency Highest frequency in the call �Hz�
Mean frequency Average frequency across the call �Hz�
Frequency at peak amplitude Frequency at which peak amplitude occurs �Hz�
Frequency range Maximum frequency minus the minimum frequency �Hz�
Maximum freq/mean freq Maximum frequency divided by the mean frequency
Mean freq/minimum freq Mean frequency divided by the minimum frequency
Duration The length of time of the call �ms�
Location of minimum frequency Location of minimum frequency as a percentage of the call
Location of maximum frequency Location of maximum frequency as a percentage of the call
Start frequency slope Slope of the initial third of the call �Hz/ms�
Middle frequency slope Slope of the middle third of the call �Hz/ms�
Finish frequency slope Slope of the final third of the call �Hz/ms�
Coefficient of variation Measure of the magnitude of the frequency modulation
Jitter factor Weighted measure of the frequency modulation
Coefficient of frequency modulation Unweighted measure of the frequency modulation
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by chance was calculated separately for each individual; the
overall percent correct expected by chance was determined
by adding the number of correctly classified calls expected
for each individual and then dividing this sum by the total
number of calls analyzed �Tabachnick and Fidell, 2001�. Chi-
square was then used to test whether correct classification
was significantly greater than expected by chance. Holm’s
sequential Bonferroni method was used to adjust alpha levels
for multiple comparisons �Rice, 1989�.

Since the fundamental frequency has been implicated as
an individually distinctive feature in the vocalizations of har-
bor seal pups �Renouf, 1984; Perry and Renouf, 1988�,
cross-validation discriminant function analysis was also run
on a subset of the data for which calls were filtered and
measured from the fundamental frequency only. The 19 sum-
mary acoustic variables were calculated from 60 time and
frequency points extracted from the fundamental frequency
�Table I�. Six pups with large sample sizes were chosen for
this analysis, and 40 calls were randomly selected from each
pup during each of three age groups �n=240 calls per age
group�. This analysis enabled a comparison of individuality
as a function of age.

The Potential for Individuality Coding was calculated
from the ratio of the between-individual coefficient of varia-
tion �CVb� and the mean value of the within-individual co-
efficients of variation �CVi� �Robisson et al., 1993; Len-
gagne et al., 1997�. Coefficients of variation were calculated
by dividing the standard deviation by the mean.

2. Sex differences

Stepwise cross-validation discriminant function analysis
was conducted on a subset of the data containing 1500 calls
to classify vocalizations based on the sex of the calling pup
using SPSS 10.0. Five pups of each sex with large sample sizes
were chosen for this analysis, and 150 calls were randomly
selected from each pup. Continuous variables were tested for
normality and log transformed as necessary. Chi-square was
used to test whether correct classification was significantly
greater than expected by chance. Mixed-effects linear regres-
sion, which is discussed further in the next subsection, was
used to identify which variables were significantly different
between males and females.

3. Age differences

Differences in vocalizations attributable to age were ex-
amined using mixed-effects linear regression with the nested
repeated measure �or random grouped effect� of “recording
session within id,” in S-PLUS 2000 statistical software �Data
Analysis Products Division., MathSoft, Seattle, WA; Pin-
heiro and Bates, 2000�. Regression diagnostics confirmed
that the variables followed normality and variance assump-
tions. The covariates or fixed effects included sex and age �in
weeks� of the vocalizing pup. The nested repeated measure
of recording session within id accounted for any clustering
due to individuals or recording session, and was based on the
assumption that there would be more variability in call char-
acteristics of the individuals across recording sessions than
there would be in recording sessions across individuals.

III. RESULTS

A. General call characteristics

The total data set included 4593 vocalizations recorded
from 15 harbor seal pups. Most �n=4574� calls were rela-
tively tonal, having an inverted “v-” or “u”-shaped spectro-
gram with the fundamental frequency around 200–600 Hz
and harmonics �Fig. 1�. See Table II for descriptive statistics
on measured call characteristics made by following the
dominant frequency of the call.

B. Aggressive vocalizations

The remaining 19 calls were harsh, broadband, staccato
calls used in an aggressive context toward another seal pup
or human �Fig. 2�. Most of these aggressive calls �n=15�
were recorded from one individual. Aggressive vocalizations
were recorded in a sequence of one to three calls and were
produced by both male and female pups. The major energy in
these vocalizations was from 200–2000 Hz, and duration
ranged from 0.12 to 1.07 s �mean=0.57 s�.

C. Individual differences

1. Discriminant function analysis

The 19 calls identified as aggressive vocalizations were
excluded from the analysis, resulting in a sample size of
4574 calls. With all age groups combined, stepwise cross-
validation discriminant function analysis classified 29.3% of
calls correctly, which is significantly more than the 11.5%
correct expected by chance ��2, P�0.0001�. See Table III.
Classification scores for individuals ranged from 3.6% to
53.0% correct, and were significantly greater than expected
by chance in 11 of the 15 harbor seals ��2, P�0.0001�.

The discriminant function analysis generated ten signifi-
cant canonical discriminant functions representing the linear
combinations of the variables that maximally separate groups
in multidimensional space. The first canonical discriminant
function accounted for 52.5% of the variation between indi-
viduals and loaded most heavily with duration and jitter fac-
tor. The second discriminant function, which accounted for
19.3% of the variation, loaded most heavily with mean fre-
quency, the mean frequency divided by the minimum fre-
quency, and call duration.

FIG. 1. Spectrogram of typical harbor seal pup vocalizations with inverted
“v” or “u” shape.
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2. Fundamental frequency discriminant function
analysis

Cross-validation discriminant function analysis was also
run on a subset of the data containing 40 calls each from six
pups during three different age groups �n=240 per age
group� for which calls were filtered and measured from the
fundamental frequency only. Overall percent-correct classifi-
cation scores were significantly greater than expected by
chance for each of the three age groups as well as all ages
combined ��2, P�0.0001, Table IV�. Classification scores
using measurements made from just the fundamental fre-
quency were higher than classification scores using measure-
ments made by following the dominant frequency of the call.

The fundamental frequency analysis for all age groups
combined generated five significant canonical discriminant
functions. The first function accounted for 45.7% of the
variation between individuals and loaded most heavily with
mean frequency and finish frequency. The second discrimi-
nant function, which accounted for 29.6% of the variation,
loaded most heavily with maximum frequency and the coef-

ficient of frequency modulation. The third function ac-
counted for an additional 16.2% of the variation between
individuals and loaded most heavily with duration and coef-
ficient of variation.

3. Potential for individuality coding

Measured call characteristics from the vocalizations of
harbor seal pups recorded in this study had Potential of
Individuality Coding values ranging from 0.98 to 1.18 �Table
V�.

D. Sex differences

1. Discriminant function analysis

Cross-validation discriminant function analysis was con-
ducted on a subset of the data containing 1500 calls �150
from each of five male and five female pups� to classify
vocalization based on the sex of the calling pup. With all age
groups combined, 66.1% of calls were classified correctly,
which is significantly more than the 50% correct expected by
chance ��2, P�0.0001�. The analysis generated one signifi-
cant canonical discriminant function that accounted for all of
the variation between sexes, and loaded most heavily with
duration, inflection factor, and mean frequency.

2. Mixed-effects linear regression

When the sex of the vocalizing pup was the only fixed
effect considered, only one of the summary acoustic vari-
ables was significantly different between males and females:
the coefficient of frequency modulation �Table VI�. Male
harbor seal pup calls had higher coefficients of frequency
modulation than did those of female pups.

However, when the interaction between the sex and age
of the vocalizing pup was considered, several other variables
revealed significant differences: mean frequency, frequency
at peak amplitude, duration, location of maximum frequency,

TABLE II. Descriptive statistics of harbor seal pup calls �n=4593� calculated from 60 time and frequency
points extracted by following the dominant frequency of each call.

Acoustic Variable Minimum Maximum Mean SD CV

Start frequency 102.63 8067.20 435.44 371.52 0.85
Finish frequency 103.44 7315.00 457.63 304.93 0.67
Minimum frequency 102.63 1145.10 237.47 80.36 0.34
Maximum frequency 343.27 8595.80 1224.88 572.72 0.47
Mean frequency 255.05 1845.95 661.32 208.58 0.32
Frequency at Peak Amplitude 180.73 3106.10 805.39 348.76 0.43
Frequency range 33.71 8411.50 987.41 574.19 0.58
Maximum frequency / mean freq 1.04 10.51 1.89 0.71 0.38
Mean frequency / minimum freq 1.05 11.80 3.04 1.31 0.43
Duration 117.19 2444.04 610.73 203.70 0.33
Location of minimum frequency 0.00 1.00 0.47 0.44 0.95
Location of maximum frequency 0.00 1.00 0.47 0.24 0.52
Start frequency slope −6.42 3.48 0.17 0.30 —
Middle frequency slope −3.48 1.49 −0.01 0.22 —
Finish frequency slope −2.33 7.39 −0.16 0.27 —
Coefficient of variation 0.57 3836.37 177.30 174.87 0.99
Jitter factor 2.08 67.50 15.31 7.57 0.49
Coefficient of frequency modulation 0.04 3.60 0.59 0.35 0.59

FIG. 2. Spectrogram of three harsh, broadband, staccato calls used in an
aggressive context by harbor seal pups �compare with Fig. 1�.
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TABLE III. Results of cross-validation discriminant function analysis to classify individual harbor seal pups based on call characteristics measured by
following the dominant frequency. Bold numbers are correctly classified calls; others are incorrectly classified �overall 29.3% correct, n=4574�. Chi-square
tested significance. Asterisk indicates significance using Holm’s sequential Bonferroni method to adjust alpha levels for multiple comparisons �Rice, 1989�.

ID

Predicted group membership

%
Correct

%
Change �21 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 46 3 11 4 7 1 2 16 14 5 29 9 19 3 1 27.1% 3.7% �0.0001*

2 2 109 27 1 39 16 37 34 21 4 21 13 23 5 24 29.0% 8.2% �0.0001*

3 4 4 63 2 8 0 7 1 14 3 16 20 7 2 6 40.1% 3.4% �0.0001*

4 26 8 26 6 8 4 8 24 4 1 15 16 7 2 10 3.6% 3.6% 0.9833
5 1 8 4 0 12 0 2 3 0 3 5 1 3 2 1 26.7% 1.0% �0.0001*

6 37 57 38 6 54 49 26 52 50 36 67 45 39 25 21 8.1% 13.2% 0.0003
7 15 55 29 3 21 11 35 21 15 6 35 13 19 5 19 11.6% 6.6% �0.0005*

8 14 20 6 5 29 17 18 42 14 7 24 12 27 10 4 16.9% 5.4% �0.0001*

9 7 4 25 6 5 3 6 7 64 1 8 23 6 7 2 36.8% 3.8% �0.0001*

10 5 2 15 0 30 4 4 17 7 9 10 16 11 18 4 5.9% 3.3% 0.0738
11 11 3 13 1 9 3 5 3 6 3 81 11 0 1 6 51.9% 3.4% �0.0001*

12 13 17 145 1 13 31 14 20 101 12 32 571 59 35 13 53.0% 23.5% �0.0001*

13 41 26 9 5 34 10 21 55 67 25 19 36 225 31 13 36.5% 13.5% �0.0001*

14 1 16 9 0 17 2 2 9 6 14 13 16 21 18 3 12.2% 3.2% �0.0001*

15 1 31 26 1 26 7 13 8 4 6 22 6 14 8 12 6.5% 4.0% 0.0916

In this case, calls were correctly classified significantly less often than expected by chance.

TABLE IV. Results of cross-validation discriminant function analysis using a subset of the data containing 40 calls each from six pups during three different
age groups �n=240 per age group� measured from the fundamental frequency alone. The “% Correct” column contains percentages of calls classified correctly.
Chi-square tested whether correct classification was significantly greater than the 16.67% expected by chance. Asterisk indicates significance using Holm’s
sequential Bonferroni method to adjust alpha levels for multiple comparisons �Rice, 1989�.

ID

0–14 days old 15–28 days old 29–42 days old All ages combined

% Correct �2 % Correct �2 % Correct �2 % Correct �2

2 72.5% �0.0001* 60.0% �0.0001* 80.0% �0.0001* 74.2% �0.0001*

6 15.0% 0.7773 42.5% �0.0001* 42.5% �0.0001* 30.8% �0.0001*

7 55.0% �0.0001* 42.5% �0.0001* 70.0% �0.0001* 50.0% �0.0001*

8 40.0% 0.0001* 42.5% �0.0001* 30.0% 0.0237 38.3% �0.0001*

13 67.5% �0.0001* 52.5% �0.0001* 57.5% �0.0001* 54.2% �0.0001*

15 15.0% 0.7773 47.5% �0.0001* 62.5% �0.0001* 39.2% �0.0001*

Overall 44.2% �0.0001* 47.9% �0.0001* 57.1% �0.0001* 47.8% �0.0001*

TABLE V. Potential for individuality coding �PIC� of harbor seal pup calls. The potential for individuality coding is the ratio of the between-individual
coefficient of variation �CVb� and the mean value of the within-individual coefficients of variation �CVi�.

Acoustic variable Mean±SD CVb Mean CVi PIC

Start frequency 435.44±371.52 0.85 0.76 1.12
Finish frequency 457.63±304.93 0.67 0.61 1.10
Minimum frequency 237.47±80.36 0.34 0.33 1.03
Maximum frequency 1224.88±572.72 0.47 0.44 1.06
Mean frequency 661.32±208.58 0.32 0.29 1.12
Freq at peak amplitude 805.39±348.76 0.43 0.40 1.08
Frequency range 987.41±574.19 0.58 0.55 1.05
Maximum freq / mean freq 1.89±0.71 0.38 0.36 1.04
Mean freq / minimum freq 3.04±1.31 0.43 0.41 1.04
Duration 610.73±203.70 0.33 0.29 1.15
Location of minimum frequency 0.47±0.44 0.95 0.97 0.98
Location of maximum frequency 0.47±0.24 0.52 0.51 1.02
Coefficient of freq modulation 0.59±0.35 0.59 0.58 1.01
Coefficient of variation 177.30±174.87 0.99 0.84 1.18
Jitter factor 15.31±7.57 0.49 0.49 0.99

1688 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Khan et al.: Vocal development in harbor seal pups



coefficient of variation, and jitter factor �Table VI�. See Fig.
3 for graphs generated from the linear mixed-effects models
demonstrating the interaction between the age and sex of the
vocalizing pup. Young harbor seal pups of both sexes tended
to have similar values for mean frequency, but as the pups
matured, female pup vocalizations became higher in mean
frequency while male pup vocalizations became lower in
mean frequency. Similarly, young pups of both sexes had
similar values for frequency at peak amplitude, but as pups
matured, female pup vocalizations became higher while male
pup vocalizations became lower. The mean duration of fe-
male pup vocalizations remained relatively constant through-
out the study period, but male pups exhibited an increase in
the duration of their calls as they matured. The location of
maximum frequency, coefficient of variation, and jitter factor
values were all higher in female pup calls during the first few
weeks of age, becoming gradually lower in females and
higher in males so that male values were higher than females
in pups over 5 weeks of age.

E. Age differences

In addition to maturational changes in male and female
pup calls �See Sec. III D above�, there were also significant
age differences in pup calls regardless of sex. When the age
of the pup was the only fixed effect considered in the re-
peated measures linear regression, the following summary
acoustic variables remained significant: location of the maxi-
mum frequency, coefficient of variation, and jitter factor
�Table VI, Fig. 3�. In addition, the following variables de-
creased significantly with age in pups of both sexes: mini-
mum frequency, maximum frequency, frequency range, loca-
tion of the minimum frequency, and coefficient of frequency
modulation �Table VI�. See Fig. 4 for graphs generated from
the linear mixed-effects models demonstrating the effect of
age.

IV. DISCUSSION

A. General call characteristics

Most calls produced by harbor seal pups during this
study were relatively tonal, having an inverted “v-” or “u”-
shaped spectrogram with the fundamental frequency around
200–600 Hz and harmonics. These calls had acoustic fea-
tures similar to those commonly described in the literature
and presumed to function as “mother attraction calls” �Schef-
fer and Slipp, 1944; Bishop, 1967; Newby, 1973; Renouf,
1984; Ralls et al., 1985; Perry and Renouf, 1988�. Pup vo-
calizations of the western Atlantic harbor seal, Phoca vitu-
lina concolor, have a fundamental frequency at about
350 Hz and harmonics �Ralls et al., 1985�. The mean �±SD�
duration of calls in this study �0.57±0.30 s� falls between
the reported values for the Atlantic subspecies of
0.31±0.14 s �Perry and Renouf, 1988�, 0.81±0.19 s �Ralls et
al., 1985�, and 1.1±0.7 s �Van Parijs and Kovacs, 2002�.

B. Aggressive vocalizations

Nineteen of the calls recorded in this study were harsh,
broadband, staccato calls used in an aggressive context to-
wards another seal pup or human. These calls resemble
“growls” or “hisses” reported in previous studies �Bishop,
1967; Sullivan, 1982; Van Parijs and Kovacs, 2002�, al-
though no quantitative data was provided. The earliest age at
which a pup was recorded vocalizing aggressively in this
study was 16 days postpartum. Further research is needed to
explore the development of aggressive behavior in harbor
seal pups.

C. Individual differences

The results of this study indicate that harbor seal pup
calls are individually distinctive, confirming preliminary re-
search �Perry and Renouf, 1988; Renouf, 1984�. Classifica-

TABLE VI. Results of linear mixed effects regression with the random effect of “recording session within id”
on harbor seal pup calls. Covariates include: fixed effect of “age” �as a continuous variable�, fixed effect of
“sex,” and the interaction between the fixed effects of “age” and “sex” � * indicates significance at the alpha
�0.05 level�. Female is referent.

Acoustic Variable

Age Sex Sex and Age

Coef p�df=298� Coef p�df=13� Coef p�df=298�

Minimum frequency −4.7697 �0.0001* −1.2063 0.7364 −0.0119 0.9876
Maximum frequency −19.402 0.0044* −50.2890 0.2133 −1.244 0.8542
Mean frequency 2.1601 0.5246 −9.9786 0.6189 −9.4408 0.0057*

Freq at peak amplitude 5.4630 0.2370 −16.8019 0.5283 −12.2869 0.0081*

Frequency range −16.0775 0.0190* −49.0871 0.2334 1.1875 0.8618
Duration −0.7073 0.7815 −33.1473 0.1145 9.3709 0.0003*

Location of min freq −0.0019 0.0025* −0.0003 0.9116 0.0002 0.7532
Location of max freq −0.0128 0.0001* −0.0287 0.1079 0.0074 0.0195*

Start frequency slope −0.0003 0.9544 −0.0025 0.9311 −0.0018 0.7161
Middle frequency slope −0.0045 0.0772 −0.0189 0.1095 0.0022 0.3942
Finish frequency slope −0.0052 0.1908 −0.0029 0.9025 0.0061 0.1308
Coefficient of freq mod −0.0182 �0.0001* −0.0405 0.0479* 0.0047 0.1689
Coefficient of Variation −5.3022 �0.0001* −11.1505 0.1239 2.5226 0.0472*

Jitter factor −0.4796 �0.0001* −0.7555 0.1422 0.2358 0.0034*
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tion scores from discriminant function analysis were 29%
correct overall. For effective maternal recognition under
natural conditions, female harbor seals need to discriminate
between pups at a much higher rate of success; several fac-
tors may contribute to this discrepancy. Classification scores
from discriminant function analysis are based solely on the
information contained in a single vocalization, whereas har-
bor seal mothers have an entire calling bout available to
them as well as geographic, visual, and olfactory cues.

Individually distinctive contact calls have been found in
all pinnipeds studied to date �for a review, see Insley et al.,
2003�. Discriminant function analysis has resulted in a wide
range of percent-correct classification scores �see Table VII�,
but whether this reflects species differences in stereotypy or
is an artifact of sample size differences is unknown. Percent-
correct classification scores have been shown to increase cor-
responding to a decrease in the number of individuals and
the number of signals per individual �Bee et al., 2001�. De-
spite these limitations, the range of classification scores does
conform to current ideas regarding recognition abilities in
pinnipeds. Percent-correct classification scores tend to be
higher for otariids than phocids �see Table VII�, supporting
the theory that recognition is more highly developed in otari-

ids. Harbor seals are phylogenetically and behaviorally simi-
lar to grey seals, with females of both species making regular
separations from their pups, and the two species have similar
percent-correct classification scores in discriminant function
analysis �Table VII�. The ability of females to recognize pup
calls has been studied in two different populations of grey
seals with differing results. Grey seal females on Sable Is-
land in Canada were able to recognize the calls of their own
pups, whereas on the Isle of May in Scotland females failed
to recognize pups �McCulloch et al., 1999; McCulloch and
Boness, 2000�. The only test of recognition in harbor seals
was with a single captive female who was able to discrimi-
nate between recordings of two different pups �Renouf,
1985�. Based on what we have learned about grey seals,
recognition abilities in harbor seals should be studied in sev-
eral populations. It is also interesting to note that Hawaiian
monk seals, the only other pinniped in which mothers were
found not to recognize their pups, had the lowest classifica-
tion scores reported for any species at 14% correct �Job et
al., 1995�.

Harbor seal contact calls were individually distinctive
even in pups less than 2 weeks old. Classification scores
were higher using measurements from the fundamental fre-

FIG. 3. Graphs generated from repeated measures linear regression demonstrating the interaction between the fixed effects of “age” and “sex” for variables
describing harbor seal pup, Phoca vitulina richardii, vocalizations that were significant ���0.05� with the random effect of “recording session within id.”
Squares represent males, and triangles represent females.
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quency than from the dominant frequency of the call. This
result is consistent with previous findings that the fundamen-
tal frequency is a reliable indicator of identity in harbor seals
�Renouf, 1984; Perry and Renouf, 1988� and other pinnipeds

�South American fur seals: Phillips and Stirling, 2000; sub-
antarctic fur seals: Charrier et al., 2002; northern fur seals:
Insley, 1992; grey seals: McCulloch et al., 1999; northern
elephant seals: Insley, 1992; Hawaiian monk seals: Job et al.,

TABLE VII. Empirical studies of “mother attraction calls” in pinnipeds demonstrating distinctive calls and/or maternal recognition. �%“Correct,” “Seals,”
“Calls” refers to the results of discriminant function analysis; Y=yes, N=no�.

Species %Correct #Seals #Calls Are pup calls individually distinctive? Do mothers recognize pup calls?

Otariids
Southern sea lions 89% 33 99 Y Fernandez-Juricic et al., 1999
Subantarctic fur seals 83% 10 100 Y Page et al., 2002; Charrier et al.,

2002; Roux and Jouventin, 1987
Y Charrier et al., 2002, 2003a;

Roux and Jouventin, 1987
New Zealand fur seals 79% 10 100 Y Page et al., 2002
Northern fur seals 79% 8 160 Y Insley, 1992 Y Insley, 2000, 2001
Antarctic fur seals 52% 9 90 Y Page et al., 2002
S. American fur seals 51% 13 260 Y Phillips and Stirling, 2000
Phocids
Northern elephant seals 64% 8 126 Y Insley, 1992 Y Petrinovich, 1974
Grey seals 32% 20 216 Y McCulloch et al., 1999; Y McCulloch and Boness, 2000

Caudron et al., 1998 N McCulloch et al., 1999
Harbor seals 29% 15 4574 Y Present study; Perry and Renouf,

1988; Renouf, 1984
Y Renouf, 1985a

Harp seals ¼ ¼ ¼ Y Van Opzeeland and Van Parijs, 2004
Hawaiian monk seals 14% 15 428 Y Job et al., 1995 N Job et al., 1995

aBased on the ability of one captive female to discriminate between recordings of two different pups.

FIG. 4. Graphs generated from repeated measures linear regression demonstrating the fixed effect of “age” for variables describing harbor seal pup, Phoca
vitulina richardii, vocalizations that were significant ���0.05� with the random effect of “recording session within id.” Squares represent males, and triangles
represent females.
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1995; southern sea lions: Fernandez-Juricic et al., 1999�. Du-
ration appears to be somewhat stereotyped in harbor seal pup
calls, and has also been implicated as a distinctive feature in
other pinnipeds �South American fur seals: Phillips and
Stirling, 2000; grey seals: McCulloch et al., 1999; northern
elephant seals: Insley, 1992; Hawaiian monk seals: Job et al.,
1995; southern sea lions: Fernandez-Juricic et al., 1999; harp
seals: Van Opzeeland and Van Parijs, 2004�.

The Potential for Individuality Coding is a means of
comparison across studies with different methodologies; val-
ues greater than 1 indicate the potential for individual recog-
nition since the between-individual variability is greater than
the within-individual variability �Robisson et al., 1993; Len-
gagne et al., 1997�. The Potential for Individuality Coding
ratios for call characteristics measured in this study are all
very close to 1, suggesting that harbor seal pup calls are
weakly individualized. Mother attraction calls from subant-
arctic fur seal pups had ratios from 0.89 to 3.36, with the
highest values for fundamental frequency, frequency at the
first peak amplitude, and frequency modulation �Charrier
et al., 2002�. Playback experiments confirmed that these calls
are individually distinctive and that mothers respond selec-
tively to the calls of their own pup �Charrier et al., 2002�.
Call duration was the only variable that could be directly
compared to the present study, and appears to be more indi-
vidualized in the vocalizations of harbor seal pups �1.15�
than in subantarctic fur seal pups �0.89�.

D. Sex differences

Significant differences were found between male and fe-
male pup calls. Male pup calls had higher coefficients of
frequency modulation than calls of female pups. Young pups
of both sexes had similar values for mean frequency, but as
they matured, female calls became higher in mean frequency
while male calls became lower. Likewise, young animals of
both sexes had similar values for frequency at peak ampli-
tude, but as they matured, females became higher while
males became lower. The mean duration of female vocaliza-
tions remained relatively constant throughout the study pe-
riod, but the mean duration of male calls increased as they
matured. The location of maximum frequency, coefficient of
variation, and jitter factor values were all higher in female
pup calls during the first few weeks of age, becoming gradu-
ally lower in females and higher in males so that male values
were highest in pups over 5 weeks of age.

Sex differences have also been found in the vocaliza-
tions of harp seal pups, Phoca groenlandica; males and fe-
males were separated on the first split of the classification
tree, and female calls were classified correctly more often
than male calls �Van Opzeeland and Van Parijs, 2004�. Sex
differences in vocalizations may function as a means for par-
ents to allocate resources differentially based on offspring
sex, and/or reflect early development of sexual dimorphism
in vocal behavior �Saino et al., 2003�. There is no evidence
for differential resource allocation in harbor seals. The sex
ratio is 1:1 both at birth and weaning �Ellis, 1998�, and al-
though male harbor seal pups do weigh more than females at
weaning, this reflects greater birth mass of males rather than

differential maternal investment during lactation �Ellis, 1998;
Bowen et al., 2001�. Sex differences in pup calls are also
unlikely to reflect early development of sexual dimorphism
in vocal behavior, since this call disappears from the vocal
repertoire at weaning. However, sex differences in harbor
seal pup vocalizations may reflect early development of the
sexual size dimorphism characteristic of adults. This size di-
morphism is already apparent at birth, with male pups
weighing more than females �Ellis, 1998�.

E. Age differences

Pups produced calls with well-defined acoustic features
as young as 2 days postpartum. These mother attraction calls
appear to encode identity information from a young age, al-
though call structure does change throughout maturation.
Discriminant function analysis classified calls correctly sig-
nificantly more often than expected by chance even when
pups were less than 2 weeks old. As discussed in the previ-
ous subsection, age-related changes in many call character-
istics varied according to the sex of the pup. The following
variables decreased significantly over time in pups of both
sexes: location of the maximum frequency, coefficient of
variation, jitter factor, minimum frequency, maximum fre-
quency, frequency range, location of the minimum fre-
quency, and coefficient of frequency modulation. These on-
togenetic changes in frequency are similar to those reported
in other mammals �vervet monkey: Hauser, 1989; pigtail
macaque: Gouzoules and Gouzoules, 1989�, and likely re-
flect the gradual enlargement of the vocal tract.

There has not been much research on the ontogeny of
pup calls in pinnipeds. California sea lions may recognize
vocalizations from their 2-week old pups, suggesting that the
calls are individually stereotyped at this time �Gisiner and
Schusterman, 1991; Schusterman et al., 1992�, although vi-
sual and olfactory cues could not be ruled out in these stud-
ies. Research on subantarctic fur seal pups showed signifi-
cant age-related changes in the fundamental frequency and
the percentage of quavering in pup calls �Charrier et al.,
2003a�. Calls of young pups emphasized some high frequen-
cies, while the spectral energy in the calls of older pups was
concentrated on the first harmonics �Charrier et al., 2003a�.

F. Directions for future research

Further research is needed to confirm that harbor seal
mothers recognize the calls of their pups under natural con-
ditions in the wild. In addition to investigation of wild pup
calls, observational studies of natural separations could de-
termine whether vocal activity in pups facilitates successful
reunions upon the return of the mother to the breeding rook-
ery.

It is unknown which acoustic characteristics harbor seal
mothers use to recognize the vocalizations of their own off-
spring; call characteristics measured in this study may not
accurately reflect perceptually salient features. Playback
studies using artificially manipulated signals such as those
recently conducted by Charrier and colleagues on black-
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headed gulls and subantarctic fur seals �Charrier et al., 2001,
2002, 2003b� could help to elucidate the cues used by harbor
seals in voice discrimination.

The present study did not examine the effects of moti-
vational state on characteristics of harbor seal pup vocaliza-
tions, although recordings were made under similar condi-
tions in an attempt to minimize the possible influence of
motivation. Preliminary observations suggest that distressed
pups have a greater number of calls per calling bout, a faster
rate of call emission, and more harmonics �Renouf, 1984;
Perry and Renouf, 1988�. Future research should take moti-
vational state information into account.

The harbor seal and the closely related spotted seal pro-
vide a unique opportunity for comparative study of the ef-
fects of breeding density on the vocal recognition system.
Spotted seals, which breed on isolated ice floes, are expected
to have a less reliable system of mother-offspring recognition
than harbor seals, which breed in rookeries where there is
greater risk of confusion. The absence of mother-pup recog-
nition in spotted seals is suggested by a pup-exchange ex-
periment in which a female spotted seal accepted a strange
pup �Burns et al., 1972�. However, further research on wild
populations of both harbor seals and spotted seals is needed
to test these predictions.
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Preliminary evidence for signature vocalizations among
free-ranging narwhals (Monodon monoceros)a)
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Animal signature vocalizations that are distinctive at the individual or group level can facilitate
recognition between conspecifics and re-establish contact with an animal that has become separated
from its associates. In this study, the vocal behavior of two free-ranging adult male narwhals
�Monodon monoceros� in Admiralty Inlet, Baffin Island was recorded using digital archival tags.
These recording instruments were deployed when the animals were caught and held onshore to
attach satellite tags, a protocol that separated them from their groups. The signature content of two
vocal categories was considered: �1� combined tonal/pulsed signals, which contained synchronous
pulsatile and tonal content; �2� whistles, or frequency modulated tonal signals with harmonic energy.
Nonparametric comparisons of the temporal and spectral features of each vocal class revealed
significant differences between the two individuals. A separate, cross-correlation measure conducted
on the whistles that accounted for overall contour shape and absolute frequency content confirmed
greater interindividual compared to intraindividual differences. These data are consistent with the
hypothesis that narwhals produce signature vocalizations that may facilitate their reunion with group
members once they become separated, but additional data are required to demonstrate this claim
more rigorously. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2226586�

PACS number�s�: 43.80.Ka, 43.80.Ev �WAA� Pages: 1695–1705

I. INTRODUCTION

Signature vocalizations of animals acoustically encode
individual or group identity and are characterized by unique
sets of spectral and/or temporal attributes. The specific
acoustic features required to distinguish between individuals
according to their vocalizations have been measured in a host
of taxa �e.g., birds: macaroni penguins �Eudyptes chrysolo-
phus�, Searby et al., 2004, chiropterans: evening bats �Nyc-
ticeius humeralis�, Scherrer and Wilkinson, 1993, canids:
timber wolves �Canis lupus�, Goldman et al., 1995, primates:
common marmosets �Callithrix jacchus�, Jones et al., 1993,
pinnipeds: subantarctic fur seals �Arctocephalus tropicalis�,
Charrier et al., 2001, 2003, cetaceans: bottlenose dolphins
�Tursiops truncatus�, Janik, 1999, Watwood et al., 2005�.
Playback experiments have demonstrated that animals can
recognize signature signals and have illustrated the diversity
of contexts in which signature vocalizations are used, includ-
ing facilitating recognition between an infant and one or both
of its parents �cliff swallows �Hirundo pyrrhonota�: Stoddard
and Beecher, 1983, tree swallows �Tachycineta bicolor�: Le-
onard et al., 1997, Mexican free-tailed bats �Tadarida brasil-
iensis mexicana�: Balcombe, 1990, fur seals �Arctocephalus
tropicalis�: Charrier et al., 2001, 2003, bottlenose dolphins:
Sayigh et al., 1998, Janik et al., 2006�, mate-pair recognition
�king penguins �Aptenodytes patagonicus�: Lengagne et al.,
2000�, and group affiliation associated with territorial de-

fense �North American bullfrog �Rana catesbeiana�: Bee and
Gerhardt, 2002, Arctic foxes �Alopex lagopus�: Frommolt et
al., 2003�. There are selective benefits for the signals pro-
duced in these contexts. Recognition is very important when
one or both parents must allocate a finite amount of re-
sources to their offspring, a scenario in which confusion is
associated with high fitness costs. Mates or groups of indi-
viduals that consistently defend one another, their young, or
their territory can benefit from individual or group recogni-
tion because it provides a system for remembering with
whom they have shared mutual investments.

The proximate methods for achieving signature recogni-
tion can include imprinting, habituation, associative learning,
and vocal learning. Vocal learning occurs when the respira-
tory, phonatory, and/or filter systems are employed to render
signals more or less similar to acoustic models that are en-
countered through experience with other individuals �Janik
and Slater, 1997, 2000�. Contact calls, generally used by ani-
mals when they become separated from their social part-
ner�s� or group to first locate one another and then mediate
reunion, contain signature content in certain species and ap-
pear to be vocally learned. When placed in social groupings
of unfamiliar individuals, the contact calls of male budgeri-
gars �Melopsittacus undulatus�, for example, initially con-
verged and subsequently underwent continuous and synchro-
nous changes �Farabaugh et al., 1994�. Evidence is
accumulating for some species of nonhuman primates to pos-
sess vocal plasticity during adulthood despite its apparent
absence during development �see review by Egnor and
Hauser, 2004�. Male chimpanzees �Pan troglodytes� produce
pant hoots, long-distance vocalizations that seem to function
in maintaining contact with and attracting allied individuals

a�Portions of this work were presented in “Vocal behavior of free-ranging
Arctic narwhals �Monodon monoceros�,” Proceedings of the 16th Biennial
Conference on the Biology of Marine Mammals, San Diego, CA,
December 2005.
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�Mitani and Nishida, 1993�. Pant hoot convergence was ob-
served among both chorusing dyadic pairs �Mitani and Gros-
Louis, 1998� and larger groups containing 3–11 adult males
�Marshall et al., 1999�. Similarly, several spectral and tem-
poral parameters of the contact calls among pygmy marmo-
sets �Cebuella pygmaea�, referred to as trills, underwent par-
allel or convergent shifts between new adult mate pairs
�Snowdon et al., 1997; Snowdon and Elowson, 1999�. Com-
parable observations were made when two naïve pygmy mar-
moset social groups of mixed-age composition were intro-
duced �Elowson and Snowdon, 1994�.

In principle, it is possible to conclude that signals con-
tain signature content by demonstrating more interindividual
than intraindividual variability. To offer sufficient proof, this
result must be shown for at least several exemplars of the
signature signals of each of several individuals. One of the
most striking examples of signature vocalizations is found
among bottlenose dolphins whose signature whistles, first
identified by Caldwell and Caldwell �1965�, appear to func-
tion as vocally-learned contact calls. Among bottlenose dol-
phins, whistle imitation appears to be an important agent in
the ontogeny of this signature vocalization �Sayigh et al.,
1990, Miksis et al., 2002� and in social communication both
in captivity �Tyack, 1986� and in the wild �Janik, 2000, Fripp
et al., 2005�. Bottlenose dolphin mother-calf pairs were more
likely to orient towards one another’s signature whistles
when separated from each other and temporarily restrained
than those of other individuals of the same corresponding
age cohort �Sayigh et al., 1998, Janik et al., 2006�. Captive
animals produced their signature whistles most often when
they separated themselves voluntarily and spontaneously
from their mixed-age group by swimming into an adjacent
tank compared to when they were swimming together �Janik
and Slater, 1998�. The remaining dolphins were also more
likely to produce their signature whistles when an individual
left the main tank. Finally, adult males that had strong social
bonds with another male were most likely to use signature
whistles when they were separated either due to temporary,
artificial restraint or voluntarily when they were free-ranging,
presumably to facilitate an eventual reunion �Watwood et al.,
2005�. Collectively, these studies reveal the importance of
signature whistles in maintaining contact between bottlenose
dolphin individuals in artificial and natural settings alike and
in both involuntary and voluntary contexts.

Despite some debate �see McCowan and Reiss, 1995,
2001; Janik, 1999 for discussion; Smolker and Pepper,
1999�, the studies just described have helped to solidify the
case for signature whistles in bottlenose dolphins and sug-
gest the possibility of signature vocalizations among other
long-lived, social odontocetes in an underwater environment
where acoustic signaling is the most reliable and efficient
form of communication. In addition, signature information
can also be encoded at the group level, which can form the
basis for acoustic badges of membership �e.g., Boughman,
1997�. For example, five of six shared call types among
killer whales �Orcinus orca� revealed distinctive structural
differences between matrilineal units �Miller and Bain, 2000�
and it is possible that other signature details allow differen-
tiation between individual animals as well �Nousek et al., in

press�. Cultural divergence of discrete call types appears to
account for some of the subtle differences in the temporal
and spectral features across these matrilineal units and even
within pods �Deecke et al., 2000�.

The principal challenge for studying the signature sig-
nals of marine mammals involves the difficulty of assigning
vocalizations in the wild unambiguously to the individual
animal that produced them. In this manuscript, the possibility
of signature signals among free-ranging narwhals �Monodon
monoceros� was examined by recording the acoustic activity
of two individuals with digital archival tags. These gregari-
ous, long-lived Arctic odontocetes migrate distances of thou-
sands of kilometers in large numbers with subpopulations
moving in a coordinated fashion �Hay and Mansfield, 1989;
Dietz and Heide-Jørgensen, 1995; Laidre et al., 2004�. They
travel in groups that are often sex segregated and range in
size from a few animals to dozens of individuals, although
the stability or fluidity and interconnectedness of these as-
semblages remain unknown �reviewed in Hay and Mansfield,
1989�.

Narwhals produce echolocation clicks with repetition
rates between 2 and �500/s �Ford and Fisher, 1978, Møhl et
al., 1990�, maximum frequencies reaching at least 160 kHz
�Miller et al., 1995� and maximal source levels reaching
218 dB re 1 �Pa �Møhl et al., 1990�. Miller et al.�1995�
arbitrarily divided clicking into the two categories of train
clicks produced at �30 clicks/s and burst clicks produced at
�40 clicks/s. Pulsatile sounds featuring a repetition rate
high enough to possess a tonal character with harmonically
related sidebands �see Watkins, 1967� were called longer
click series by Watkins et al. �1971� and pulsed tones by
Ford and Fisher �1978�. Characterized as narrow-band, these
signals had durations between 0.56 and several seconds and
spectral energy ranging from 500 Hz to 24 kHz. The repeti-
tion rate was generally constant although Watkins et al.
�1971� reported a tendency for the repetition rate of these
vocalizations to increase at the very beginning and slow
down towards the end. In this manuscript, these signals will
be referred to as combined tonal/pulsed signals. Finally,
narrow-band, frequency modulated �FM� whistles have been
described that generally last �1.0 s �range: 0.1–6.0 s� and
have a frequency range between 300 Hz and 18 kHz �Ford
and Fisher, 1978; Møhl et al., 1990�.

Although Ford and Fisher �1978� did not find any evi-
dence for signature content among whistles, they speculated
that the different pulsed tones in their recordings were pro-
duced by separate individuals as signature calls in a social
context. They recorded series of the same tone growing
louder and then softer, concluding that this resulted from one
individual producing each series as it approached and then
swam past a stationary hydrophone. This possibility was not
conclusive since groups of animals were swimming by the
recorder and multiple individuals could have been producing
each tone. In addition, no data on differences in acoustic
parameters were available to quantify the distinctiveness of
the calls. In this study, we examined the possibility of signa-
ture vocalizations among free-ranging narwhals more
closely. The results support this hypothesis for both com-
bined tonal/pulsed signals and whistles, suggesting a social
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function for vocal production that is distinctive either at the
individual or group level. Further work is recommended to
confirm signature vocal production among additional ani-
mals and to ascertain the natural function of these vocaliza-
tions in the wild.

II. METHODS

A. Study area

Field work was conducted from 8–23 August 2004 at
Kakiak Point, Admiralty Inlet on Baffin Island in Nunavut,
Canada �73°40’N, 86°40’W�. The inlet has a maximum
depth of 720 m. Groups of narwhals ranging from approxi-
mately 5–30 individuals �pers. obs.� traveled into the inlet at
this time of year once the ice had mostly melted. The field
camp occupied a position about 500 m from a site used in-
termittently by the Inuit to hunt narwhals.

B. Equipment

This experiment employed a digital archival tag �DTAG�
developed by Johnson and Tyack �2003� featuring a single
hydrophone, pressure and temperature sensors, and a triaxial
accelerometer and magnetometer, which recorded to flash
memory. The sampling rate of the hydrophone was set to
96 kHz while the other sensors sampled at 50 Hz. A 16 bit
ADC was used. Sigma delta conversion provided an effec-
tive antialiasing filter, dispensing with aliasing caused by en-
ergy exceeding the Nyquist frequency of 48 kHz. The tag
attached noninvasively to individual animals via suction cups
and its release was coupled to the release mechanism of the
National Geographic Crittercam �see Marshall, 1998� that
was deployed simultaneously. A VHF transmitter signaled
the location of an attached tag intermittently as the animal
surfaced and then regularly once the tag was released and
floated to the water’s surface.

C. Capturing and tagging protocol

The DTAG was deployed in collaboration with a satel-
lite tagging project that required working with the animals
onshore. As described by Dietz et al. �2001�, a 50 m long
and 10 m deep black net with 20�20 cm mesh was oriented
perpendicular to the shore and kept afloat with 7–8 white
buoys. The net was secured to the shore and in the water.

When weather conditions permitted, the net was deployed
and monitored constantly for caught animals, signaled by the
submergence of at least one of the buoys. As soon as a whale
became entangled, two boats were dispatched immediately to
bring the animal to the surface to breathe and tow it to shore
with the assistance of a land-based crew hauling on the net.
Once an animal was caught, the remainder of its group
moved out of visual range, presumably continuing their mi-
gration deeper into the inlet. A fluke belt was used to keep
the animal ashore and oriented with its head submerged and
pointed into the water while its blowhole had access to the
air at all times. Three males and five females were captured
in all. During satellite tag attachment, blood samples were
collected to assess overall health and stress levels.

Just before two of the adult males and one of the adult
females were guided back to deeper water, a DTAG was
attached to their dorsal sides �0.5 m caudal to the blowhole
�Fig. 1�. These animals were not followed visually once they
were released from shore so it was not possible to determine
whether they eventually reunited with their group members.
The VHF signal was monitored from the field camp on shore
using two handheld yagi antennae. Once a regular VHF sig-

FIG. 1. Narwhal shown with Crittercam �contained within the dashed el-
lipse� and DTAG �contained within the dashed rectangle� attached immedi-
ately before release. Photograph courtesy of Rune Dietz.

FIG. 2. Sample spectrograms �larger, top plots� and waveforms �smaller,
bottom plots� of a combined tonal/pulsed signal produced by individual �a�
mm224 and �b� mm226 with a FFT size and frame length of 512 points,
50% window overlap, and a maximum frequency displayed of 48 kHz. The
low frequency energy associated with most of the pulses is likely due to the
resonance of the air sacs involved in sound production or transmission. The
solid arrows in both spectrograms indicate the synchronous FM tonal com-
ponent produced by the tagged animal.
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nal was detected from a tag that had released from the animal
and the weather permitted, a boat was dispatched for recov-
ery. If the VHF signal grew too faint to detect from shore,
tracking was conducted from a higher altitude on the nearby
cliffs for improved range. The first tag recorded for 2.54 h
�male mm224�, the second tag for 12.14 h �male mm226�,
and the third tag was not recovered. These two tagged males
entered the inlet two days apart, strongly suggesting that they
belonged to different social groups. The data were offloaded
and burned to CD in duplicate in the field.

D. Vocalization extraction

The 14.68 h of recordings were audited by listening to
and visually examining the spectrograms in 15 s segments.
Focal �tagged animal� vocalizations were marked according
to their starting time and vocal category. It was assumed that
vocalizations with a relatively high signal to noise ratio
�SNR� belonged to the focal animal and not a neighboring
nonfocal animal. Although this assumption could not be veri-
fied visually because the tagged narwhals were not followed,
it was true for at least the first few dives since no group
members were observed in the immediate vicinity. Much
softer sounds were often heard on the recordings, presum-
ably from more distant, vocalizing nonfocal animals. The
SNR of these focal vocalizations was computed by compar-
ing the root of the mean of the squared pressure �RMS� along
the window containing 90% of the signal energy to a seg-
ment of noise of the same duration immediately preceding
the signal �Madsen, 2005�. The analysis presented here only
excluded echolocation clicks, or broadband pulses of energy
with interclick intervals usually greater than 100 ms. Nearly
all remaining vocalizations were considered that could be
divided into the two discrete categories of �1� combined
tonal/pulsed signals �Fig. 2�, defined as uninterrupted pulsa-
tile vocalizations with a synchronously produced FM tonal

component, a low mean interpulse interval �IPI�13 ms�,
and high pulse number ��49�, and �2� whistles �Fig. 3�,
which were characterized by FM, tonal energy with several
harmonics. See the discussion in this manuscript for a com-
parison of these designations to earlier classification sche-
mata. All vocalizations were saved as separate wav files. In-
dividual mm224 produced 42 combined tonal/pulsed signals
and 4 whistles and mm226 produced 31 combined tonal/
pulsed signals and 17 whistles.

E. Analysis of combined tonal/pulsed signals

Pulses were located automatically using customized
Matlab 7.1 �The MathWorks, Inc.� software that, given a
user-provided threshold value, triggered on and marked
abrupt peaks in the pressure waveform. Subsequent inspec-
tions of all waveforms were made to select undetected and
remove erroneously marked pulses. A nonparametric Wil-
coxon rank sum test with a Bonferroni correction was used
to examine whether the four parameters of average IPI, du-
ration, number of pulses, and pulse repetition rate were sig-
nificantly distinguishable between the two individuals. The
pulse repetition rate and the normalized pulse number were
also plotted as functions of the normalized duration to pro-
vide a visual means of comparing these sounds.

F. Whistle extraction and analysis

The fundamental frequency contour of each whistle
spectrogram �FFT size and frame length of 2048 points with
50% window overlap� was traced by hand with customized
Matlab software �Fig. 4�. One hundred equally spaced points
were extracted from these contours and normalized to a time
axis between 0 and 1 �see Watwood et al., 2004, 2005�. Two
tests of similarity were conducted on these whistle contours:

FIG. 3. Spectrogram composite of all
four whistles of mm224 �a–d� and 14
of the 17 whistles of mm226 �f–s�
with a FFT size and frame length of
512 points, 50% window overlap, and
a maximum frequency displayed of
20 kHz. The remaining 3 whistles of
mm226 resembled those displayed
here but were excluded for graphical
convenience. The waveforms dis-
played in subplots e and t are of the
same whistles used to generate sub-
plots d and s, respectively.
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1. Nonparametric comparison

One temporal �original duration before normalization�
and five spectral �minimum, maximum, mean, initial, and
ending frequencies� features were determined for every
whistle �Fig. 5�. These parameters were selected because
they summarized the timing and coarse frequency content of
the whistles. The differences between the finer aspects of the

frequency contours were reserved for the cross-correlation
comparison. Again, a nonparametric Wilcoxon rank sum test
with a Bonferroni correction was used to compare these fea-
tures between individuals.

2. Cross-correlation comparison

Cross-correlation is often used in signal processing as a
tool for determining the similarity between two signals. Be-
cause the frequency ranges of the whistles from the two in-
dividuals were distinct �e.g., the average maximum fre-
quency of mm226 was less than the average minimum
frequency of mm224�, the cross-correlation measurement
used here was designed to account for overall contour shape
and absolute frequency content. In the equation

�
i=1

100 ��fA�i� − fB�i���fA�i� − fBm
�i���

fA�i� + fB�i�
, �1�

i is the sample number that ranges between 1 and 100, fA�i�
and fB�i� correspond to the ith frequency value of contours
A and B, respectively, and fBm

�i� is the ith frequency value
of contour B after it has been slid along the frequency axis
to minimize the frequency differences between contours A
and B. These terms are illustrated in Fig. 6. Larger values
of this cross-correlation measure indicated greater differ-
ences between contours than smaller values. A value of 0
would reveal no difference at all in contour shape. A con-
strained, nonlinear minimization routine was used to de-
termine fBm

�i�. The first term in the product of the numera-
tor of �1� is the difference between points along the actual
contours normalized in time �Fig. 6�a��. The second term,
however, returns a smaller number if the frequency modu-
lation pattern is similar between the whistles regardless of
the absolute frequency offset of the two �Fig. 6�b��.
Whistles therefore could have achieved a higher similarity

FIG. 4. Digitized traces of the funda-
mental frequency contours of the
whistles displayed in Fig. 3. Each
trace is shown with 100 equally
spaced points that have been normal-
ized on a horizontal time axis from 0
to 1. Again, panels a–d correspond to
the whistles produced by mm224 and
f–s to those by mm226. Note the dif-
ference in the frequency ranges for the
two individuals.

FIG. 5. Illustration of temporal and spectral features extracted from a traced
whistle produced by mm224 �subplot d in Figs. 3 and 4�. The initial and
ending frequencies are indicated by filled circles ��� while the other spectral
components are marked with horizontal dashed lines. Note that the mean
frequency is closer to the minimum frequency because �60% of the whis-
tle’s frequency content lies below 3700 Hz.
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ranking �a smaller value of �1�� by overlapping in absolute
frequency, possessing similar overall contour shapes or
both.

III. RESULTS

Tables I and II list the summary measurements of the
combined tonal/pulsed signals and whistles. With the excep-
tion of a single whistle assigned to mm226 with a SNR of
13.9 dB, the remaining vocalizations produced by both ani-
mals were characterized by a SNR of at least 28.2 dB. Com-
bined tonal/pulsed signals were produced throughout the wa-
ter column but tended to concentrate at particular depths
�roughly 70 m for mm224 and 20 m for mm226, Fig. 7�.
Whistle production occurred between 20 and 100 m for
mm224 but was confined to the upper 30 m for mm226 �Fig.
7�. Both vocal categories were recorded throughout the div-
ing sequence, indicating that the behavioral or environmental
contexts in which these vocalizations occurred were not gen-

erally restricted to a very narrow depth or time. The two
animals responded differently immediately after handling.
Many combined pulsed/tonal signals �17 of 42� and one
whistle were produced by individual mm224 just after re-
lease on his first dive lasting only 10.8 min. Individual
mm226 was vocally active, however, between hours 4 and 10
of the deployment where he reached a maximum depth of
about 125 m �data not shown�. He did not produce any com-
bined tonal/pulsed signals or whistles for the first 24 dives
that exceeded roughly 10 m following his release, a response
more closely resembling the silent reaction observed and dis-
cussed by Finley et al. �1990� of narwhals exposed to envi-

FIG. 6. Illustration of points used for cross-correlation comparison of
whistles �see text for the equation�. In �a�, contour A �darker, from mm226:
subplot i in Figs. 3 and 4� and B �lighter, from mm224: subplot d in Figs. 3
and 4� are depicted normalized in time with their original frequency content.
In �b�, contour B has been shifted along the frequency axis to minimize the
frequency difference between the two contours. All 100 points along the
contours were used to compute Eq. �1�.

TABLE I. Summary statistics of the acoustic features of combined tonal/
pulsed signals.

Mean Std. Min. Max.

mm224, n=42
Duration �s� 1.6 0.7 0.6 2.7

Average IPI �ms� 12.9 4.3 9.0 36.1
Number of pulses 128.1 45.4 49.0 202.0

Pulse repetition rate �pulses/s� 82.3 14.2 28.1 112.8

mm226, n=31
Duration �s� 1.2 0.1 1.0 1.2

Average IPI �ms� 6.3 0.3 5.6 6.8
Number of pulses 186.2 9.6 156.0 201.0

Pulse repetition rate �pulses/s� 160.8 7.4 147.5 180.5

TABLE II. Summary statistics of the acoustic features of whistles.

Mean Std. Min. Max.

mm224, n=4
Duration �s� 1.19 0.08 1.09 1.26

Minimum frequency �Hz� 1549 201 1292 1775
Maximum frequency �Hz� 7181 1386 5460 8844

Mean frequency �Hz� 3638 370 3405 4190
Initial frequency �Hz� 4773 277 4496 5145

Ending frequency �Hz� 1572 216 1292 1788

mm226, n=17
Duration �s� 0.78 0.04 0.68 0.85

Minimum frequency �Hz� 718 156 360 980
Maximum frequency �Hz� 1177 111 1095 1501

Mean frequency �Hz� 1012 71 895 1240
Initial frequency �Hz� 939 236 641 1501

Ending frequency �Hz� 1160 90 1095 1486

FIG. 7. Approximate depths where combined tonal/pulsed signals �triangles,
�� and whistles �circles, �� were produced adjacent to a frequency histo-
gram of depth bins �bars� for mm224 �a� and mm226 �b�. The frequency
plotted on the abscissa is expressed as a fraction of the total amount of time
spent at all depths. The maximum depths achieved for mm224 and mm226
during the DTAG deployments were roughly 125 and 210 m, respectively.
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ronmental disturbances. Whistles were less common than
combined tonal/pulsed signals, as reported in earlier studies
�Ford and Fisher, 1978; Miller et al., 1995�.

The combined tonal/pulsed signals lasted between 0.55
and 2.68 s and contained between 49 and 202 pulses. Spec-
trograms revealed the synchronous production of both pulsa-
tile energy in the form of repeated broadband impulses and a
tonal, FM component by the tagged animals �Fig. 2�. The
FM component was not an analytical artifact of the pulsatile
energy �see Watkins, 1967� because the fundamental fre-
quency of the tonal feature was inconsistent with the repeti-
tion rate of the pulses. It is likely that at least two sound
generating apparatuses are required to produce these com-
bined tonal/pulsed signals to achieve pulsatile and FM en-
ergy content simultaneously. Combined tonal/pulsed signals
were characterized by pulse rates between 28 and
113 pulses/ s for mm224 and between 148 and 180 pulses/ s
for mm226. Figure 2 reveals additional low frequency en-
ergy associated with each pulse, which is likely the conse-
quence of resonance of the air sacs of the tagged animal and
not reverberations from or echoes off of elements along the
inlet bottom. Indeed, no echoes consistent with target local-
ization or monitoring position in the water column were de-
tected in the audio record. All whistles were between 0.68
and 1.26 s with frequencies ranging between 360 and
8844 Hz. Three of the four whistles produced by mm224
were characterized by a brief �0.18–0.24 s� upsweep, fol-
lowed by a pause and longer �0.62–0.66 s� downsweep
�Figs. 3�a�, 3�b�, and 3�d��. The fourth whistle was continu-
ous but still showed an upsweep preceding the downsweep
�Fig. 3�c��. All seventeen whistles produced by mm226 con-
tained a brief �0.026–0.091 s� broadband segment with en-
ergy that peaked between about 500 and 700 Hz and then
decayed steadily until disappearing above 8–10 kHz fol-
lowed by a flat, constant frequency tone that lasted for the

remainder of the whistle �Figs. 3�f�–3�s�, 3 whistles are not
shown�. The whistles were all of about the same intensity
except for a quieter one recorded on the tag attached to
mm226 �Fig. 3�j��, which may have been softer, may have
been produced by a nonfocal animal located further from the
tag, or may have had a transmission path that was partially
obscured by the animal or tag components before reaching
the hydrophone.

The uniqueness of each of the two sets of combined
tonal/pulsed signals and whistles was apparent from simple
visual inspection. Among the combined tonal/pulsed signals
the patterns of how the relative timing and repetition rate of
the pulses varied as a function of normalized duration dif-
fered between the two individuals �Fig. 8�. All measured
features for both the combined tonal/pulsed signals and
whistles differed significantly between the two animals �Wil-
coxon rank sum test with a Bonferroni correction, P=0.002
for combined tonal/pulsed signals duration, P�0.001 for re-
maining combined tonal/pulsed signals measurements, P
=0.011 for whistle ending frequency and P=0.008 for re-
maining whistle measurements�. The whistles produced by
mm224 were longer and higher in every measurement com-
pared to those belonging to mm226, which were shorter and
lower. Indeed, the minimum frequency of mm224 was
1549±201 Hz �x̄±sd� and the maximum frequency of
mm226 was 1177±111 Hz �x̄±sd�, values that did not over-
lap even a single standard deviation away �Table II�. The
cross-correlation test on the whistles revealed dramatic dif-
ferences for the interindividual comparisons �between
mm224 and mm226� and only slight differences among the
intraindividual comparisons �Table III�. The interindividual
results were more different than the intraindividual results by
1–2 orders of magnitude.

FIG. 8. Visual representations of tem-
poral features of combined tonal/
pulsed signals. Normalized pulse num-
ber �top two panels� and pulse
repetition rate �pulses per second, bot-
tom two panels� as a function of nor-
malized duration. Note the clear differ-
ences in general morphology of these
plots between the two individuals.
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IV. DISCUSSION AND CONCLUSIONS

Two free-ranging narwhals each produced an acousti-
cally distinctive set of combined tonal/pulsed signals and
whistles. Visual and aural inspection and nonparametric and
cross-correlation analyses all demonstrated striking interindi-
vidual differences among these vocalizations and intraindi-
vidual temporal and spectral fidelity. These results support
the claim of Ford and Fisher �1978� that narwhals produce
individually distinctive signature vocalizations. The record-
ings analyzed here also contained numerous faint combined
tonal/pulsed signals and whistles produced by nonfocal ani-
mals. These observations are consistent with the conclusion
that these vocal categories are regularly produced by free-
ranging narwhals in this area.

The function of these vocalizations remains uncertain,
but they do not appear to facilitate foraging. When feeding,
some odontocetes produce a sequence of regularly spaced
echolocation clicks that precede a buzz, or a series of clicks
characterized by a dramatically elevated repetition rate �e.g.,
sperm whales �Physeter macrocephalus�: Miller et al., 2004,
Blainville’s beaked whales �Mesoplodon densirostris�: Mad-
sen et al., 2005�. It seems unlikely that the narwhal vocal-
izations quantified here were used for foraging purposes
since no echolocation clicks were detected immediately be-
fore the combined tonal/pulsed signals or the whistles. In-
deed, the kind of clicking behavior characterized by changes
in repetition rate and amplitude that is associated with forag-
ing has been recorded from narwhals in previous studies �see
Møhl et al., 1990; Miller et al., 1995�, but was not observed
here.

Combined tonal/pulsed signals and whistles may play a
role in social communication based on their stereotypy �Ford
and Fisher, 1978� and the signature content shown by the
limited dataset presented here. These distinctive vocaliza-
tions might serve as contact calls to facilitate reunions of
individuals with their group members in a manner similar to
that observed in captive and free-ranging bottlenose dolphins
�Janik and Slater, 1998; Watwood et al., 2005�. Unlike the
studies conducted with bottlenose dolphins to identify pair
bonds or alliances among males �Connor et al., 1992, 2001;
reviewed in Wells, 2003�, little work has been completed to
describe the social structure and group relationships among
individual narwhals. Based on personal observations, the
narwhals entering Admiralty Inlet traveled in groups ranging
in size from roughly 5 to 30 animals. The group members
traveling with the tagged animals vacated the area while their
companions were detained on shore. The vocalizations of
more distant animals that were recorded in this study were
usually faint, suggesting that for the tagged animals, the

dives occurring after their capture were likely solitary events.
In addition, no other animals appeared in accompanying
video footage recorded from a Crittercam �with a visual
range extending between 3 and 20 m depending on the light
level� attached to mm226 during the first hour following its
release. These observations are consistent with the hypoth-
esis that the combined tonal/pulsed signals and/or whistles
were used by these two narwhals as contact calls in an effort
to regain contact with their groups. However, actual reunions
with other animals were not obvious from the acoustic
record.

Because these two animals were likely members of dif-
ferent groups traveling into Admiralty Inlet, an alternative
explanation consistent with the results presented here is that
these vocalization classes may have been distinctive at the
level of the social group �see Terhune et al., 2001; Weiß et
al., 2006�. Another possibility is that combined tonal/pulsed
signals and whistles are actually used as signature vocaliza-
tions to cue conspecifics about individual identity. The
whistle of mm226 was characterized by nearly constant fre-
quency except for the brief noisy segment at the very begin-
ning. From an information theory perspective, a flat whistle
encodes less information compared to a frequency modulated
whistle. It is possible, however, that even flat whistles of
consistently distinctive durations or pitches could be used to
distinguish between individuals. The contours of the whistles
of mm226 appeared very similar to the FM component of the
combined tonal/pulsed signals of this animal. The whistles
produced by mm224, however, contained the frequency
modulation expected of signature vocalizations and did not
resemble this animal’s combined tonal/pulsed signals FM
component.

The combined tonal/pulsed signals described here most
closely resembled the longer click series and the pulsed
sounds described by Watkins et al. �1971� and Ford and
Fisher �1978�, respectively. All of these vocalizations were
characterized by a combination of pulses and a tonal signal.
Watkins et al. �1971� described the repetition rate of their
longer click series tending to increase before becoming con-
stant and eventually slowing down, somewhat similar to the
trend observed in the combined tonal/pulsed signals de-
scribed here �Fig. 8�. In both the combined tonal/pulsed sig-
nals recorded in this study and their equivalents described in
Watkins et al. �1971� and Ford and Fisher �1978�, the
synchronously-produced FM component creating the tonal
quality in these sounds was not due exclusively to
harmonically-related sidebands of the repetition rate �see
Watkins, 1967�. Note in Fig. 2 that the pitch of the FM
component does not always correspond to the repetition rate
of the pulses. For the combined tonal/pulsed signals pro-
duced by mm226, for example, the FM component begins
over halfway through the signal without any observable
change in repetition rate. Also, the tonal energy persists even
as the pulses slow down at the end of the combined tonal/
pulsed signals attributed to individual mm224 �Fig. 2�a�� and
continues beyond the conclusion of the pulses in the signal
assigned to mm226 �Fig. 2�b��. The pulsatile component of

TABLE III. Cross-correlation comparison of whistles between the same and
different individuals. These data were computed in arbitrary units with
higher values indicating a greater difference between the contours being
compared. The intraindividual comparisons are italicized.

mm226 mm224

mm224 127 250 5 348
mm226 716
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the combined tonal/pulsed signals quantified here was char-
acterized by a higher upper frequency limit �up to 48 kHz�
compared to earlier recordings.

Previous studies �Watkins et al., 1971; Ford and Fisher,
1978� reported observing tonal signals with properties that
were both similar to and different from the whistles analyzed
here. The frequency ranges overlapped but the whistles that
were recorded here had higher harmonics, extending the up-
per bound of these tonal vocalizations to at least 48 kHz.
Earlier published tones were either constant in frequency or
swept upwards or downwards, again consistent with the
whistles presented here �Fig. 3�. Both earlier works, how-
ever, described whistles as narrow-band signals lacking ad-
ditional detectable harmonic content. All of the whistles re-
corded for this study were typified by a fundamental FM
component and harmonic energy, a difference which may
have resulted from the higher sampling rate of the recording
equipment and/or the elevated signal to noise ratio due to the
close proximity of the hydrophone to the whale.

The cross-correlation test used in this analysis was
modified slightly from those described in other studies of
signature vocalizations �e.g., Buck and Tyack, 1993; Mc-
Cowan, 1995; Janik, 1999; Watwood et al., 2005�. In gen-
eral, similarity between whistle contours can result either
coarsely from a general overlap in frequency range and/or
more finely from comparable frequency modulation �e.g.,
loop number, overall shape�. The time-invariant cross-
correlation test used here incorporated both of these compo-
nents into its final measurement. A continuum was possible
ranging from dissimilar �minimal frequency overlap and con-
tour resemblance� to very similar �maximal frequency over-
lap and contour resemblance�. Because the first term of the
product ranked similarity according to both overlap and con-
tour and the second term according to contour only, interme-
diate scores of similarity were also possible. This was par-
ticularly important since the frequency ranges of the whistles
from the two narwhals were mostly nonoverlapping. The
possibility of contour shape resemblance was excluded by
the unambiguous results of the cross-correlation test
�Table III�.

These findings suggest possible directions for future
work. Tagging and recording the combined tonal/pulsed sig-
nals and whistles of multiple narwhals from other groups
would provide data that could support or reject the conclu-
sions made here. If these signals do possess signature con-
tent, further study could ascertain whether they are distinc-
tive at the individual or group level. Critical to determining
the function of these vocalizations will be an assessment of
the behavioral context in which these vocalizations are pro-
duced and the stability of group composition and size over
short and long time scales. If narwhals are capable of differ-
entiating between individuals acoustically, quantifying these
aspects of group dynamics would provide starting estimates
for the number of animals with which a single individual is
interacting and therefore between which it should be able to
distinguish. Playback experiments would be useful for iden-
tifying the temporal and spectral features of the combined
tonal/pulsed signals and whistles that the animals may be
using to facilitate differentiation. An understanding of the

ontogeny of these sounds to determine if vocal learning plays
any role in their acquisition or development requires acoustic
data from the same animals and their groups collected lon-
gitudinally over many years.

Signature whistles appear to be used by bottlenose dol-
phins as contact calls in a variety of contexts �Janik and
Slater, 1998; Sayigh et al., 1998; Watwood et al., 2005�. If
narwhals, another gregarious odontocete, similarly use their
combined tonal/pulsed signals and whistles as contact calls
when separated from conspecifics, the procedure described
here affords an opportunity to make recordings in this con-
text while the animals are detained ashore. Under this hy-
pothesis, an involuntary separation of the sort imposed here
would cause the animals and/or their group members to vo-
calize in an effort to regain contact.

Despite the small sample size, the data presented in this
manuscript provide supportive evidence for at least two
classes of signature vocalizations among free-ranging nar-
whals at the individual or group level. Future work focused
on the ontogeny, function, and acoustic characteristics of the
combined tonal/pulsed signals and whistles produced by nar-
whals is required to develop an improved understanding of
the vocal and social behavior of this elusive Arctic animal.
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Chinchillas were trained to discriminate a cosine-phase harmonic tone complex �COS� from
wideband noise �WBN� and tested in a stimulus generalization paradigm with tone complexes in
which phase differed between frequency regions. In this split-phase condition, responses to
complexes made of random-phase low frequencies, cosine-phase high frequencies were similar to
responses to the COS-training stimulus. However, responses to complexes made of cosine-phase
low frequencies, random-phase high frequencies were generally lower than their responses to the
COS-training stimulus. When tested with sine-phase �SIN� and random-phase �RND� tone
complexes, responses were large for SIN, but were small for RND. Chinchillas were then trained to
discriminate infinitely-iterated rippled noise �IIRN� from WBN and tested with noises in which the
spectral ripple differed between frequency regions. In this split-spectrum condition, responses were
large to noises made of rippled-spectrum low frequencies, flat-spectrum high frequencies, whereas
responses were generally lower to noises made of flat-spectrum low frequencies, rippled-spectrum
high frequencies. The results suggest that chinchillas listen across all frequencies, but attend to high
frequencies when discriminating COS from WBN and attend to low frequencies when
discriminating IIRN from WBN. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2225969�

PACS number�s�: 43.80.Lb, 43.66.Gf, 43.66.Hg �JAS� Pages: 1706–1712

I. INTRODUCTION

Pitch is a fundamental perception, and a variety of per-
ceptual attributes are associated with pitch �see Plack et al.,
2005�. One important attribute of pitch perception is that
similar pitches can be evoked by a variety of complex
sounds that differ in their spectral and temporal characteris-
tics �Fastl and Stoll, 1979�. Terhardt �1974� proposed that
there is a learning stage associated with pitch perception,
presumably related in part to the learning of speech sounds.
Divenyi �1979� has described anecdotal evidence in support
of this learning model, but has also pointed out that testing
the learning aspects of Terhardt’s model directly would be
difficult. For example, it would be virtually impossible to
study normal-hearing listeners who have not been previously
exposed to speech and music. One alternative pointed out by
Divenyi would be to compare pitch attributes between
hearing-impaired listeners with acquired hearing loss �having
previous exposure to speech and music� to those with con-
genital hearing loss �having no previous exposure to speech
and music�. More recent studies have described pitch-cue
learning that is specific to the training stimuli �e.g., Demany
and Semal, 2002; Grimault et al., 2003; Fitzgerald and
Wright, 2005�. These studies show that when human listen-
ers are trained in a pitch discrimination task with a specific

sound, the improvement in discrimination performance does
not generalize to other sounds, particularly if those sounds
have different spectral and temporal characteristics. For ex-
ample, Fitzgerald and Wright �2005� specifically trained lis-
teners to discriminate the rate of a 150 Hz sinusoidally am-
plitude modulated noise �SAM�. Trained listeners showed a
significant improvement in rate discrimination, but listeners
trained for the rate discrimination of the 150 Hz SAM noise
did not show significant improvement when placed in a
150 Hz pure tone discrimination task or a 150 Hz rippled
noise pitch discrimination task. In other words, the learning
that occurred for the SAM noise was specific for the pitch
cues evoked by that stimulus and did not generalize to the
pure tone or rippled noise stimuli.

We have recently described a similar learning effect for
pitch saliency �i.e., pitch strength� in chinchillas. When ani-
mals are trained to discriminate a cosine-phase harmonic
tone complex �COS� from wideband noise �WBN� and tested
in a stimulus generalization paradigm, the dominant pitch-
cue appears to be the periodicity strength in the stimulus
envelope �Shofner, 2002�. When animals are retrained in the
task using an infinitely-iterated rippled noise �IIRN� as the
training stimulus instead of the COS, then the dominant
pitch-cue appears to the periodicity strength in the waveform
fine structure �Shofner et al., 2005b�. The changes in the
generalization gradients obtained under the two training con-
ditions suggest that there is a change in listening strategy.
That is, animals use the periodicity information in the stimu-

a�Present address: GN ReSound, 2601 Patriot Boulevard, Glenview, Illinois
60026.
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lus envelope when trained with COS, but they can learn to
use the periodicity information in the fine structure when
trained with IIRN.

The large influence of the stimulus envelope when COS
is used as the training stimulus suggests that animals are
attending to high frequencies more so than low frequencies.
In contrast, the large influence of the fine structure when
IIRN is used as the training stimulus suggests that animals
have changed the focus of their attention to low frequencies
more so than high frequencies. The experiments described in
the present study were designed to test directly whether chin-
chillas attend differently to low and high frequency regions
depending on the training stimulus. In the present study,
3 kHz was chosen as the boundary between low and high
frequency regions for two reasons. First, if a representation
of fine structure is dependent on synchrony in the auditory
nerve, then 3 kHz is an appropriate demarcation of phase-
locking ability �e.g., Palmer and Russell, 1986�. Second, for
the 250-Hz fundamental frequency used in the present study,
it would be expected that harmonics below 3 kHz are re-
solved, whereas those above 3 kHz are unresolved �e.g.,
Shofner et al., 2005a�.

II. METHODS

The methods, behavioral procedure, and equipment are
the same as those used in our previous studies �see Shofner,
2002; Shofner et al., 2005b for details�.

Adult chinchillas �Chinchilla laniger� were generally
maintained at 80%–90% of their normal body weight and
received food pellet rewards during behavioral testing. Their
diets were supplemented with chinchilla chow to maintain
their body weights. The care and use of the chinchillas and
the procedures employed were approved by the Institutional
Animal Care and Use Committee of Loyola University Chi-
cago.

Stimulus presentation and data acquisition were con-
trolled by a Gateway computer system with Tucker-Davis
Technologies System II modules. Stimuli used for behavioral
training consisted of WBN, COS, and IIRN �see Shofner,
2002; Shofner et al., 2005b for details�. For this study, the
harmonic complex tones consisted of a 250 Hz fundamental
frequency �F0� and all higher harmonics up to and including
10 kHz. Individual components were of equal amplitude and
either added in cosine-starting phase, sine-starting phase
�SIN� or random-starting phase �RND�. Harmonic tone com-
plexes were generated on a digital array processor at a sam-
pling rate of 50 kHz and stored on a disk. The delay used for
generating the IIRN was fixed at 4 ms resulting in spectral
peaks at integer multiples of 250 Hz, and the delayed-noise
attenuation was fixed at −1 dB. The bandwidths of the WBN
and IIRN were 10 kHz. For all noises used in the present
study, 5 s of each waveform were sampled at 50 kHz and
stored on disk. The root-mean-squared amplitudes of stimuli
were scaled to be equal in order to eliminate the use of over-
all level as a cue during testing. Sound level was monitored
by placing a condenser microphone �Ivie 1133� in the ap-
proximate position of an animal’s head and measuring the

A-weighted sound pressure level with a sound level meter
�Ivie IE-30-A Audio Spectrum Analyzer�. Overall sound
level was fixed at 73 dB SPL for all stimuli.

Chinchillas were placed inside a cage in a single-walled,
sound-attenuating animal test chamber lined with acoustic
foam during a testing session. At one end of the cage was a
pellet dispenser with a reward chute attached to a response
lever, and a loudspeaker was placed near the pellet dispenser
approximately 6 in. in the front of the animal at approxi-
mately 30° to the right of center.

Chinchillas were tested in a stimulus generalization pro-
cedure that was based on an operant conditioning paradigm
using positive reinforcement �see Shofner, 2002; Shofner et
al., 2005b for details�. Chinchillas discriminated a signal
stimulus from a WBN-standard stimulus. Bursts of the WBN
�500 ms with 10 ms rise/fall times� were presented continu-
ally once per second throughout the testing session regard-
less of whether the animal initiated a trial. The animal initi-
ated a trial by pressing down on the response lever. When the
lever was pressed down, the WBN was presented continually
for an additional 1–8 bursts resulting in a holdtime of
1150–8150 ms for each trial. The number of WBN bursts
presented after a trial was initiated varied randomly for each
trial and was determined from a rectangular probability dis-
tribution. If the animal released the lever before the random
holdtime, the countdown for the holdtime was halted; that
trial began again with the next press of the lever using the
same holdtime. If the animal held the response lever down
for the duration of the holdtime, then either a signal interval
or a blank interval �i.e., catch interval� occurred. A signal
interval consisted of two bursts of the signal stimulus, while
a blank interval consisted of two additional bursts of WBN.
The response window was coincident with the duration of
the signal/blank interval, but began 150 ms after the onset of
the first burst and lasted until the onset of the next WBN
burst. Thus, the duration of the response window was
1850 ms. Lever releases during the signal interval were
treated as hits, whereas lever releases during a blank interval
were treated as false alarms. If the animal continued to hold
the lever down, during a blank interval, then that nonre-
sponse was treated as a correct rejection. Animals received a
food pellet reward for hits and correct rejections. In a block
of 40 testing intervals, 60% were signal intervals, 20% were
blank intervals. On each of the two sets of 4 intervals �10%
of the intervals each� two different split-test stimuli were
presented �see below�. Animals received no food pellet re-
wards for behavioral responses to test stimuli, regardless of
whether the response was a release of the lever or continuing
to press the lever down. Data were collected for a minimum
of 50 blocks, resulting in at least 200 trials for each test
stimulus.

In experiment 1, chinchillas were trained to discriminate
COS �i.e., signal� from WBN. The two test stimuli in this
experiment were harmonic tone complexes with the same 40
frequency components, but with different phase characteris-
tics in the lower and higher spectral regions �Fig. 1�. We will
refer to these test tone complexes as split-phase test stimuli.
For one split-phase test stimulus, harmonic components 1–12
were added in cosine-starting phase, whereas harmonic com-
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ponents 13–40 were added in random-starting phase. We will
call this split-phase stimulus 1–12 COS �middle panels in
Fig. 1�. For the other split-phase test stimulus, harmonic
components 1–12 were added in random-starting phase,
whereas harmonic components 13—40 were added in
cosine-starting phase. We will call this split-phase stimulus
13–40 COS �bottom panels in Fig. 1�. If animals are attend-
ing to high frequencies when discriminating the cosine-phase
tone complex from wideband noise, then we would predict
that behavioral responses to the 13–40 COS test stimulus
will be large, but responses to the 1–12 COS test stimulus
will be reduced. As part of this experiment, chinchillas were
also tested with SIN and RND harmonic tone complexes.

In experiment 2, chinchillas were trained to discriminate
IIRN �i.e., signal� from WBN. The two test stimuli in this
experiment were rippled noises that differed in the spectral
regions of the ripples �Fig. 2�. We will refer to these test
rippled noises as split-spectrum test stimuli. One split-
spectrum test stimulus was generated by adding together a
low-pass filtered version of the infinitely iterated rippled
noise to a high-pass filtered version of the wideband noise.
We will call this spit-spectrum stimulus LP-IIRN �middle
panel in Fig. 2�. The other split-spectrum test stimulus was
generated by adding together a low-pass filtered version of
the wideband noise to a high-pass filtered version of the
infinitely-iterated rippled noise. We will call this split-

spectrum stimulus HP-IIRN �bottom panel in Fig. 2�. The
cutoff frequencies of the low-pass and high-pass filters were
set at 3 kHz, and the slopes of the filter functions were
48 dB/octave. Note that the cutoff frequency of 3 kHz cor-
responds to the 12th harmonic in the tone complexes of ex-
periment 1. If animals are attending to low frequencies when
discriminating the infinitely-iterated rippled noise from
wideband noise, then we would predict that behavioral re-
sponses to the LP-IIRN test stimulus will be large, but re-
sponses to the HP-IIRN test stimulus will be reduced.

III. RESULTS

Figure 3�a� shows the behavioral responses obtained
from experiment 1 in which 8 chinchillas discriminated COS
from WBN and were tested with the split-phase stimuli. Be-
havioral responses are shown as percent generalization
which is the percentage of intervals the chinchilla released
the lever during the response window for each stimulus pre-
sented. For each animal, the percent generalization to the
COS-signal is high, whereas the percent generalization to the
WBN-standard is low. The percent generalization to the
13–40 COS test stimulus was approximately equal to the
COS response in 5/8 chinchillas. For 3 /8 chinchillas �C29,
C42, C43�, the percent generalization to the 13–40 COS was
well above the response to WBN, but was lower than the

FIG. 1. Illustrations of the waveforms presented for
training and test stimuli in experiment 1. The wave-
forms in the left- and right-hand panels show the low
and high frequencies separately for conceptual purposes
and are not meant to imply that two separate stimuli
were presented. The time between 20–60 ms illustrates
a window during the steady state portion of the stimu-
lus. Top panel illustrates the COS training stimulus in
which all 40 components are added in cosine-starting
phase. Middle panel illustrates the test stimulus of 1–12
COS in which components 1–12 are added in cosine-
starting phase and components 13–40 are added in
random-starting phase. Bottom panel illustrates the test
stimulus 13–40 COS in which components 1–12 are
added in the random-starting phase and components
13–40 are added in the cosine-starting phase.
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response to COS. For all animals, the responses to 1–12 COS
were below those obtained for 13–40 COS. Figure 3�b�
shows the average and 95% confidence intervals determined
using Tukey’s standard error. A repeated-measures analysis
of variance showed a significant effect of stimuli �F=104.6;
p�0.0005�. Pairwise comparisons based on Tukey’s test
showed there was no significant difference between 13–40
COS and COS �q=2.25; p�0.05�. There was a significant
difference between 1–12 COS and COS �q=12.55; p
�0.001� and between 1–12 COS and 13–40 COS �q
=10.30; p�0.001�.

Figure 3�c� shows the behavioral responses obtained
from experiment 1 in which 7 chinchillas discriminated COS
from WBN and were tested with SIN and RND. Again, for
each animal, the percent generalization to the COS-signal is
high, whereas the percent generalization to the WBN-
standard is low. The percent generalization to the SIN-test
stimulus was approximately equal to the COS response in all

chinchillas. For all chinchillas, the percent generalization to
the RND-test stimulus was above the response to WBN, but
was much lower than the response to COS or SIN. Figure
3�d� shows the average and 95% confidence intervals deter-
mined using Tukey’s standard error. A repeated-measures
analysis of variance showed a significant effect of stimuli �
F=115.4; p�0.0005�. Pairwise comparisons based on
Tukey’s test showed there was no significant difference be-
tween SIN and COS �q=−0.08; p�0.05�, but there was a
significant difference between RND and COS �q=14.20; p
�0.001� and between RND and SIN
�q=14.28; p�0.001�.

Figure 3�e� shows the behavioral responses obtained
from experiment 2 in which 7 chinchillas discriminated IIRN
from WBN and were tested with the split-spectrum stimuli.
For each animal, the percent generalization to the IIRN-
signal is high, whereas the percent generalization to the
WBN-standard is low. For all chinchillas, the percent gener-
alization to the LP-IIRN test stimulus was large relative to
the responses to IIRN. For 6/7 chinchillas, the percent gen-
eralization to the LP-IIRN test stimulus was above the re-
sponse to the HP-IIRN test stimulus. For the remaining chin-
chilla �C16�, the percent generalization to LP-IIRN was
slightly below that to HP-IIRN. Figure 3�f� shows the aver-
age and 95% confidence intervals determined using Tukey’s
standard error. A repeated-measures analysis of variance
showed a significant effect of stimuli �F=57.0; p�0.0005�.
Pairwise comparisons based on Tukey’s test showed there
was no significant difference between LP-IIRN and IIRN
�q=3.47; p�0.05�, but there was a significant difference be-
tween HP-IIRN and IIRN �q=9.62; p�0.001� and between
LP-IIRN and HP-IIRN �q=6.15; p�0.005�.

IV. DISCUSSION

The present study used a stimulus generalization para-
digm to examine whether chinchillas attend to different fre-
quency regions during different pitch-cue discriminations. In
our stimulus generalization paradigm, chinchillas are trained
to discriminate a signal stimulus from a standard stimulus.
One of the key elements of this procedure is that the signal is
presented on most of the trials; food reward is given for
correct responses, because these are considered to be objec-
tive responses. Consequently, it is likely that the chinchilla
expects to hear the signal and receive a reward during most
of the trials. Test stimuli were presented infrequently during
the session, similar to the probe-signal method of Greenberg
and Larkin �1968�, but these responses were not rewarded,
because they are considered to be subjective responses �i.e.,
they are neither correct nor incorrect�. Behavioral responses
to test stimuli that are similar to the responses to signal
stimuli suggest a perceptual equivalence or perceptual invari-
ance between the test and signal stimulus �Hulse, 1995�. That
is, there is some feature that is similar across these stimuli
that leads to a similarity in the perception.

In human listeners, the COS tone complex used in the
present study evokes a salient pitch perception, whereas the
WBN only evokes a noise perception. This COS has a band-

FIG. 2. �A� Example spectrum of the stimulus used for training the animals
to discriminate IIRN from WBN. �B� Example spectrum of the test stimulus
LP-IIRN. �C� Example spectrum of the test stimulus HP-IIRN.
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width that is similar to that of WBN and is comprised of both
resolved and unresolved harmonics. For this particular tone
complex with a 250 Hz fundamental frequency, human lis-
teners judge the pitch strength or saliency of the RND tone
complex to be only slightly less than that of the COS tone
complex �Shofner and Selas, 2002�. In contrast, the behav-
ioral responses of the chinchillas to RND tone complexes
were greatly reduced compared to the COS tone complex
indicating that these two stimuli were not perceptually
equivalent. However, the responses to the SIN tone complex
were as large as those obtained to the COS indicating that

these two stimuli are perceptually equivalent in the chin-
chilla. Both SIN and COS tone complexes have highly
modulated waveforms; the autocorrelation functions of the
envelopes extracted with a Hilbert transform are identical.
However, the waveform of RND is much less modulated
than either of the SIN or COS tone complexes. When dis-
criminating COS from WBN, chinchillas attend to the fea-
tures of the tone complex that distinguish it from the noise.
Previous behavioral studies in chinchillas indicate that the
most salient feature in this discrimination is the periodicity
found in the stimulus envelope. �Shofner, 2002�. That is, the

FIG. 3. Filled-bar graphs �A, C, E� show behavioral responses from individual animals when trained to discriminate the training stimulus �Tr� from the
standard stimulus �St� and tested with stimuli 1 and 2. White-bar graphs �B, D, F� show average behavioral responses and the 95% confidence intervals based
on Tukey’s standard error for the individual data. A, B show data when animals are trained to discriminate COS �Tr� from WBN �St� and tested with 1–12 COS
�1� and 13–40 COS �2�. C, D show data when animals are trained to discriminate COS �Tr� from WBN �St� and tested with RND �1� and SIN �2�. E, F show
data when animals are trained to discriminate IIRN �Tr� from WBN �St� and tested with LP-IIRN �1� and HP-IIRN �2�.
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animal listens across all frequencies, but presumably attends
to high frequency auditory filters where information about
the envelope is dominant.

The results of the present study demonstrate that chin-
chillas do indeed attend to high frequencies more so than low
frequencies when discriminating COS from WBN. When
tested infrequently with split-phase tone complexes in which
harmonics less than or equal to 3 kHz were added in random
phase while harmonics above 3 kHz were added in cosine
phase �13–40 COS�, large behavioral responses were ob-
tained. That is, tone complexes having identical phases in the
high frequencies, but not in the low frequencies, were per-
ceptually equivalent to the cosine-phase harmonic tone com-
plex. In contrast, when tested infrequently with split-phase
tone complexes in which harmonics above 3 kHz were
added in random phase while harmonics less than or equal to
3 kHz were added in cosine phase �1–12 COS�, small behav-
ioral responses were obtained. In this case, tone complexes
having identical phases in the low frequencies, but not in the
high frequencies, were not perceptually equivalent to the
cosine-phase harmonic tone complex. Thus, the perceptual
equivalence of 13–40 COS to the cosine-phase tone complex
can be attributed to the similar phase characteristics in the
high frequency auditory filters �see Fig. 1�. The 1–12 COS
stimulus is not perceptually equivalent to the cosine-phase
tone complex, because the phase characteristics are different
in the high frequency filters between the two sounds.

When discriminating IIRN from WBN, chinchillas at-
tend to the features of the rippled noise that distinguish it
from wideband noise. In human listeners, this IIRN evokes
both a pitch perception and a noise perception �see Patterson
et al., 1996�. Previous behavioral studies in chinchillas indi-
cate that the most salient feature in this discrimination is the
periodicity found in the waveform fine structure. �Shofner et
al., 2005b�. That is, the animal listens again across all fre-
quencies, but presumably attends to low frequency auditory
filters where information about the fine structure is dominant.
The results of the present study demonstrate that chinchillas
do indeed attend to low frequencies more so than high fre-
quencies when discriminating IIRN from WBN. When tested
infrequently with split-spectrum stimuli which had a flat-
spectrum for frequencies equal to and below 3 kHz, but had
a rippled-spectrum above 3 kHz �HP-IIRN�, small behav-
ioral responses were obtained. That is, split-spectrum noises
having identical spectra in the high frequencies, but not in
the low frequencies, were not perceptually equivalent to the
IIRN-signal. In contrast, when tested infrequently with split-
spectrum stimuli which had a flat-spectrum above 3 kHz, but
a rippled-spectrum for frequencies equal to and below 3 kHz
�LP-IIRN�, large behavioral responses were obtained. That
is, split-spectrum noises having identical spectra in the low
frequencies, but not in the high frequencies, were perceptu-
ally equivalent to the IIRN-signal. Thus, the perceptual
equivalence of LP-IIRN to the IIRN-signal can be attributed
to the similar ripple characteristics in the low frequency au-
ditory filters �see Fig. 2�. The HP-IIRN stimulus is not per-
ceptually equivalent to the IIRN-signal, because the ripple
characteristics are different in the low frequency filters be-
tween the two sounds.

In summary, our previous studies showed that the per-
ception of pitch strength in chinchillas is dependent on the
type of stimulus used in the training of the animal. A COS-
tone complex possesses a large periodicity at the reciprocal
of the fundamental frequency in both the fine structure and
envelope. When trained to discriminate COS from WBN, the
cues for discrimination appear to be the periodicity in the
envelope �Shofner, 2002�. The results of the present study
show that for this discrimination, chinchillas attend to high
frequencies more so than low frequencies. In contrast, IIRN
has a strong fine structure periodicity at the reciprocal of the
delay, but a weak periodicity in the envelope. When trained
to discriminate IIRN from WBN, the cues for discrimination
appear to be the periodicity in the fine structure �Shofner et
al., 2005b�. The results of the present study show that for this
discrimination, chinchillas attend to low frequencies more so
than high frequencies. Thus, there is a change in the ability
of the chinchilla to use different pitch-related cues for the
discrimination. That is, chinchillas normally attend to high
frequency information, but can learn to attend to the low
frequency information. This change in listening strategy
from “high frequency listening” to “low frequency listening”
reflects stimulus-specific, pitch-cue based discrimination
learning.

Pitch-cue based discrimination that is specific to the
training stimulus has been reported in human listeners �De-
many and Semal, 2002; Grimault et al., 2003; Fitzgerald and
Wright, 2005� as well as goldfish �Fay, 2005�. That is, dis-
crimination based on pitch-cues specific to the training
stimulus does not necessarily generalize to other stimuli, par-
ticularly if the pitch-cues of the test stimuli are different from
those that were trained on. For example, the learning ac-
quired for rate discrimination of SAM noise does not transfer
to other nontraining stimuli �e.g., pure tone frequency dis-
crimination or rippled noise delay discrimination�, because
the element of pitch processing affected by the learning ac-
quired for the SAM rate discrimination is different from that
for the nontraining stimuli �Fitzgerald and Wright, 2005�. In
the present context, chinchillas learn to discriminate COS
�i.e., training stimulus� from WBN by analyzing high fre-
quency auditory channels, but when tested with IIRNs �i.e.,
nontraining stimuli�, the outputs of high frequency channels
are more WBN-like than COS-like and thus, there is no gen-
eralization to the IIRN �Shofner, 2002�. However, chinchillas
can learn to discriminate IIRN from WBN by analyzing low
frequency auditory channels. The outputs of low frequency
channels for IIRN �i.e., training stimulus� are more similar to
COS than to WBN, and therefore generalization is observed
when animals are tested with COS �Shofner et al., 2005b�.

The neural substrate responsible for this pitch-cue learn-
ing in chinchillas is currently unknown. Learning effects are
certainly known to occur in the auditory cortex �e.g., Recan-
zone et al., 1993; Bao et al., 2004; Polley et al., 2006�. For
example, the topographic representation of a target frequency
is expanded in the auditory cortex of rats trained in a fre-
quency recognition task �Polley et al., 2006�. In addition to
cortex, learning effects in lower auditory centers may also
occur. Kettner and Thompson �1985� found physiological
differences in unit responses in the medial geniculate body
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and inferior colliculus of conditioned rabbits when the ani-
mal detected or failed to detect a white-noise stimulus, but
found no physiological effect in cochlear nucleus unit re-
sponses. These findings suggest that learning effects may be
observed in the thalamus and inferior colliculus, but not ob-
served as far down as the cochlear nucleus. However, Woody
et al. �1992; 1994� have shown that cochlear nucleus unit
responses to clicks are larger from conditioned cats than
from nonconditioned cats, suggesting that plasticity due to
learning may also occur at the level of the cochlear nucleus.
Neural synchrony as measured by the frequency following
response to the fundamental frequency of Mandarin Chinese
monosyllables is larger for Mandarin Chinese speakers than
for native English speakers �Krishnan et al., 2005�, and these
authors argue that synchrony in the brainstem to voice pitch
is enhanced by language-dependent learning. It is possible
that neural synchrony in the brainstem nuclei to iterated
rippled noises �e.g., Shofner, 1999; Winter et al., 2001; Grif-
fiths et al., 2001; Neuert et al., 2005� is stronger in chinchil-
las following training with IIRN. Thus, the neural represen-
tations of IIRN in the chinchilla auditory cortex, medial
geniculate, and perhaps even brainstem nuclei are presum-
ably enhanced in some unknown manner following training
with the IIRN stimulus.
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Variable stimulus presentation methods are used in auditory evoked potential �AEP� estimates of
cetacean hearing sensitivity, each of which might affect stimulus reception and hearing threshold
estimates. This study quantifies differences in underwater hearing thresholds obtained by AEP and
behavioral means. For AEP estimates, a transducer embedded in a suction cup �jawphone� was
coupled to the dolphin’s lower jaw for stimulus presentation. Underwater AEP thresholds were
obtained for three dolphins in San Diego Bay and for one dolphin in a quiet pool. Thresholds were
estimated from the envelope following response at carrier frequencies ranging from 10 to 150 kHz.
One animal, with an atypical audiogram, demonstrated significantly greater hearing loss in the right
ear than in the left. Across test conditions, the range and average difference between AEP and
behavioral threshold estimates were consistent with published comparisons between underwater
behavioral and in-air AEP thresholds. AEP thresholds for one animal obtained in-air and in a quiet
pool demonstrated a range of differences of −10 to 9 dB �mean=3 dB�. Results suggest that for the
frequencies tested, the presentation of sound stimuli through a jawphone, underwater and in-air,
results in acceptable differences to AEP threshold estimates. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2229286�

PACS number�s�: 43.80.Lb, 43.64.Ri �WWA� Pages: 1713–1722

I. INTRODUCTION

Auditory evoked potential �AEP� techniques currently
provide the best opportunity for successfully responding to
National Research Council �NRC� recommendations to ob-
tain population-level audiograms for marine mammals and
estimate the hearing sensitivity of rare or hard to maintain
marine mammals. Specifically, the NRC stated that
“population-level audiograms of many individuals are neces-
sary for establishing baseline hearing capabilities and normal
hearing loss in marine mammals” and that there should be
coordinated efforts to “obtain audiometric data from stranded
or ensnared whales” �NRC, 1994; 2000�. Hearing informa-
tion remains to be obtained on most marine mammal species
and the natural variation in hearing sensitivity within a popu-
lation �i.e., as a function of age and/or sex� is unknown for
all marine mammal species.

A number of AEP techniques exist for measuring audi-
tory thresholds. These include the measurement of auditory
brainstem responses �ABRs� resulting from exposure to
clicks, tone pips, and sinusoidal amplitude modulated �SAM�
tones. Clicks have broad spectral content and are suitable for
testing hearing sensitivity across a range of frequencies si-
multaneously. Tone pips are short bursts of a tone, typically
less than a few ms, which improve frequency specificity of

the evoked response because of a narrower spectral content
�compared to a click�. However, the technique gaining favor
for use with small odontocetes is the recording of the enve-
lope following response �EFR�. This technique often uses
SAM tones as stimuli in order to elicit rhythmic ABRs. The
magnitude of the EFR depends on the SAM tone carrier
frequency and sound pressure level, as well as the amplitude
modulation rate and the depth of modulation. Studies on sev-
eral odontocete species have demonstrated optimal ampli-
tude modulation rates and depths for detection of the EFR
�Dolphin et al., 1995; Supin and Popov, 1995, 2000; Mooney
and Nachtigall, 2006�. The rhythmic nature of the EFR
makes it amenable to analysis in the frequency domain and
provides greater frequency specificity than do tests measur-
ing evoked responses to either clicks or tone pips. The EFR
has been used to estimate the hearing sensitivity of several
marine mammal species �Dolphin, 2000; Klishin et al., 2000;
Andre et al., 2003; Nachtigall et al., 2005; Popov et al.,
2005; Yuen et al., 2005�, but quantification of differences
between behavioral and EFR thresholds obtained within the
same animal has only recently been performed �Yuen et al.,
2005; Finneran and Houser, 2006�. Prior to broad acceptance
of the EFR technique for use in estimating hearing sensitivity
in marine mammals, appropriate quantification of the differ-
ences that exist between more commonly accepted behav-
ioral approaches to estimating hearing sensitivity and those
determined with EFR should be performed.a�Electronic mail: biomimetica@cox.net
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The conditions under which marine mammals are avail-
able for study influence how SAM stimuli are presented or
how EFRs are recorded. For example, a stranded delphinid
on the beach may require use of a “jawphone” �suction cup
embedded sound projector� for stimulus presentation �Brill et
al., 2001; Finneran and Houser, 2006�, where a rehabilitating
or trained delphinid tested underwater in a pool may allow
direct field presentation of acoustic stimuli �Nachtigall et al.,
2005�. The differences in threshold estimates from alterna-
tive methods are currently not quantified, but may vary as a
function of equipment used �e.g., jawphone versus direct
field� or the sound propagation characteristics of the testing
environment �e.g., stimuli emitted underwater versus those
emitted in air�. Threshold estimates resulting from differing
approaches to EFR data collection should be cautiously ap-
plied and placed in the proper context of how the data were
collected. Ultimately, variation in threshold estimates result-
ing from these different approaches should be quantified to
facilitate comparisons in threshold estimation across studies.

Finneran and Houser �2006� quantified differences in
EFR and behavioral thresholds for the same dolphins and at
the same frequencies. The electrophysiological approach was
used with four animals, all of which were out of the water
and quietly resting on a padded mat. Behavioral estimates of
hearing sensitivity were obtained underwater, either in San
Diego Bay �SD Bay� or in a quiet pool. Compared to behav-
ioral thresholds obtained in SD Bay at unmasked frequencies
��40 kHz�, AEP estimates were on average 6 dB higher.
Comparison across the range of hearing for a single animal
whose behavioral estimates were obtained in a quiet pool
indicated that AEP threshold estimates were from 0 to 18 dB
higher, with the greatest differences occurring at the lowest
�10 kHz� and highest frequencies �80 and 100 kHz� at which
that individual was tested. These differences must necessar-
ily be placed in context of the data collection design used in
that study. Dolphins were in air during the procedure and
stimuli were presented to them via a jawphone coupled to the
pan region of the lower jaw. Differences between behavioral
and EFR threshold estimates obtained in this manner may
differ from those obtained underwater or in which stimulus
presentation occurred in the direct field.

The jawphone has been used for stimulus presentation in
the mapping of the sensitivity of the dolphins’ lower jaw to
click-like signals �Møhl et al., 1999�. It has also been used to
preferentially stimulate one ear over the other during behav-
ioral audiometry conducted with the animal underwater
�Brill et al., 2001�. The results of Brill et al. suggested that
behavioral audiograms obtained from an animal with the
jawphone compared favorably to hearing sensitivity mea-
sured in the direct field. The study presented here extends the
use of the jawphone for presenting SAM stimuli and apply-
ing the EFR technique to submerged animals. EFRs were
recorded at multiple carrier frequencies and analyzed to es-
timate hearing thresholds. The results are compared to be-
havioral thresholds within the same dolphins to determine
the differences between the two approaches. EFR-derived
threshold estimates obtained on submerged dolphins are fur-
ther compared to estimates on the same dolphins in air

�Finneran and Houser, 2006� to examine how threshold pre-
dictions obtained with EFRs varied as a function of the me-
dium in which the data are collected.

II. METHODS

A. Subjects

Three bottlenose dolphins were used: BEN �male, 41 yr,
324 kg�, BLU �female, 39 yr, 200 kg�, and WEN �male,
21 yr, 210 kg�. Subjects were housed in floating netted en-
closures, 9�9 to 12�24 m, located in SD Bay, CA. The
study followed a protocol approved by the Institutional Ani-
mal Care and Use Committee of the Biosciences Division,
SSC San Diego, and followed all applicable U.S. Department
of Defense guidelines for the use and treatment of animals in
science.

B. AEP measurements

1. Hardware

All AEP measurements were conducted underwater.
BEN, BLU, and WEN were tested in SD Bay; BLU was also
tested in an above-ground vinyl-walled pool. Representative
ambient noise levels for the pool and SD Bay test sites are
provided in Finneran et al. �2005�. Within SD Bay, pressure
spectral densities were approximately 75 dB re :1 �Pa2/Hz
at 5 kHz and declined to approximately
63 dB re :1 �Pa2/Hz as frequency increased to 50 kHz.
Noise levels in the pool were approximately 20 dB below
ambient noise levels in SD Bay.

The equipment used to generate sound stimuli and ac-
quire data in SD Bay has been previously detailed �Finneran
and Houser, 2006�. Briefly, a multifunction data acquisition
card �National Instruments PCI-MIO-16E-1� was used to
generate sound stimuli and digitize the evoked responses via
a personal computer. Sound stimuli were attenuated �Tucker-
Davis Technologies PA-5�, bandpass filtered �Krohn-Hite 3C
module, 1–150 kHz�, and amplified �Hafler P1000� before
being projected to the dolphin. Stimuli were presented to the
subjects via a jawphone consisting of a piezoelectric sound
projector embedded in a Rhodia V-1065 silicon rubber suc-
tion cup �Brill et al., 2001; Finneran and Houser, 2006�. The
jawphone was coupled to the dolphin’s lower jaw over the
pan region, a site which is an important entryway to the
auditory system for high frequency sounds �Bullock et al.,
1968; McCormick et al., 1970, 1980; Brill et al., 1988; Møhl
et al., 1999�. A diagram of the system, reproduced from
Finneran and Houser �2006�, is provided in Fig. 1.

Two jawphones were used in this study: JP4 was fabri-
cated using a commercially available sound projector �ITC
1042� while JP5 was constructed using a custom piezoelec-
tric sphere. JP4 was used for all subjects tested in SD Bay
and JP5 was used for BLU when she was tested in the pool.
Jawphones were calibrated by measuring underwater rms
sound pressure levels at a distance of 15 cm from the jaw-
phone �Finneran and Houser, 2006�. The 15-cm distance was
based on the measured distance between the jawphone at-
tachment point and the ipsilateral auditory bulla as deter-
mined from a computed tomography �CT� scan of WEN
�Houser et al., 2004�. Sound pressure levels were measured
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using a calibrated hydrophone �B&K 8105� and charge am-
plifier �B&K 2692 or 2635�. Figure 2 shows the resulting
transmitting voltage responses �TVR�. Note that the TVR
differs from that of a free transducer; the response of the
transducer is damped by its being embedded in the silicon
rubber. The straight lines represent linear regressions of TVR
versus log-frequency performed over a range of 5–100 kHz
for JP4 and 5–40 kHz for JP5 �the frequency range over
which each TVR was approximately linear with log-
frequency�. Regression slopes were 12.5 and 12.3 dB/octave
and r2 values were 0.95 and 0.99 for JP4 and JP5, respec-
tively.

Gold cup electrodes �6 and 10 mm diameter� embedded
in 25-mm-diam Rhodia V-1065 silicon rubber suction cups
were used as surface electrodes. Prior to electrode placement,
the dolphin positioned the region of its body where the elec-
trode was to be placed out of the water and the attachment
site was dried using gauze pads. The noninverting electrode
�+� was placed near the vertex of the dolphin’s head, ap-
proximately 10 cm posterior of the blowhole and offset
�2 cm contralateral of the ear being tested. The exact posi-
tion of the �+� electrode varied depending on the shape of the
subject’s head. Curvature of the head sometimes prevented
adequate sealing of the suction cups at the preferred attach-
ment site and the suction cup had to be moved slightly to

ensure an adequate seal. The inverting electrode �−� was
placed contralateral to the ear being tested, and just behind
the external auditory meatus. A ground �common� electrode
was placed either on the subject’s back near the dorsal fin or
on the dorsal fin itself. Subjects were positioned near the
surface so that the �+� and ground electrodes were normally
above the waterline.

2. Stimuli

SAM tones were used as stimuli to generate the EFRs.
Carrier frequencies ranged from 5 kHz �pool only� or
10 kHz up to 150 kHz. Modulation depth was 100%. Modu-
lation rates were 1 kHz for all carrier frequencies except
5 kHz, where the modulation rate was lowered to 500 Hz to
keep the stimulus bandwidth within the anticipated width of
the auditory filter centered at the carrier frequency �Au and
Moore, 1990; Finneran et al., 2002�. Prior research on bottle-
nose dolphins has indicated that modulation rates from ap-
proximately 500 to 600 and 1000 to 1200 Hz evoke strong
responses �Dolphin et al., 1995; Supin and Popov, 1995;
Popov and Supin, 1998�.

All dolphins were tested using intermittent SAM tones
with 1 ms rise/fall times. Interstimulus intervals �quiet pe-
riod between stimuli� were �6 ms. Preliminary data showed
no significant changes in EFR amplitudes for ISIs �6 ms.
The specific durations depended on the need to balance the
speed achieved with shorter stimuli versus the better fre-
quency resolution and lower noise levels achieved with
longer stimuli. Initial tests in SD Bay used durations of
13 ms; this was increased to 23 ms for the majority of tests.
Tests in the pool used durations of 23 and 32 ms except at
5 kHz, where the stimulus duration was extended to 62 ms.

3. Evoked responses and response detection

Evoked responses were differentially amplified and fil-
tered using a Grass IP-511 biopotential amplifier. The ampli-
fier gain was fixed at 100 000. The high- and low-pass filters
were set at 300 Hz and 3 kHz, respectively, except for mea-
surements at 5 kHz where the high-pass filter was set at
100 Hz. Additional filtering �Krohn-Hite 3C, 100 Hz and
5 kHz� was sometimes used, depending on signal quality.
The resulting signal was digitized �National Instruments
PCI-MIO-16E-1� at either 15 or 20 kHz. Signals greater than
20 �V were rejected from analysis. For each frequency
tested, 500 epochs were recorded. Frequency analysis was
performed on 11–30 ms epochs, except for measurements at
5 kHz where the epoch duration was set to either 21 or
60 ms. The portions of the evoked response corresponding to
the stimulus rise and fall were not included in the frequency
analysis. To avoid spectral leakage in the frequency domain,
durations for frequency analysis were constrained to integral
multiples of 1 ms �1 kHz modulation rate� or 2 ms �500 Hz
modulation rate�.

Magnitude-squared coherence �MSC� was calculated
from the total collection of epochs obtained for each fre-
quency and stimulus level tested. The MSC was used to as-
sess whether the spectral component at the modulation fre-
quency was statistically different from noise �Dobie and

FIG. 1. AEP measurement system configuration �reproduced from Finneran
and Houser, 2006�.

FIG. 2. Transmitting voltage response �TVR� from jawphones JP4 and JP5
measured 15 cm from the transducer. The lines represent linear regressions
of TVR vs log-frequency.
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Wilson, 1989; Dobie, 1993; Dobie and Wilson, 1996�. The
MSC calculation used 20 subaverages and critical values for
MSC, using �=0.01, were obtained from Amos and Koop-
mans �1963� and Brillinger �1978�. Evoked responses with
MSC values larger than the critical MSC �a function of � and
the number of subaverages� were considered to be detected.

4. Data collection

Data collection began with a stimulus SPL of
80 dB re 1 �Pa. The same automated modified staircase
technique described in Finneran and Houser �2006� was used
to adjust stimulus levels to quickly reach threshold. The
staircase was terminated when the step size was reduced be-
low 4 dB. A linear regression was then performed on the
AEP amplitude versus stimulus SPL data. Data included in
the regression were all detected responses except those ex-
ceeding 400 nV. If the regression value �r2� from a minimum
of four detected responses reached 0.9, the test was con-
cluded. If the minimum r2 value was not obtained, additional
measurements and regression analyses were conducted until
the criterion r2 was met or a maximum of eight detections
was made.

For hearing tests conducted in SD Bay, all frequencies
were tested three to seven times for both ears of each test
subject. For pool recordings, all frequencies were tested four
to five times for both of BLU’s ears. The exception for pool
testing was at 100 kHz, where testing was performed once
on the left ear and twice on the right ear. The decision to
reduce the number of trials at 100 kHz was due to BLU’s
insensitivity at this frequency.

5. Threshold estimation

Hearing thresholds were estimated for each frequency
using a linear regression technique �Supin et al., 2001�. The
regression was first performed on the four detected responses
with the lowest amplitudes. If the regression r2 was less than
0.9, additional points obtained at consecutively higher stimu-
lus levels were added to the regression analysis until the r2

criterion of 0.9 was met, or an obvious plateau was reached
in the AEP amplitude data. The threshold was estimated by
extrapolating the regression line to the 0 V level and deter-
mining the SPL for the zero-crossing. Occasionally, only
three points could be included in the regression because of
the appearance of a plateau in the amplitude response curve
that occurred at relatively low stimulus levels. If a minimum
of a three point regression could not be performed at a par-
ticular frequency, estimates for that frequency were not per-
formed.

C. Behavioral measurements

Behavioral thresholds were measured underwater in SD
Bay �all subjects� and the above-ground pool �BLU only�.
Subjects were trained to whistle in response to test tones and
to stay quiet otherwise. Stimulus levels were adjusted using a
modified up/down staircase technique with 500 ms pure tone
stimuli. Details of the behavioral test methods for WEN and
BLU may be found in Finneran and Houser �2006�. Behav-
ioral thresholds for BEN were acquired as part of a prior

study on noise-induced temporary threshold shifts �Finneran
et al., 2005�. Testing for WEN was performed in context of a
single interval experiment. The behavioral threshold proce-
dures for BEN and BLU were based on the Method of Free
Response �MFR; Egan et al., 1961�.

D. Analysis

T-tests for independent samples ��=0.05� were used to
compare AEP threshold estimates obtained from stimulation
of the left and right ears. Statistical analyses were performed
with the software package STATISTICA©�StatSoft, Inc.�.

III. RESULTS

Figure 3�a� shows examples of the EFR wave form ob-
tained from BLU, while submerged, in response to an inter-
mittent 50 kHz SAM tone. Responses are easily observed in
the wave forms at high stimulus levels. As the stimulus SPL
is lowered, the magnitude of the response decreases until it is
eventually indistinguishable from noise in the time domain.
Figure 3�b� shows the frequency spectra of the wave forms
from Fig. 3�a�. The feature of interest for detection of the
EFR is the spectral peak at 1 kHz, which corresponds to the
amplitude modulation frequency of the SAM tone.

Figure 4 shows the underwater AEP audiogram and be-
havioral audiogram for BLU derived from measurements
made in SD Bay. AEP responses could not be detected above
100 kHz at the highest SPL the jawphone could generate. As
previously demonstrated for BLU, sensitivity above 30 kHz
becomes progressively poorer with a reduction in sensitivity
of �47 dB/octave �Finneran and Houser, 2006�. The pattern
of hearing sensitivity with frequency is similar regardless of
whether AEP estimates or behavioral estimates of threshold
are used. The AEP threshold estimates tended to be lower
than the behavioral estimates and there was a strong correla-
tion between estimates �r=0.93�. When the sensitivity of
each ear was considered independently, differences between
estimates �AEP threshold estimates minus behavioral thresh-
olds� ranged from −18 to +22 dB re 1 �Pa. The mean un-
derestimate of threshold was 7 dB while the mean overesti-
mate of threshold was 11 dB. When the sensitivities of the
ears were averaged, differences between estimates ranged
from −16 to +20 dB and the mean underestimate and over-
estimate of threshold was −5 and +12 dB, respectively. Dif-
ferences between the left and right ear AEP audiograms were
insignificant across all frequencies tested, except at 50 kHz
�t=3.8, p=0.02�. At this frequency the left ear threshold was
�4 dB higher than that obtained for the right ear.

Figure 5 compares underwater AEP threshold estimates
for WEN to behavioral thresholds measured in SD Bay. At
frequencies below 60 kHz, AEP threshold estimates consis-
tently underestimated behavioral thresholds obtained in SD
Bay. Conversely, above 60 kHz, AEP threshold estimates
overestimated behavioral thresholds. Considering each ear
independently, differences between estimates ranged from
−28 to +23 dB, the mean underestimate of threshold was
16 dB, and the mean overestimate of threshold was 13 dB.
The correlation between threshold estimates was 0.50. When
the sensitivities of the ears were averaged, differences be-
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tween estimates ranged from −20 to +20 dB and the mean
underestimate and overestimate of threshold was −14 and
+14 dB, respectively. Differences between the left and right
ear AEP audiograms were insignificant across all frequencies
tested, except at 115 kHz �t=−5.2, p�0.01�. At this fre-
quency the right ear threshold was �6 dB higher than that
obtained for the left ear.

Figure 6 compares AEP threshold estimates for BEN to
his behavioral thresholds measured in SD Bay. In contrast to
BLU and WEN, AEP thresholds were generally higher than
behavioral estimates. Behavioral thresholds for BEN were
much higher than either WEN or BLU from 15 to 30 kHz
�note the notch at these frequencies in Fig. 6�. Differences
between estimates ranged from −20 to +29 dB. The mean
underestimate of threshold was 8 dB while the mean overes-
timate of threshold was 13 dB. The correlation between
threshold estimates was 0.90. When the sensitivities of the
ears were averaged, differences between estimates ranged
from −8 to +21 dB and the mean underestimate and overes-

FIG. 3. EFR �a� wave forms and �b� frequency spectra measured at different
stimulus SPLs for BLU while she was submerged. The modulation rate of
the SAM tone was 1 kHz and the carrier frequency was 50 kHz. Time t
=0 corresponds to the stimulus onset. The frequency spectra were calculated
from a 10 ms analysis window. The numbers next to each series indicate the
stimulus SPL �dB re 1 �Pa�.

FIG. 4. Comparison of EFR threshold estimates obtained from left �L� and
right �R� ears to behavioral thresholds for subject BLU. All EFR tests and
behavioral tests were performed in SD Bay. Symbols represent mean values;
error bars show the mean ± one standard deviation.

FIG. 5. Comparison of EFR threshold estimates obtained from left �L� and
right �R� ears to behavioral thresholds for subject WEN. All EFR tests and
behavioral tests were performed in SD Bay. Symbols represent mean values;
error bars show the mean ± one standard deviation.
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timate of threshold was −7 and +12 dB, respectively. AEP
threshold estimates obtained for the right ear of BEN were
significantly higher than those obtained from the left for fre-
quencies of 20 �t=−2.7, p=0.02�, 30 �t=−5.7, p�0.01�, 40
�t=−6.2, p�0.01�, 50 �t=−3.4, p=0.02�, 80 �t=−19.7, p
�0.01�, and 100 kHz �t=−3.6, p=0.02�. Thresholds were
15–34 dB higher when testing the right ear, except at
100 kHz where it was 6 dB higher. Differences at 10 and
60 kHz were not significantly different. Overall, AEP thresh-
old estimates for the left ear were nearer to behavioral
thresholds than were those obtained from the right ear.

Agreement between mean behavioral and AEP estimates
�i.e., average of the left and right ears� were best at 60 and
80 kHz when all measurements made in SD Bay were con-
sidered �Fig. 7�. All AEP predictions of threshold were lower
than behavioral thresholds at 50 and 10 kHz, whereas AEP
estimates of threshold were both lower and higher than be-
havioral thresholds at frequencies from 20 to 40 kHz. Con-

FIG. 6. Comparison of EFR threshold estimates obtained from left �L� and
right �R� ears to behavioral thresholds for subject BEN. All EFR tests and
behavioral tests were performed in SD Bay. Symbols represent mean values;
error bars show the mean ± one standard deviation.

FIG. 7. EFR threshold estimates vs behavioral thresholds for all measurements made in SD Bay. Each panel, except the bottom center panel, shows data from
all subjects for a single frequency. The bottom, center panel shows data from all of the subjects and for all of the frequencies tested. The dotted line indicates
where perfect agreement �equivalence� between the threshold predictions would occur. Vertical error bars denote the standard deviation of AEP threshold
estimates. Horizontal error bars denote the standard deviation of behavioral thresholds.
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sidering data collected from all three of the subjects, the
average underestimate of threshold was 11 dB and the aver-
age overestimate was 13 dB.

Figure 8 demonstrates the relationship between AEP
threshold estimates and behavioral thresholds collected in a
pool for BLU. This was the only animal for which pool
collections were made, thus providing a single comparison
for a quiet environment. Threshold estimates derived from
AEP data collected in the pool were consistently higher than
behavioral thresholds. Considering each ear independently,
differences between estimates ranged from −6 to +27 dB,
with the greatest deviations occurring at the highest frequen-
cies tested. The mean underestimate of threshold was 3 dB
while the mean overestimate of threshold was 13 dB. When
the average threshold was determined for both ears, differ-
ences between estimates ranged from −3 to +25 dB. Because
equivalent testing for each ear occurred across the range of
hearing, the mean overestimate and underestimate for the
averaged threshold were the same as that obtained when each
ear was considered independently. Differences between the
left and right ear AEP audiograms were insignificant across
all frequencies tested, except at 60 kHz �t=3.2, p=0.01�. At
this frequency the left ear threshold was �8 dB higher than
that obtained for the right ear.

IV. DISCUSSION

A. AEP and behavioral thresholds

1. San Diego Bay

Behavioral thresholds for BLU and WEN in SD Bay,
and those for BLU in the pool, have been previously reported
and discussed �Finneran and Houser, 2006�. When only com-
parisons in San Diego Bay are considered, differences be-
tween underwater behavioral thresholds and underwater AEP
thresholds were more variable for WEN than for BLU. The
relatively high ambient noise levels in SD Bay likely mask
hearing up to at least 40 kHz, as previously suggested
�Finneran and Houser, 2006�; however, it is unlikely that this
alone explains the differences in variability since the mask-

ing effect should have been consistent between the animals.
The variances in behavioral data were generally small com-
pared to variances observed in the AEP data, suggesting that
the variability lies within the AEP thresholds and not the
behavioral thresholds. The behavioral thresholds for BLU
were obtained via the MFR, whereas those of WEN were
obtained in a single interval experiment �Finneran et al.,
2005; Finneran and Houser, 2006�. Behavioral thresholds at
low frequencies �where thresholds were masked by ambient
noise� were similar, suggesting that the two methods pro-
duced comparable results. Sensitivities measured for BLU
and WEN were dramatically different at high frequencies
where BLU exhibited hearing loss. Whether reduced sensi-
tivity results in greater consistency between AEP and behav-
ioral thresholds is unknown for dolphins. It is possible that
the variability in ambient noise levels, from biological
sources and vessel traffic, had a more dramatic effect on
WEN’s thresholds than BLU’s, since BLU possessed higher
thresholds and test stimuli would have been larger relative to
the background noise.

The audiogram of BEN is atypical in that it contains a
notch, or reduction in sensitivity, between 10 and 40 kHz.
The etiology of this hearing anomaly is unknown and it can-
not be determined whether the underlying cause of the notch
is also related to differences between the left and right ears.
BEN exhibited large left/right differences, with thresholds
for the right ear substantially higher �up to 34 dB� than the
behavioral results. In contrast, thresholds were similar for
both the left and right ears of BLU and WEN for all but one
of the frequencies tested. Asymmetry in hearing sensitivity
has previously been observed in another bottlenose dolphin
�HEP� whose sensitivity was tested through the use of a jaw-
phone �Brill et al., 2001�. Right ear thresholds of this subject
were up to �30 dB greater than those of the left and a bilat-
eral reduction in sensitivity was observed above 50 kHz,
similar to that observed in BEN. Both BEN and HEP are
older males, �35 yr old, and it is possible that the underly-
ing factors contributing to left and right differences in audi-
tory sensitivity are augmented by presbycusis. Unlike WEN
and BLU, whose behavioral thresholds were measured con-
currently or within weeks of the AEP thresholds, the behav-
ioral audiogram of BEN was obtained several years prior to
his AEP audiogram. Given the age of BEN ��40 yr�, it is
reasonable to suspect that his hearing sensitivity might have
continued to decline with aging, thus contributing to the ob-
served differences in AEP and behavioral thresholds. Alter-
natively, the behavioral audiogram may be more reflective of
the more sensitive of the two ears. In this case, the appropri-
ate comparison would be to the AEP threshold from BEN’s
left ear �the more sensitive ear�. The resulting differences
between the behavioral and AEP thresholds from the left ear
are not significant at most frequencies. The possibility that
the audiogram is reflective of the more sensitive ear deserves
more research as it could provide insight into the accommo-
dation of hearing loss in odontocete species.

2. Pool

Because of the likelihood for masking to have occurred
in SD Bay measurements, the best comparisons of underwa-

FIG. 8. Comparison of EFR threshold estimates obtained from left �L� and
right �R� ears to behavioral thresholds for BLU. The EFR tests and behav-
ioral tests were performed in an above ground pool. Symbols represent
mean values; error bars show the mean ± one standard deviation.
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ter AEP and behavioral thresholds come from those obtained
in the pool environment for BLU. The range of differences
between underwater AEP and behavioral thresholds obtained
in the pool was approximately 15 dB greater than that ob-
served when in-air AEP threshold estimates were compared
to the pool data �Finneran and Houser, 2006�. However, the
trend was the same between the two studies with the AEP-
estimated thresholds typically overestimating the behavioral
thresholds.

B. Methodological issues

Prior estimates of hearing sensitivity in delphinid ceta-
ceans obtained via EFRs utilized different methodologies.
For example, Yuen et al. �2005� performed EFR assessments
of hearing sensitivity with their subject, a false killer whale
�Pseudorca crassidens�, underwater in the direct field of the
sound source. Other studies have utilized similar procedures
�Nachtigall et al., 2005; Popov et al., 2005�. In contrast,
Finneran and Houser �2006� used EFRs to estimate hearing
sensitivity in four bottlenose dolphins by coupling the stimu-
lus to the lower jaw with a suction cup while the animals
rested out of the water on a foam mat. Cook et al. �2006�
used a similar jawphone technique for underwater EFR mea-
surements in a beaked whale. The different manner of stimu-
lus presentation implemented in these studies might result in
the use of different acoustic paths to the ear, thus altering the
received characteristics of presumably similar stimuli.

Comparability of AEP results when the jawphone is used
for stimulus delivery underwater versus in air is of potential
concern because the jawphone is not jacketed with sound
absorbing material. Thus, the stimulus would have a more
omni-directional radiation underwater and could potentially
enter the ear via pathways that are otherwise isolated during
in-air testing. Using the average threshold of the two ears
and considering only the measurements made in SD Bay, the
range of differences between underwater AEP threshold es-
timates and underwater behavioral thresholds obtained in this
study �−20 to 21 dB� compared similarly to those observed
between in-air AEP threshold estimates and underwater be-
havioral thresholds �−26 to 20 dB; Finneran and Houser,
2006�. The average difference and standard deviation of the
differences were also comparable �3±13 dB vs −2±13 dB,
respectively� suggesting that the variations were largely un-
affected by the medium in which the animals were tested
�i.e., water versus air�.

Figure 9 demonstrates the relationship between AEP
threshold estimates obtained underwater, in the pool, to AEP
threshold estimates previously obtained for BLU in air
�Finneran and Houser, 2006�. The procedures between the
two studies were the same, except that the current study pre-
sented stimuli and recorded evoked potentials with the sub-
ject underwater, and the durations for intermittent stimuli
were extended several tens of milliseconds to compensate for
electrical leakage to the water. Differences between the in-air
and underwater AEP thresholds, calculated as in-air esti-
mates minus those obtained in the pool, ranged from −10 to
9 dB, with a mean difference of 3 dB. This comparison pro-
vides the most direct assessment of how medium differences
and the potential excitation of different auditory pathways

may affect AEP threshold estimates obtained with jaw-
phones. The range of threshold differences between the two
data collection efforts and the small mean difference sug-
gests that the two approaches do not result in substantially
different threshold estimates. In conjunction with previously
discussed comparisons, it appears that greater sound radia-
tion from the jawphone during submersion is not a substan-
tial concern when considering frequencies involved in
echolocation and that the primary acoustic pathway at these
frequencies is via the lower jaw �Bullock et al., 1968; Mc-
Cormick et al., 1970, 1980; Brill et al., 1988; Møhl et al.,
1999�. Similar conclusions may not be valid for lower fre-
quencies, such as those used in whistle communication, be-
cause the longer wavelength could be too long to utilize the
jaw fat pathway or could diffract around the animal and pos-
sibly reach the auditory system through alternative acoustic
pathways �Au, 1993�.

The suitability of jawphone-measured thresholds as pre-
dictors of free field or direct field underwater thresholds is
somewhat controversial. There has been no universally ac-
cepted technique for calibrating jawphones and the effects of
the jawphone attachment on the subject’s receiving system
are unknown. Calibration measurements for this study were
performed at 15 cm distance �beyond the minimum source
distance as specified in ANSI S1.20-1998, “Procedures for
calibration of underwater electro-acoustic transducers”� and
the measurements themselves exhibited substantial variance
�see Fig. 2�. AEP thresholds measured with jawphones were
more variable than the direct field behavioral thresholds;
however, variability in AEP thresholds seems similar to that
observed in direct field measurements of EFR thresholds
�Yuen et al., 2005�. The degree to which the jawphone cali-
bration measurements match the effective stimulus to the
subject is unknown and is likely frequency dependent.

The limitations in the jawphone calibration mean that
direct comparisons between sensitivities assessed via jaw-
phone and direct/free field are required to validate the cali-
brations for each specific jawphone. Inherent calibration
problems may limit the utility of absolute threshold values
obtained with jawphones. For example, in a previous assess-

FIG. 9. Comparison of EFR threshold estimates for BLU obtained under-
water and in-air. In-air EFR threshold estimates are from Finneran and
Houser �2006�.
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ment of hearing sensitivity using jawphones �Brill et al.,
2001�, the tonal stimulus was calibrated with a hydrophone
40 cm away from the sound source. This distance was 25 cm
greater than that used in this study and exceeds the pathway
distance from the pan �point of jawphone attachment� to the
auditory bulla. However, within the same subject, differences
between underwater behavioral thresholds measured with the
jawphone and free transducer �Brill et al., 2001� were within
the range of differences between direct field behavioral and
AEP thresholds observed in this study. Most important, di-
rect field behavioral and jawphone AEP thresholds have
agreed closely as to the shape of the audiogram and the up-
per cutoff frequency. This suggests that jawphone testing
may be an acceptable substitute for underwater direct field
measurements in many applications �e.g., hearing screening
of a rehabilitating animal prior to release� where audiogram
shape and cutoff frequency are of primary interest. In many
environments, such as in-air testing of stranded cetaceans,
jawphones may be the only practical method for testing
higher frequencies and obtaining results comparable to those
obtained in underwater direct field conditions.

The use of evoked potentials for odontocete audiometry
has been practiced for several decades. The use of tone pips
for audiometry predates the use of EFR �Popov and Supin,
1987, 1990; Szymanski et al., 1999�. The latter technique has
been gaining favor in recent years because it produces a
stimulus with narrower spectral spreading than does a tone
pip. AEP audiograms obtained with tone pips as stimuli have
been compared to behavioral audiograms in the same animal
in killer whales �Orcinus orca; Szymanski et al., 1999�. This
work demonstrated that electrophysiological estimates of
hearing sensitivity obtained with tone pips range from 3 to
41 dB of the behavioral threshold, with average differences
of ±8 dB. The procedure was useful in identifying the re-
gions of best sensitivity and the upper limits of hearing.
Qualitatively, both AEP audiograms obtained with tone pips
and with EFR appear to show similar relationships to behav-
ioral audiograms. Whether the frequency specificity provided
by the EFR method provides noticeable gains given the vari-
ability inherent in evoked potential measures remains to be
determined.

Estimates of hearing sensitivity in delphinids from re-
cordings of the EFR show a similar degree of accuracy and
precision relative to behavioral thresholds, regardless of the
exact methodology employed for stimulus delivery �this
study; Yuen et al., 2005; Finneran and Houser, 2006�. More
promising to the future application of EFR methods to other
marine mammal species is that the variation in accuracy and
precision relative to behavioral thresholds is similar to that
observed in human clinical studies �Lins et al., 1995; Rance
et al., 1995; Aoyagi et al., 1999; Dimitrijevic et al., 2002;
Vander Werff and Brown, 2005�. The EFR estimation of del-
phinid hearing seems robust given its results under various
modifications of the testing procedures. This characteristic of
the EFR estimation technique should make it a useful tool in
future efforts of meeting the NRC recommendation �NRC,
1994; 2000� to increase our knowledge base on marine mam-
mal hearing through the testing of stranded or rehabilitating
marine mammals.

V. CONCLUSIONS

�1� Underwater AEP measurements with a jawphone
transducer produced comparable data to in-air AEP
measurements with jawphones.

�2� Underwater or in-air AEP measurements using a jaw-
phone may be a suitable proxy for direct field
behavioral/AEP measurements in many
circumstances.
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Recently, in vivo feasibility of tissue harmonic imaging with a mechanically rotated intravascular
ultrasound �IVUS� catheter was experimentally demonstrated. To isolate the second harmonic signal
content, a combination of pulse inversion and analog filtering was used. In this paper the
development of a simulation tool to investigate nonlinear IVUS beams is reported, and the influence
of transducer rotation and axial catheter-to-tissue motion on the efficiency of PI signal processing is
evaluated. Nonlinear beams were simulated in homogeneous tissue-mimicking media at a transmit
frequency of 20 MHz, which resulted in second harmonic pressure fields at 40 MHz. The competing
effects of averaging and decorrelation between neighboring rf lines on the signal-to-noise ratio
�SNR� were studied for a single point scatterer. An optimal SNR was achieved when lines were
combined over 3°–3.75°. When the transducer was rotated with respect to point scatterers,
simulating the acoustic response of tissue, the fundamental frequency suppression using PI degraded
rapidly with increasing interpulse angles. The effect of axial catheter-to-tissue motion on the
efficiency of pulse inversion seemed to be of less influence for realistic motion values. The results
of this study will aid in the optimization of harmonic IVUS imaging systems. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2226069�

PACS number�s�: 43.80.Vj �CCC� Pages: 1723–1731

I. INTRODUCTION

Intravascular ultrasound �IVUS� is capable of providing
high resolution real time cross-sectional images of coronary
arteries and it has therefore become an important clinical tool
for the detection and evaluation of coronary artery diseases,
as well as for therapy guidance and clinical research �Saijo
and van der Steen, 2003�. At present, clinicians use both
rotating single-element IVUS catheters with center frequen-
cies between 30 and 40 MHz, and 64-element phased-array
IVUS catheters with a center frequency of 20 MHz.

At frequencies below 10 MHz, tissue harmonic imaging
�THI� has been shown to increase the diagnostic value of
medical ultrasound through improvements in image quality.
An initial study showed the feasibility of THI at high fre-
quencies �20–40 MHz� �van der Steen et al., 1999�. Cherin
et al. �2002� described the experimental characterization of
fundamental and second harmonic beams of a focused ultra-
sound biomicroscopy �UBM� transducer in the
20 to 40 MHz range. The reduction of stent imaging artifacts
was shown when high frequency THI �transmit fc=20 MHz,
receive fc=40 MHz� was applied with a similar focused
UBM transducer �Frijlink et al., 2005�. More recently, we
demonstrated in vivo the feasibility of THI for an IVUS sys-

tem using a 20–40 MHz mechanically rotated IVUS catheter
�Frijlink et al., 2004�. In that study, tissue harmonic signals
were isolated using a combination of analog filtering and
pulse inversion �PI�.

The PI technique requires at least one firing of a pulse
and its inverted counterpart along each line of sight �Hope
Simpson et al., 1999�. In the presence of relative motion
between the tissue and catheter, the fundamental frequency
signal �i.e., transmit bandwidth signal� is not completely can-
celed, and the harmonic intensity becomes smaller due to
signal decorrelation. Motion artifacts of PI-based THI have
been studied by Shen and Li �2002�, whose results indicated
that the performance of tissue harmonic imaging can be sig-
nificantly affected by tissue motion. In particular, it was
found that for axial motion, both the fundamental reduction
and the tissue harmonic intensity decreased much more rap-
idly than with lateral motion. This study was conducted un-
der conditions relevant to low frequency array based scan-
ning. These conditions depart significantly from the case of
harmonic IVUS systems, where a rapidly rotating single-
element transducer is imaging in the presence of significant
cardiac tissue motion.
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Nonlinear ultrasound beams and their exploitation in the
context of THI have been extensively investigated at lower
diagnostic ultrasound frequencies �Duck, 2002; Humphrey,
2000; Averkiou et al., 1997�. A number of different ap-
proaches have been developed to model nonlinear propaga-
tion in the field of an ultrasonic transducer. The most com-
mon technique is to solve the Khokhlov-Zabolotskaya-
Kuznetsov �KZK� equation, which is a nonlinear parabolic
equation that accounts for the combined effects of diffrac-
tion, absorption, and nonlinearity for directional sound
beams �Hamilton and Blackstock, 1998�. Comparisons of
nonlinear simulation results and measurements show a very
high level of agreement �Duck, 2002; Humphrey, 2000;
Averkiou and Hamilton, 1997�. For relatively short pulses, as
typically used in diagnostic ultrasound, the time-domain
implementation of the KZK equation is advantageous be-
cause many harmonic components could then be taken into
account for the relatively broadband imaging pulses �Hamil-
ton and Blackstock, 1998�. At high frequencies, both nonlin-
ear tissue properties and nonlinear ultrasound beams remain
relatively unexplored.

In this study we simulated fundamental 20 MHz �F20�,
second harmonic �H40�, and fundamental 40 MHz �F40�
fields for an unfocused circular IVUS element using a two-
dimensional nonlinear parabolic KZK equation and medium
characteristics �attenuation, nonlinearity, scattering� in the
range of those of vascular tissue and blood. The pulse-echo
responses from a single point-scatterer and a cloud of point-
scatterers were calculated for successive inverted pulses as
the beam was rotated. The influence of rotation, and the ef-
fect of axial tissue-to-catheter motion on the performance of
PI was then investigated for different interpulse angles.

II. METHODS

A. Simulation design

1. Nonlinear propagation

The proposed simulation method resembles the method
as described by Li and Zagzebski �2000�. The simulation of
the transmitted nonlinear field by an unfocused circular
transducer is based on a time-domain implementation of the
KZK equation based on the numerical approach of Lee and
Hamilton �1995�. A two-dimensional implementation has
been written in FORTRAN and has been evaluated �Bouakaz et
al., 2003�. The attenuation of acoustic waves propagating in
a wide variety of lossy media obeys a power law dependence
on the frequency of the general form �Szabo, 1994�,

� = �0�2����, �1�

where � is the frequency, and �0 and � are arbitrary real
non-negative constants. Most biologic fluids and tissues have
power law exponents in the 1���2 range �Duck, 1990�.
The algorithm described by Bouakaz et al. �2003� was modi-
fied to account for a frequency dependent attenuation differ-
ent than a power law exponent of 2 �which corresponds to
that of attenuation in water�. This modification was imple-
mented in the frequency domain after a Fast Fourier Trans-
formation �FFT�. Frequency dependent attenuation factors
were then multiplied with individual frequency components.

By means of an inverse FFT, a hybrid time and frequency
domain algorithm was created.

2. Pulse echo scattering

The received signal from an individual scatterer is cal-
culated using an analytically derived spatial impulse re-
sponse h�r ,z� for an unfocused circular transducer
�Stephanishen, 1971�:

h�r,z:t� = c0, if r � a and t0 � t � t1;

h�r,z:t� =
c0

�
cos−1� r2 − a2 − z2 + c0

2t2

2r�c0
2t2 − z2 � , if t1 � t � t2;

h�r,z:t� = 0, elsewhere,

in which

t0 = z/c0

t1 =
�z2 + �r − a�2

c0
,

t2 =
�z2 + �r + a�2

c0
, �2�

where c0 is the velocity of propagation within the medium, z
is the axial coordinate of the field point, r is the radial coor-
dinate of the field point, a is the radius of the piston trans-
ducer, and t is time. Linear field calculations for a circular
transducer with this analytically derived impulse response
function showed a very high degree of similarity with acous-
tic fields calculated with the numerical ultrasound simulation
program Field II �Jensen and Svendsen, 1992�, which uses an
approximation based on the summation of responses from
small rectangles to calculate pressure fields from arbitrary
shaped transducers using linear acoustics. The benefit of the
analytically derived expression for the impulse response is
that it is computationally efficient.

In order to be able to use this spatial impulse response in
combination with propagation in a frequency dependent at-
tenuating medium, the distance from an individual point
scatterer to the piston transducer is approximated by a single
value, similar to the approach described by Jensen et al.
�1993�, which used the on-axis distance �z�. Since signals in
attenuating media exponentially decay with distance, the part
of the transducer closest to the field point contributes most to
the signal amplitude of this field point. Therefore, the short-
est distance from a point scatterer to the transducer, zatt, is
used for attenuation calculations and is given by

zatt = c0 · t0 = z , if r � a ,

zatt = c0 · t1, if r � a ,
�3�

where t0 and t1 are defined in �2�. Comparisons of this ap-
proximation with a numerical spatial impulse response
method where frequency dependent attenuation was included
showed a very high degree of similarity. For field points
where z�a /2, amplitude differences of rf signals were
�0.5 dB, calculated for attenuating media with a linear
frequency dependency.
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For the purposes of simulating ultrasound backscattered
signals, tissue can be represented by many point scatterers
positioned randomly in three dimensions �Kerr and Hunt,
1992; Hunt et al., 1995�. Scatterers were placed at random
locations, thus generally in between grid locations where the
transmitted field was calculated. All point scatterers were
assigned the same scattering strength. Frequency dependent
backscatter ��b� was taken into account by the approxima-
tion �Lockwood et al., 1991�

�b = �0 · ��, �4�

where �0 is the backscatter coefficient at 1 MHz, � is the
frequency expressed in MHz, and � represents the fre-
quency dependence. The individual response from a scat-
terer was calculated by a convolution of the spatial im-
pulse response with the time-domain wave as calculated
with the KZK equation. The backscatter signal from the
cloud of scatterers is calculated by a summation of the
individual responses from each scatterer. The scatterer
density �1250 scatterers/mm3� was sufficient to produce
Rayleigh envelope statistics.

The three-dimensional scatterer volume could be rotated
with respect to the transmitted field to simulate catheter ro-
tation of a mechanically scanned IVUS transducer.

For the simulations described in this paper, the follow-
ing assumptions and simplifications have been made.

�1.� The sound-propagating medium is uniform and lossy,
and dispersion is negligible.

�2.� The medium is assumed to be directly adjacent to the
transducer surface.

�3.� Tissue is assumed to be a weak scattering medium
�Born approximation�.

�4.� Since weak scattering is assumed, the backscattered
low-amplitude signal propagation is approximated by
linear propagation.

�5.� The amplitudes of the backscattered signals are all rela-
tive, so no absolute pressures are given.

�6.� The catheter motion was assumed to be negligible dur-
ing the transmit and receive of a single firing.

�7.� Motion other than catheter rotation was assumed to be
not present, unless explicitly mentioned.

B. Simulation parameters

The nonlinear beams were calculated for a circular, un-
focused transducer with a diameter of 0.9 mm, similar to
elements used in previous IVUS THI studies �Frijlink et al.,
2004�. Since this element was centered at 30 MHz, the ap-
proach to attempt to use the lower and upper parts of the
bandwidth for fundamental and harmonic imaging explained
the choice of 20 MHz �fundamental� and 40 MHz �funda-
mental and second harmonic�. Due to the circular geometry,
the three-dimensional field was calculated by a simulation in
cylindrical coordinates. In all calculations, the excitation
pulse was a Gaussian enveloped sine wave with a −6-dB
fractional bandwidth of 30%.

The propagation medium characteristics were chosen to
be in the range of those of vascular tissue and blood. Arterial
tissue and blood have an attenuation frequency dependency

that can be described by Eq. �1�, with power law exponents
of �=1.1 and �=1.2, respectively, in the frequency range
15–60 MHz �Lockwood et al., 1991; Foster et al., 2000�. In
the 10–50 MHz range, this is approximated by attenuation
that has a linear frequency dependency in the range from
0.5 to 1.5 dB/cm/MHz. In this study, two different fre-
quency dependent attenuation values of 0.6 and
1.0 dB/cm/MHz were used. The sound speed of the propa-
gation medium was chosen to be 1560 m/s and the mass
density was set at 1060 kg/m3, both corresponding to pub-
lished values of human tissue and human blood �Duck,
1990�. The nonlinear parameter �B/A� �Hamilton and Black-
stock, 1998� of tissue is estimated at six to seven and that of
human blood 6.0 �Duck, 1990�, therefore the B/A constant
was chosen to be 6.0. These values appear not to have been
measured at high frequencies �	10 MHz�.

Since all scatterers are assigned the same scattering
strength, we simulate soft tissue-like media only. Extended
analysis would be necessary when locally highly scattering
objects �e.g., calcified material, bones, etc.� are taken into
account. The backscatter signal from scatterers is calculated
by a summation of responses from all scatterers that are
within the −20-dB beam width �−40-dB two way�. In our
case this means that all scatterers within a radial extent of
0.5 mm from the z axis �corresponding to the propagation
axis� are taken into account. In the depth direction, scatterers
located between z=0.5 and z=6.0 mm are included in the
calculations. There are no scatterers assumed to be close
��0.5 mm� to the transducer, because of the water surround-
ing the transducer element within the protective sheath.
Lockwood et al. �1991� showed that the power law exponent
of the frequency dependent backscatter in the artery wall
ranged from �=1.1 to 1.4 at high frequencies, and that this
parameter in blood ranged from �=1.3 to 1.4 at the same
frequency range. A frequency dependence of �=1.3 has been
chosen in this study.

C. Simulations

1. Nonlinear beam simulations

Two-dimensional beam profiles were calculated for F20
and H40 mode through a medium with an attenuation of
1.0 dB/cm/MHz. For comparison, a beam profile of a fun-
damental 40 MHz pulse �F40� was also calculated. To study
the influence of attenuation and excitation amplitudes on
nonlinear generation, 20 MHz input pulses were propagated
through two different attenuating media at peak envelope
pressures ranging from 250 kPa to 4 MPa. F20 and H40 sig-
nal contents were isolated by digital filtering.

Penetration depth is an important issue in diagnostic ul-
trasound imaging, with attenuation effects limiting the signal
strengths with increasing propagation distance. Since higher
frequencies are attenuated more, the absolute penetration
depth of a F40 field is less than that of a F20 field for iden-
tical excitation pressures. The penetration depth for the sec-
ond harmonic �H40� field is more complicated since har-
monic energy is both attenuated and generated during
propagation. Since the harmonic generation is highly depen-
dent on the fundamental amplitude, the absolute penetration
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depth will be highest for high F20 excitation. The effective
penetration depth of a F40 beam is therefore compared to an
H40 beam by simulating a high amplitude �5 MPa� F40
beam and an H40 signal from a high amplitude �5 MPa�
20 MHz pulse through an attenuating medium of
1.0 dB/cm/MHz.

2. Effects of rotation on averaging and decorrelation

As previously reported �Frijlink et al., 2004�, averaging
of neighboring rf lines was used to increase the signal-to-
noise ratio �SNR�. This assumes that the decorrelation effect
on the H40 tissue signal from catheter rotation was small
compared to uncorrelated noise. The competing effect of av-
eraging and decorrelation by rotation on the SNR is investi-
gated by pulse-echo simulations with a single point scatterer
located 4 mm from the transducer face. The SNR is defined
as the integrated rf power of the signal only, divided by the
integrated rf power of the noise. White Gaussian noise; char-
acterized by a flat frequency spectrum and random phase,
was generated by a random number generator. Both signal
and noise were digitally bandpass filtered �32–50 MHz, fifth
order Butterworth�. The catheter rotation was simulated by
rotating the scatterer with respect to the beam over incremen-
tal angles of 0.15°, which corresponded to the experimen-
tally employed line density of 2400 rf lines per rotation.
Different background noise levels were added to calculate rf
lines, and the results were digitally filtered. Next, the SNR
difference was calculated as a function of the number of
averages. This SNR difference was then normalized for each
different background noise level separately.

The point-spread function �PSF� was calculated for a
single ideal point target at 4 mm from the transducer through
an attenuating medium �1.0 dB/cm/MHz� for an F20, H40,
and F40 field. The single-element transducer was rotated
around its center �as indicated in Fig. 1� with an angle of
0.15° between each line of sight.

3. Effects of rotation on pulse inversion

The fundamental frequency signal will not be com-
pletely canceled with PI when motion between the tissue and
catheter is present, which is explicitly shown for IVUS by
Goertz et al. �2006�. Nevertheless, this will be the situation
when PI is performed with a single-element continuously
rotating IVUS catheter. To study the effect of catheter rota-
tion on PI, two inverted 20 MHz pulses �0° and 180°� were
propagated through the attenuating medium as the beam ro-
tated past a three-dimensional �3-D� volume of point scatter-
ers �Fig. 1�. The incremental interpulse angle was again
0.15°. Backscatter signals from the 3-D volume of point scat-

terers have been calculated to simulate rf pulse-echo re-
sponses for different angles with respect to the IVUS trans-
ducer. A dataset consisting of 32 different realizations of a
volume of randomly positioned scatterers was calculated for
a F20 2 MPa amplitude pulse pair. The average cross-
correlation value between rf lines was calculated as a func-
tion of the interpulse angle for raw and filtered rf lines
�32–50 MHz, fifth order Butterworth�. For comparison, the
average cross-correlation for F40 rf lines has also been cal-
culated. Fundamental suppression by PI was estimated at dif-
ferent distances from the transducer as a function of the in-
terpulse angle, assuming that the rotation speed is uniform.
The mean fundamental signal content of pulse pairs was cal-
culated by summing the frequency power in the 18–22 MHz
range.

4. Effects of axial motion on pulse inversion

Relative catheter and tissue motion due to effects other
than element rotation is another potential cause for the addi-
tional decorrelation between successive rf lines. As investi-

FIG. 2. Two-dimensional beam profiles in the F20,
H40, and F40 modes. The beam profiles have been nor-
malized with respect to the maximum signal within in-
dividual images.

FIG. 1. Schematic simulation set-up, showing randomly distributed point-
scatterers in a 3-D volume relative to a rotating transducer.
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gated by Shen and Li �2002�, axial motion, resulting in a
phase/time shift, is much more severe than lateral motion for
degrading the efficiency of PI. Therefore we simulated axial
catheter-to-tissue motion �perpendicular to the transducer
surface� to investigate the effect on fundamental suppression
by PI at fixed interpulse angles. The calculated axial
catheter-to-tissue motion is based on a PRF of 12.5 kHz,
corresponding to a previously reported PRF �Frijlink et al.,

2004�. The mean fundamental signal content of pulse pairs
was calculated by summing the frequency power in the
18–22 MHz range.

III. RESULTS

1. Nonlinear beam simulations

Example two-dimensional beam profiles for the F20,
H40, and F40 modes are plotted in Fig. 2. These images are

FIG. 3. Fundamental F20 �top� and second harmonic
H40 �middle� on-axis pressures and the H40/F20 ratios
�bottom� for two different attenuating media �0.6 and
1.0 db/cm/MHz�.

FIG. 4. F40 and H40 �fundamental excitation pressure=5 MPa� on-axis
pressures in an attenuating medium �1.0 dB/cm/MHz�.

FIG. 5. The normalized SNR effect of averaging neighboring noisy rf-pulse-
echo responses from a single scatterer 4 mm from the transducer.
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normalized with respect to the maximum signal within the
individual images. The frequency dependent attenuating me-
dium causes the F40 beam to decay faster than both the F20
and H40 beams. Close to the transducer, the H40 field ex-
hibits a low intensity compared to the F20 and F40 field.
Figure 3 shows on-axis fundamental and second harmonic
pressures of the 20 MHz pulse at five different amplitudes,
propagated through two different attenuating media. The fre-
quency dependent attenuation in these simulations was 0.6
�left column� and 1.0 dB/cm/MHz �right column�. The sec-
ond harmonic pressure can be seen to build up progressively
to reach a maximum pressure around 3 mm. From these fig-
ures the amplitude dependent second harmonic generation is
evident. The ratio of the second harmonic at 40 MHz and the
fundamental can also be seen in Fig. 3 �bottom�. Due to the
increased attenuation, the H40/F20 ratio exhibits a faster de-
crease from approximately 3 mm than in the medium with
the lower 0.6 dB/cm/MHz attenuation.

To compare the penetration depth between F40 and H40,

the absolute on-axis pressures of both beams are plotted in
Fig. 4. For both pulses the fundamental excitation amplitude
was 5 MPa. From this graph it is clear that between 2 and
4 mm �imaging depth�, which corresponds to the near field
of the F40 beam, the absolute on-axis pressure of the second
harmonic is higher than the F40. Above 4 mm the absolute
pressures are similar. This simulation suggests that the H40
mode could result in a similar effective penetration depth
compared to the F40 mode.

2. Effects of rotation on averaging and decorrelation

For a single scatterer located 4 mm from the transducer,
the normalized SNR difference is plotted logarithmically as a
function of averaging in Fig. 5 for different noise levels �the
SNR is 16, 42, and 80 dB�. These curves show the effect of
averaging neighboring rf lines around a center rf line receiv-
ing the highest amplitude signal from the scatterer. The com-
peting effects of averaging and decorrelation produce a local
maximum in SNR when 20–25 neighboring lines �corre-
sponding to 3°–3.75°� were combined.

Point spread functions for a single scatterer at 4 mm
from the transducer are depicted in Fig. 6. These PSFs are
normalized to the maximum signal level in each individual
image. The different appearance can be partly attributed to
the diffraction pattern of the different fields �see Fig. 2�. The
−6 dB lateral beamwidths of the F20, H40, and F40 PSFs are

FIG. 6. Point Spread Functions of F20, H40, and F40 of an ideal point
scatterer at 4 mm distance from the transducer in an attenuating medium
�1.0 dB/cm/MHz�.

FIG. 7. Typical raw and filtered �H40� rf responses.

FIG. 8. Cross-correlation between raw, H40, and F40 rf lines at a distance
from 2 to 3 mm from the transducer, plotted as a function of the interpulse
angle.

FIG. 9. Average frequency spectra of a single rf line �solid black� and of PI
pairs with different interpulse angles.

1728 J. Acoust. Soc. Am., Vol. 120, No. 3, September 2006 Frijlink et al.: Intravascular ultrasound tissue harmonic imaging simulation



0.39, 0.23, and 0.23 mm, respectively. PSFs at different dis-
tances from the transducer will differ considerably, though
Fig. 6 gives a clarifying example of the PSF differences be-
tween F20, H40, and F40 modes. Note that the number of
averages of neighboring lines will increase the effective
beam width and therefore will degrade lateral resolution.

3. Effects of rotation on pulse inversion

Nonlinear backscatter signals have been calculated to
simulate the rf pulse-echo responses from different angles
with respect to the IVUS transducer. A typical pulse-echo
response can be seen in Fig. 7. The digitally bandpassed
second harmonic signal of this rf line is indicated in the same
figure. The average interpulse cross-correlation estimates for
the raw, H40, and F40 rf lines, are given in Fig. 8 as a
function of the interpulse angle.

These curves show the mean of 100 cross-correlation
curves for windowed rf lines corresponding to backscatter
from 2 to 3 mm from the transducer surface. It can be seen
that the cross-correlation peak is narrower for H40 and nar-
rowest for F40, where cross-correlation is 	0.5 within an
angle of 1.0°. The width of these cross-correlation peaks is
attributed to the beamwidth at this distance �see Fig. 2�.
These curves indicate the efficacy of averaging neighboring
rf lines to improve the SNR for small interpulse angles. For
example, the decorrelation between H40 rf lines �from
2–3 mm� is less than 0.1 within an angle of 0.5°. Figure 9

shows the average frequency spectra of PI pairs �2–4 mm�
for different interpulse angles for 2 MPa amplitude pulse
pairs �0° and 180°�. The fundamental suppression through PI
at different distances is expressed as a function of the inter-
pulse angle in Fig. 10. From this figure it is clear that the
efficiency of PI decreases more rapidly with increasing inter-
pulse angles. This figure also shows that the interpulse angle
dependent fundamental reduction decreases quicker for scat-
terers that are located closer to the transducer. A fundamental
suppression of approximately 16 and 10 dB is obtained when
PI is applied with 512 �interpulse angle 	0.70°� and 256
�interpulse angle 	1.4°� rf lines per rotation, respectively.
These line densities correspond to those used in current clini-
cal mechanically scanned IVUS systems.

4. Effects of axial motion on pulse inversion

The effect of axial catheter-to-tissue motion on the av-
erage cross-correlation values between raw and H40 filtered
rf signals from a depth of 2 to 3 mm has been plotted in Fig.
11. For a transmit amplitude of 2 MPa PI pairs at a depth of
2 to 3 mm and for interpulse angles of 0.15°, 0.30°, 0.75°,
and 1.5°, the average fundamental suppression is plotted as a
function of catheter-to-tissue motion expressed in fundamen-
tal wavelengths between successive pulses �
� in Fig. 12.
This graph illustrates that axial motion begins to degrade
fundamental suppression for an interpulse angle of 0.15°
from 
	0.005, corresponding to 	5 mm/s, based on a fun-
damental frequency of 20 MHz and a PRF of 12.5 kHz.

IV. CONCLUSION AND DISCUSSION

Nonlinear fields at 20–40 MHz have been simulated for
circular IVUS transducers through media with frequency de-
pendent attenuation values in the range of those of vascular
tissue and blood. The influence of catheter rotation on the
fundamental suppression of pulse inversion has been studied
for a range of interpulse angles. The effect of axial catheter-
to-tissue motion on the fundamental suppression of pulse
inversion has also been investigated.

The nonlinear beam simulations were carried out in a
lossy and nonlinear medium, where dispersion was assumed
to be negligible. Dispersion, the frequency dependent phase

FIG. 10. The fundamental suppression with PI as a function of the inter-
pulse angle as calculated for a 2 MPa pulse pair calculated for different
backscatter distances from the transducer.

FIG. 11. Cross-correlation of raw and H40 rf lines at a distance of
2 to 3 mm from the transducer, plotted as a function of axial catheter-to-
tissue motion expressed in fundamental wavelengths.

FIG. 12. The fundamental suppression with PI as a function of axial
catheter-to-tissue motion at a distance from 2 to 3 mm from the transducer
for different interpulse angles.
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speed, would lead to smoothing of the wave profile, thereby
suppressing nonlinear distortions �Naugolnykh and Ostro-
vsky, 1998�. Limited experimental evidence shows that bio-
logic tissue is dispersive but that it is only 0.7% per fre-
quency decade for an attenuation of 1 dB/cm/MHz
�Gurumurthy and Arthur, 1982�. For many practical purposes
this variation in the phase velocity can be assumed constant
�Angelsen, 2000�. The frequencies of interest in this study
cover only a limited frequency range and the relatively high
frequency dependent attenuation of blood and tissue prevents
shock waves from being generated. Hence, dispersion was
considered negligible. Thorough studies on the effect of dis-
persion under nonlinear propagation in media with frequency
power law dependent attenuation have been performed
�Szabo, 1995; He, 1998; Wallace et al., 2001�.

In the nonlinear beam simulations where absolute pen-
etration depths of F40 and H40 fields were compared, the
assumption was made that the maximum pressure at the
transducer surface was the same for the 20 MHz as well as
for the 40 MHz excitation pulse. The maximum excitation
pressure for a single-element IVUS catheter was approxi-
mated by 5 MPa. Moran et al. reported a peak negative pres-
sure of 3.27 MPa at a distance of 2 mm from a commercial
30 MHz single-element catheter, corresponding to a Me-
chanical Index �MI� of 0.59 �Moran et al., 2002�. The 20 and
40 MHz pulses with a peak negative pressure of 5 MPa,
which were used in this study, would lead to maximum MI
values of 1.1 and 0.79, respectively, which is below the MI
limit �of 1.9� of current clinical ultrasound equipment. An-
other potential restriction on the maximum peak pressure is
acoustic saturation, which is a physical limit. Acoustic satu-
ration, defined as the condition where incremental transmis-
sion loss closely approximates the incremental increase in
source intensity, limits the maximum acoustic pressure that
may be reached in a soft tissue. According to Duck �1999�,
saturation pressure in tissue may tend toward the saturation
limits given by weak-shock theory. These theoretical satura-
tion limits were far from exceeded by the 5 MPa amplitude
pulses at 20 and 40 MHz, as used in this simulation.

The effect of rotation on averaging, decorrelation, and
pulse inversion was simulated by rotating the transducer with
respect to the scatterer volume. The minimal rotation angle
between successive lines of sight was chosen to be 0.15°,
corresponding to the experimentally used line density of
2400 lines per rotation �Frijlink et al., 2004�. Using this line
density, the commercially and clinically used rotational
speed of 30 rotations per second will then result in a pulse-
repetition-frequency �PRF� of approximately 75 kHz, which
is still lower than the maximum PRF �	100 kHz� of a rotat-
ing single-element IVUS system, as limited by sound propa-
gation speed assuming a penetration depth of 7.5 mm. So in
spite of the lower line density �e.g., 256 lines per rotation� at
30 rotations per second of current commercially available
IVUS systems, no physical limitations exist to increase to a
line density of 2400 lines per rotation.

Experimental data on the effect of catheter rotation on PI
with a prototype harmonic IVUS system has been published
by Goertz et al. �2006�. In this study we reported that the
average fundamental frequency spectra from tissue mimick-

ing material showed a pronounced peak around 20 MHz,
which was reduced by approximately 20 dB with the appli-
cation of PI �with a PRF of 12.5 kHz and 2400 lines per
rotation�. These experimental results correspond reasonably
well to the simulation results, as presented in this study, in-
dicating the validity of the simulation approach.

The effect of axial tissue-to-catheter motion on the av-
erage fundamental suppression by PI was expressed as a
function of relative axial motion between successive inverted
pulses. Shen and Li �2002� found that axial motion between
two successive pulses of less than 0.125
 �where 
 is the
wavelength at the fundamental frequency� partly cancels the
second harmonic intensity and increases fundamental leak-
age. An estimation of absolute axial motion as present in
arteries is needed for the useful interpretation of Fig. 12. The
maximum axial tissue �vessel wall� motion with respect to
the centerline of a vessel can be obtained from published
data �Tortoli et al., 2001; Hoeks et al., 1990�, which show
common carotid artery wall peak velocities in the range of
2–8 mm/s. Derived from coronary artery pressure-area
curves �Williams et al., 1999�, maximum vessel wall veloci-
ties in the radial direction are 2 mm/s. If no catheter trans-
lation is assumed, an upper estimate of axial vessel wall
motion between successive pulses at the experimentally used
PRF of 12.5 kHz �Frijlink et al., 2004� would be 0.008
. For
the more realistic situation where catheter translation is as-
sumed, the maximum axial tissue motion of the coronary
vessel wall with respect to an IVUS catheter was estimated at
approximately 3.5 mm/s, derived from recent IVUS palpog-
raphy data �Leung et al., in press�. Since this would corre-
spond to a movement of 0.004
 �when the PRF is 12.5 kHz�,
axial catheter-to-tissue motion between consecutive pulses
could be considered to be of low influence on fundamental
suppression ��1 dB� and on the second harmonic intensity.
Nevertheless, the significance of axial catheter-to-tissue mo-
tion will increase with increasing fundamental frequencies
and for decreased PRFs.

The results from this simulation study are important to
guide future optimization of system design for harmonic
IVUS applications �THI and contrast harmonic imaging�
with mechanically scanned single-element catheters. The
PRF, line-density, and transducer size and geometry could be
altered to optimize the fundamental suppression with PI.
This simulation tool could also be used to investigate differ-
ent pulse schemes �coded excitation� for isolating harmonic
signals. Further, such simulations may also be useful in the
context of guiding the implementation and optimization of
nonlinear contrast imaging systems �Goertz et al., 2006�. For
example, in second harmonic intravascular contrast imaging
applications, simulations could help minimize the effect of
unwanted tissue harmonics.
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Erratum: “The influence of spectral distinctiveness on acoustic
cue weighting in children’s and adults’ speech perception”
[J. Acoust. Soc. Am. 118, 1730–1741 (2005)]

Catherine Mayoa� and Alice Turk
Linguistics and English Language,University of Edinburgh, Adam Ferguson Building, 40 George Square,
Edinburgh, EH8 9LL, United Kingdom

�Received 18 May 2006; accepted 20 June 2006�
�DOI: 10.1121/1.2225761�

PACS number�s�: 43.10.Vx, 43.71.Ft �MSS�

The first paragraph of Section B�3� of the Method �p. 1735� should begin:
“Nine different VOT values were synthesized, varying in 5–ms steps from 40 ms of aspiration �as generated by the AH

parameter of Sensimetrics Corporation’s Klatt synthesizer, Sensyn� �most /t/-like� to 0 ms of aspiration �most /d/-like�. Voicing
�as generated by the AV parameter of the Sensyn synthesizer�, began immediately at VOT.”

The final paragraph of Section B�3� of the Method �p. 1735� should begin:
“The total duration of each syllable was 355 ms, with total voiced vowel duration ranging from 315 ms for the stimuli with

the most /t/-like VOT values, to 355 ms for the stimuli with the most /d/-like VOT values.”
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Erratum: “Adult-child differences in acoustic cue weighting
are influenced by segmental context: Children are not
always perceptually biased toward transitions”
[J. Acoust. Soc. Am. 115, 3184–3194 (2004)]
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PACS number�s�: 43.10.Vx, 43.71.Ft �MSS�

The first paragraph of Section B�3� of the Method �p. 3187� should begin:
“Nine different VOT values were synthesized, varying in 5-ms steps from 40 ms of aspiration �as generated by the AH

parameter of Sensimetrics Corporation’s Klatt synthesizer, Sensyn� �most /t/-like� to 0 ms of aspiration �most /d/-like�. Voicing
�as generated by the AV parameter of the Sensyn synthesizer�, began immediately at VOT.”

The first paragraph of Section B�4� of the Method �p. 3188� should begin:
“The VOT values used for the /ti/-/di/ contrast were the same as those used for the /ta/-/da/ contrast. These varied in 5-ms

steps from 40 ms of aspiration �most /t/-like� to 0 ms of aspiration �most /d/-like�. Voicing began immediately at VOT.”
The final paragraphs of Section B�3�, and Section B�4� of the Method �both p. 3188� should begin:
“The total duration of each syllable was 355 ms, with total voiced vowel duration ranging from 315 ms for the stimuli with

the most /t/-like VOT values, to 355 ms for the stimuli with the most /d/-like VOT values.”

a�Electronic mail: catherin@ling.ed.ac.uk
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